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The class of Fokker-Planck equations considered in this paper bridges the gap between the gen-
eralized Verhulst-Landau process and the Rayleigh process, which were apparently unrelated up to
now. The equations are solved analytically for the transition probability density function of the un-
derlying stochastic processes. The solution method uses operational calculus, and simultaneously
produces all components of the spectral problem: spectrum, eigenfunctions, and their normaliza-
tion. The general results obtained are benchmarked with the known results for the above-
mentioned processes by inserting suitable parameters.

INTRODUCTION

A stochastic process {x ()} can formally be described

by a stochastic differential equation (SDE) of the
Langevin type:
x(t)=f(x)+g(x)F(t), (1)

where f,g are deterministic functions of x (eventually of
1), and where F(¢) represents the stochastic excitation.
Restricting F(¢) to white noise, with

(F(1))=0, ‘ : 2)
(F()F(t+7))=0%8(r), 3)

the process {x(z)} becomes a one-dimensional Markov
process and is completely characterized by its transition
probability density function (PDF) w (x,t /x).
This PDF is the solution of the Fokker- Planck equa-
tion (FPE) associated with (1), 2
dw (x,t)

- —6—5(3 )——( Aw) , @

with initial condition
w(x,0/x4)=8(x —x) | T ©(5)

and eventually subject to suitable boundary conditions.
The diffusion and drift coefficients in (4) are given, respec-
tively, by!?

B(x)=g¥x),

A (x)=f(x)+g£l-g— , (6)
dx
when the Stratonovich interpretation of (1) is accepted,
considering F(¢) as a zero correlation-time limit of realis-
tic continuous noise, and when a suitable rescaling of
time in (1) normalizes F (¢) such that in (3) one has

=2. : M

Rules of classical calculus apply to (1), and a transforma-
tion x —y (x) can eventually be used to make g=1 in (1)
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and (6) [“additive-noise version” of (1) and (4)].

Clearly, the FPE is an appropriate tool for the study of
nonlinear stochastic processes. In spite of the growing in-
terest in nonlinear models, the number of cases where the
FPE has been solved exactly is still small in comparison
to the numerous instances where the equation has been
used for approximate or numerical analyses, e.g., for mo-
ment calculations. See the extensive reference list in Ref.
1.

In general, the effort of searching for a new exact
analytical solution is rewarding only when the stochastic
processes underlying the FPE have a sufficient degree of
universality (see, e.g., Ref. 3), or when tuning new solu-
tion methods (see, e.g., Refs. 4 and 5). To some extent,
both conditions are met in the present paper.

A CLASS OF FOKKER-PLANCK EQUATIONS

The subsequent analysis will deal with FPE’s of the fol-
lowing type:

w(x,t) _

3 [(ae"+b w]———[(ce"+d w],

xE[—cw,+w] (8)

where the diffusion and drift coefficients exponentially de-
pend upon x.

Constants a and b in (8) are non-negative in order to
have a valid diffusion equation. They are in fact redun-
dant, as both can be made unity by translation of x and
scaling of ¢, but they will be kept explicit to facilitate the
identification of (8) with some known FPE’s. Restrictions
for constants ¢ and d will be specified whenever appropri-
ate.

The stochastic process {x(¢)} that generates FPE (8)
can be modeled by the SDE:

x= c——; e*+d +(ae*+b)2F (1) 9)

or, eventually, a]lowingA for two normalized but mutually
uncorrelated white-noise functions:
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Jw(x,t) _ x _ 9«
C_E x+d -I—(ae )1/2F (t)+bl/2F2( ) (10) ——at ax 2[ ae +b)lU] % {(ce -l-d)w] ,
) . xE€[—w,+w], abd>0, ¢<0 (20)
Some known physically important cases of (9) or (10)
are easily recognized. Setting subject to the initial condition
a=0, b=1, d=—c=2a>0 1y w(x,0/%0)=8(x —x,) 2n
gives the SDE -—— -—-———and to natural boundary conditions"%°
. _ x S : :
£=2a(1—e*)+F(1), (12) w (00, /%5)=0, g_;v_o for x =+ oo 22)

which describes Brownian motion in a Toda potential®®

and also is the additive-noise version of the generalized
stochastic Verhulst-Landau models>”® which represent
multiplicative stochastic processes with state dependent
feedback, e.g.,

y=[a+F(t)—By"ly, yE[0, ], a,B,y>0. (13)

A second example is the well-known Rayleigh pro-

cess™ !9 which can be recovered from (9) or (10) by letting

a=1, b=0, c=—1—;——@<—1, d=2a>0, y=2e"%"

(14)
which yields the SDE

_}3=€~—ay+F(t), y€E€[0, 0], a>0, B>—1. (15)
[The sign of F(t) is unimportant.]

Finally, the most general version of (9), with a and
b0, can be cast in several forms. The additive-noise
version with a minimal number of parameters however, is
unique:

» =—Sir£(y)——atanh 2 +F(t), y€[0,0], a,Bf>0
(16)

and is retrieved from (9) by the substitutions

a=b=1, d=«a, ¢ ——;—ﬁ, y=2 arcsinh(e ~*/2) .
(17)

Equation (16) models Brownian motion in a strongly
asymmetrical potential well.

The above-mentioned stochastic processes (12), (13),
(15), and (16) appear to be stable in probability if the fol-
lowing sufficient conditions are met:

c <0, ) (18)
d>0. (19)

These conditions will be accepted as a working hypothesis;
they will be sharpened or relaxed whenever it is con-
venient or necessary.

CONSTRUCTIVE SOLUTION METHOD

The mathematical problem of solving an FPE such as
(8):

classically may consist of the following steps.

(1) Elimination of the time variable from (20), either by
Laplace transformation, or by an eigenfunction expan-
sion such as

X)i(xg)e et (23)

w(x,t/x0)=wy 2
(2) Determining the stationary PDF w,(x) from (20)
with

w;
at

(3) Normalizing w,(x).

. .(4) “Solving” the eigenfunction equation for the ¢@;’s,
possibly by transformation to some known type of
second-order equation, or by series solution, by further
expansion in terms of suitable known eigenfunctions, or
just numerically. This step usually involves a lot of trial
and error.

(5) Determining the spectrum of eigenvalues A, by ap-
plication of the boundary and/or integrability conditions.

(6) Normalization of the ¢, ’s with respect to w,(x).

In contrast, with the actual solution method, all com-
ponents of the expansion (23) will almost simultaneously
and automatically emerge from a formal series solution,
and normalization is included. The method proceeds as
follows.

The Laplace and Fourier transformation, with respect
to ¢ and x, respectively, applied to (20) results in

=0. (24)

(p —bz’—dz)B(z,p)=¢"°+(az’+cz)B(z +1,p), (25

where
O(z,p)= f dt e P'O(z,1)
— —pt zx
fo dte f_wdxe w(x,t/xq) ,
z=iw, WE[—w,+w] (26)

i.e., © is the Laplace transformed characteristic function
for the stochastic process {x (¢)}.

Equation (25) is devoid of all derivatives. It is a func-
tional equation with a unitary z-argument shift in ©(z,p).

_The initial condition (21) is incorporated via e, Nat-
ural boundary conditions (and integrability) are implicit
in the use of the Fourier transform.

Considering (25) as a “functional recurrence equation,”
a solution is obtained by repeated substitution of the
shifted ©(z +k,p) functions in the right member:
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= eo az(z tc/a) x,
O(z, -
(zp) Ay(p,2) Ap.z)
k
a"(z)(z +c/a)y; ekx°+ .
A‘IA'Z « e A’k
J— ezxo ‘ 2
=30 ¥(p,z,x) , (27)
where
- _y=Tz+k)
(z),=z(z+1)z +2) (z+k—1) Tz ° (28)
Aolpsz)=p —bzl—dz=—b(z—2z%)z—2z7), (29)
d d2 1/2
)= @ 4 (8" P
z>(p) 2b:i: 157 + b ] , (30)
Aplp,z)=Xy(p,z +k) . (31)

The factorization of A, in (29) allows one to write the
denominators in (27) as ‘ ;

wDiz—z"+k+1)

k
IT2;(p,2)=(—b)

Jj=1 F(Z_Z++1)
x F(z—z_-i—k +1) ’ 32)
INz—z"+1)

which clearly shows that ¥(p,z,x,) in (27) is a generalized
hypergeometric series;"!"!?

¥(p,z,x0)=13F, |2,z +%, l;z—z%

+1,z—z_+]l;—~%ex° , (33)
with
b (a)k(b)k(c)k xk

. (34)
Zo Pl k!

3Fyla,b,c;5p,q;x)=

The convergence of the ,F,, series encountered in the
present analysis will not be questioned. Their use is pure-
ly formal, as operational calculus expressions, e.g., and

J
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even with “divergent” series, sensible results will be ob-
tained, as such expressions may constitute an asymptotic
expansion of some other function, or as they may trun-
cate to a polynomial in a further stage of the calculation.

LAPLACE INVERSION

It is clear from (27), (29), and (31) that, as a function of

P> ©(z,p) has an infinity of simple poles at the “points”:

p =D =polz +k)=b |z +k + L | — L
| 4
k=0,1,2,... (35

and thus may equivalently be represented by its partial
fraction expansion:

— = rlz)
O(z,p)= > —— ,° (36)
“P k§0 p —pk(z)
where the residues r, are given by
(z)i(z +c/a)
rk(z)———ezxo(aexo)k-k—fl—iwpk,z-l—k,xo) .
I1 lj(Pk’z)
j=0
(37)

Here, use has been made of the self-reproducing property
of ¥ in (27) and (33):

Wp,zx0)= 3 T,

-1
= T+ T lp,z +k,xq) (38)
j=0
i.e., when the kth term T, (k5<0) is factored from the
rest of the series, the function is seen to repeat itself with
z shifted to z+k. The term T, contains the pole
P =pi(z), while the partial sum and ¢(p,z +k,x,) are an-
alytic there, which explains (37).
Some further development of (37) can be done:

Whtun=To-pmmpe DT 55

Wpr,z Hh,xo)=3F, |z +k,z +§+k, 1;z+k —z +1,z +k —z7 +1; —%e"O , (40)
where, from (30):

2t =z [p(2)]=z+k , 41)

zk‘=z"[pk(z)]=—z—k—% : (42)

It follows that the 4F, series in (40) contracts to an ,F, series:
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- ¢ d | a x,
Wpi,z +k,xg)=,F, |z +k,z +-‘—z~+k,2z +;+2k +1; —5e (43)
by equality of an upper and a lower parameter:
z+k—z+1=1. o - o (44)
Substituting (28), (39), and (43) into (37) yields a o
k :
r(z)=e™ | & %0 1 F(z+4k) T(z+c/a+k) T(2z+d/b+k)
k b k! T(z) T(z+c/a) T(2z+d/b+2k)
X,y |z +kyz +S527 + F 42k +1;— L™ 45)
a b b
So, with (36) and (45), the inverse Laplace transform of (27) is o
=g o : X0k
— e °  w p@eflasble *)F Tz +k)(z+c/a+k)(2z+d /b +k)
== e Fi(),
= TG Fera) &,° k! T(2z +d /b +2Kk) 10 (46)
where p,(2) is given by (35), and ,F, has arguments as in (4(15)). N
This still is a formal expression and the “operators” ¢’ are not yet related to the decaying time exponentials e k!

in an eigenfunction expansion like (23). A rearrangement of (
tion.

46) is necessary and may be performed by contour integra-

CONTOUR INTEGRATION

Considering (46) as the sum of residues of a suitable comp
the summation function I'( —s), one has'?

lex function G (s) at the poles s =s; =k, k=0,1,2, ... of

o
e
O(z,1)= d +s)t
(z,1) 2wil(z)T(z+c/a) fC1 s explpo(z +s)]
o | =@ % | Dz +9)0(z +c/a +5)0(2z +d /b +5)T(=s)
b I'(2z +d /b +2s)
XferJ+§+ﬁk+%+k+h—%fﬂ, 47)
|
where the contour C,; in the s plane circles all poles of I'(z+s): s=s;,~=—z—k,
I'(—s) clockwise (Fig. 1), without enclosing any of the
other poles of the integrand. These constitute three des-
cending pole chains, originating, respectively, from 2z + % ts | s=5,,=—2— _t;_ —k, (48)
| im(s) A c c
s plane £ . g g g e
c, I‘z+a+s.s S3k = k,
/S T ) ’
] N e
1 ) z=io, k=0,1,2,....
W - — c/a-J
R 1 — 4 .s The interference (Fig. 1) of the sets s; ; and 53 ; on the
. S ;; same horizontal is undesirable in view of the subsequent
* Sk contour transformations, as it will appear that the set s; ;

FIG. 1. Original pole configuration and contour in the com-
plex s plane.

which starts on the imaginary axis is the proper candi-
date for generating the eigenvalues. The set 53 can,
however, be avoided by a “flip-over” in (46) before the
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contour integration is introduced:

I'(z+c/a+k) — I'(l—z—c/a)
Iz +c/a) N(l—z—c/a—k)’

which is based on the reflection formula of the T' func-
J

(—D* - (49)

g
_e I'l—z—c/a
Oz =75 I'(z)

) fc‘ds exp[po(z +s)t] %e

with the pole configuration and the contour C, as in Fig,.
2. -
A variety of pole-separating s contours, equivalent to
C,, is possible (e.g., C, in Fig. 2). For real non-negative
eigenvalues to emerge from (51), a contour should be

chosen such that

polz +s)=b(z+s+d/2b)*—d?/4b=—L,  (52)

where A is real and non-negative. The locus where this
condition is met can be found from '

Im(z +s+d/2b)*=0,

(z+s+d/2b)2<d?/4b?

and consists of two connected parts (Fig. 2): the vertical
line L,

53)
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tion:
(2N (1—z)=— . oens (50)
‘ sinmz
The new suitable version of (47) becomes
x| I(z+s)(2z+d/b+5)T(—s) F ) 50
TMl—z—c/a—s\T2z+d/b+2s) ¥ 1"
[
_ d .
Im(s)=—w, ——=<Re(s)<0, z=iw (55)

b

intersecting in the point O(—d/2b,—iw). A contour
closely approaching this locus and still equivalent to C;
or C, is given by C; in Fig. 2.

In the limit, one gets an integral over the line L (54)
and a finite set of N +1 “pinched-off”” residues at the
poles (48) 5; 0,8y 1, - - - , 81 y Of the integrand, with

N =int(d /2b) . (56)

This corresponds, respectively, to a continuous and a
discrete part of the spectrum of eigenvalues in the eigen-
function representation of the time-dependent charac-
teristic function:

Re(s)=—~-, - o (54) O(z,)=S+1I , (57)
and the horizontal line segment with
|
N
S= 3 Res(s=s; ;)
k=
— - : - x
_la| Il—z—c/a) ¥ _ T(z+d/b—k)(z+k) [—(a/b)e°]7*
b T 2, Pk Ok =D ord /6 —2k) k!
X,F, | =k, S—k; L+ 1—2k; — L™ (58)
¥ *a b b
and
— P —— -—L 1 _—
I—des , S z 2d+1y, UE[—o,o],
ra /a) Rl
= |2 | 2UTz—c/a) —@?mb |8 %o
I b 27I(z) ¢ b°
Xfw d,ue“’“z’ a x, l'uI“(i‘u,—d/Zb)l"(z +d/2b +iu) Y(z+d/2b —iu)
- b T(1+d/2b —c/a —iu) I(2ip)
_d g, d e ini G
X, F, b +ip, 2b+a ip; 1+2ip; be ] . (59)
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FIG. 2. Adapted pole configuration, locus of real non-
negative eigenvalues, and equlvalent contours in the complex s
plane. -

Formulas (58) and (59) come straightforward from (51),

and no atempt will be made in this paper to 51mp11fy orto

symmetrize them.
The expression (57)-(59) for ©(z,t) is of direct use for
the calculation of conditional moments, e.g.,

M, (t/xg)=C(e™ /xy)
—f dxe wx,t/xq)=

by mere substitution ofz =m,m=0,1,2,....

The x,-dependent parts in each term of (58) already
display the unnormalized discrete eigenfunctions gy (x,)
which, due to truncation of ,F), are kth-degree polyno-
mials in (b/a)e ° and eventually can be identified as
Jacobi polynomials P{™V(x):!114

—(a/b)e°] 7 e & .4 . a %
Py Fy |~k Sk S 12k — e

I'(k —d/b) (1] v) z_b_ %o
T2k —d/m e 1T ge ’

olm,)  (60)
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The discrete part of the spectrum of eigenvalues A, is
clear from the time exponentials:

,N=int | —

2 (62)

Ae=k(d —bk), k=0,1,...

FOURIER INVERSION

The k=0 term (A;=0) of (58) yields the normalized
stationary first-order characteristic function:

O,(z)= lim ©(z,t)
{—>c0

—T1—z—c/a)l(z+d/b)

=la /) T = Ja)Td /b) 3
and, by Fourier inversion, the stationary first-order PDF:
: 1 pie -z -z
o w1=5 7 [T drearm

L(l—z—c/a)T(z+d/b)
X T T—c/a)d/b) A

_T(1+d/b—c/a) [(a/b)e*]?"®
F(l—c/a)r(d/b [1+(a/b)e"]1+d/b c/a

— e (65)
under the condltlons (see Ref. 15—Mellin transforms)
%>0 ord>0, (66)
.
;<1 orc<a, (67)

which henceforth replace (18) and (19).
The normalizing constant in (65) can be written in

terms of a beta function (B):!#

I(1+d/b—c/a) _ 1
I'(1—e¢/a)T(d/b) B(d/b,1—c/a) '

Only the normalization of the eigenfunctions ¢, remains
to be found.

N,=

(68)

N=——; === I () I Considering a general term of (58) with k0, the
a Fourier inversion of the z-dependent part is expected to
o=S_ 4 —1 yield a function proportional to w,(x)@,(x) [in reference
b to (23)]:
B S - T~z —c/a)lz+d/b—k)T(z +k) _
Y f—ico ze “a/b) I'(z)
< w(x)@(x) . ' o (69)
S —— [ ,li - R
The integral I, is not readily available from tables. When — ; _ Tk+1—c/a)ld/b—c/a—k+1)
compared to the integral (64) and (65), I, is seen to ! I'(l1—c¢/a)
represent a generalization of Rodrigues’s formula'* for [(a/b)e*]?"®
orthogonal polynomials with weight function w,(x), but [1+(a/blex]'+/8= c/a
more straightforwardly it can be identified as a particular
case of Meijer’s G function:!!»1%13 X ,F, |~k k _%; 1— i; __Z_e —x 1)
[ =gl b I_k,’} +Z/b In this last expression w,(x) (65) is already apparent, and
1792 e \—e/ai ,F, indeed is a Jacobi polynomial again:!*
¢/a,0 : .dk,k_i;l__c_;__b.e“x
=G | e ] , (70) b> a a
kod/b—k : _ _kIC(=c/a) pinu |, 25,
T(i—c/a+k c ' (72
which in turn is related to a ,F, function:'"!® c/a




42 GREEN’S FUNCTION FOR ONE-DIMENSIONAL FOKKER-. ..

with % and v as in (61). Using now (71), (72), (61), and
(65) one has

P (X)pg(x)
=B(d/b,1_C/a)

« I'd/b—c/a+1—k)'(k —d/b)k!
I(1—c/a+k)(d /b —2k)T(2k —d /b)

X PR (x)1P" Y[R (x0)] ,

n=-—c/a,
v=c/a—d/b—1, (73)

hi)=1+22¢-%
a

showing the normalization of the eigenfunctions ¢, (x).

This completes the inversion for the discrete part of
the spectrum. A similar treatment of the continuous
spectrum (59) is possible but will not be undertaken in
this paper, as the essentials of the method should be
sufficiently clear from the above analysis.

SPECIAL CASES

We have the following.

(a) Results for the Verhulst-Landau stochastic process
are reconstructed by choosing the parameters (11), which
involves some plausible limiting processes as a—0. The
stationary PDF is

w.(x)=lim I'(1+2a+2a/a) (ae*)*
s =0 | T(14+2a/a)T(2a) (1+ge*)t2et2e/a

(2a)2a —2a(e*—x)
= . (74
r2a)° )
The discrete spectrum is

A =k(2a—k), k=0,1,2,...,N=int(a) . (75)

The discrete eigenfunctions are, e.g., obtainable by per-
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forming a limit in (72):
lim ,F, —-k,k—2a;1+2a/a;—~1—e_x]
a—0 a

= JFo |k k =20 — e~

2o ) .
=(2ae*) " *U(—k;2a+1—2k;2ae*)
=(—2ae*) T kILE® R (2ae*) , (76)

where U is a confluent hypergeometric function, and
L}(x) is a generalized Laguerre polynomial. '

Further substitutions, as well as the treatment of the
continuous spectrum, exactly reproduce the results which
are available in Ref. 7, in terms of the variable z =2ae*.
(See also Refs. 2 and 10.)

(b) The Rayleigh-process results”™” can be recovered
exactly by insertion of the parameter set (14). Limits are
now related to b->0. The spectrum (62) now becomes
entirely discrete, as the vertical integration path L (Fig.
2), and simultaneously the pole series s, ;, disappears to
infinity when b —0. Eigenvalues are now equidistant:

9,10

Ay =2ak, k=0,1,2,... (77)

and “confluence” of (72) yields'!

_ 1+8. ., -
Fy | —kk— =y s be™
[}1_%2 1 ,k 2a/b, 2 3 be ]
=1F1 —"'k;l_;ﬁ;zae_x]
_ KITUB+1)/2) , gnypn | ¥ (78)
L((B+1)/2+k) ¥ 2

which is a generalized Laguerre polynomial with con-
stant, k-independent parameter (8—1)/2.

For completeness, the stationary PDF follows from
(65):

(79)

CONCLUSIONS

The spectral problem has been solved for a rather gen-
eral class of Fokker-Planck equations. The considered
class realizes a unification between, and a generalization
of, such apparently unrelated stochastic processes as the

w.(x)=1lim T'(2a/b +(B+1)/2) [(1/b)ex]2°‘/b
s b—0 | T((B+1)/2)T(2a/b) [1+(1/b)e*]?e/b+BF1/2
e (gD
_F((B—i-l)/z)exp 2ae X
or, in terms of y =2e —x/2,
()| 9E
ws(}’)—ws(x) dy
(20) B2 5 _C_ELZ
T T((B+1)/2) xp | — : 80
SN bt B (80)

Verhulst-Landau and the Rayleigh process. The same re-
sults, and the same unifying characteristics apply to the
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class of one-dimensional Schrodinger equations (with
imaginary time) that can be associated! with the FPE’s.
The solution method employed basically starts from a
first-order functional recurrence for some integral-
transformed function, and thus is not strictly limited to
the equation type or the integral-transform type of the
actual application. The method considerably enlarges the
scope of operational calculus techniques, and the formal

solution of the recurrence equation may be a good start-
ing point in the search for alternative solution forms
[such as, e.g., the closed form of the Rayleigh-process
PDF (Ref. 10)].

The unification between the two-parameter Jacobi po-
lynomials and the one-parameter generalized Laguerre
polynomials as limiting cases is a spin-off which does not
seem to be well documented yet in applied mathematics.
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A stochastic Markov process is defined which generalizes a class of processes previously considered by

. the author [Phys. Rev. A 42, 4485 (1990)]. The enlarged class unifies such apparently unrelated process-
es as the Ornstein-Uhlenbeck process, the generalized Verhulst-Landau processes, the generalized Ray-
leigh process, the hyperbolic tangent processes, and many other cases of physico-mathematical interest.
The Fokker-Planck equation associated with this unifying stochastic process is solved analytically for
the transition probability density function, using a similar constructive solution method as in the
author’s previous work. The result is obtained as an eigenfunction expansion over a generally mixed
spectrum. The discrete eigenfunctions are related (but not identical) to Jacobi polynomials. It is shown
that the results for the above-mentioned processes are obtainable as limiting cases, and that some addi-
tional solvable equivalent Schrédinger problems can be defined.

PACS number(s): 02.50.+s, 05.40.+j, 03.65.Ge, 03.65.Db

I. INTRODUCTION
A stochastic differential equation (SDE) of the
Langevin type
x(t)=f(x)+g(x)F(t) (1

formally describes a stochastic Markov process {x(¢)} if
F(z) is a (normalized) white-noise excitation, defined by

(F(t))=0, 2)
{F(:)F(t+7))=28(7) . (3)

The transition probability density function (PDF)
w(x,t|xy) for {x(z)} is the Green’s-function solution of
the Fokker-Planck equation (FPE) associated with (1):

o) _ &, 8
ot P (Bw) ax(Aw) , | 4)
w(x,t=0]x4)=8(x —x,) , (5

and eventually subject to suitable boundary conditions.
The diffusion and drift coefficients in (4) are given, re-
spectively by [2,3]

B(x)=gXx),
6)

A(x)—f(x)+ggg

when the Stratonovich interpretation of (1) is accepted,
considering F(t) as a zero correlation-time limit of realis-
tic continuous noise. For nonstationary processes, f and
g in (1) and hence B and 4 in (6) may also depend on
time.

Recently [1], the following four-parameter (SDE) has
been considered,

x(2)= [0_5] *+d+(ae*+b)2F(t), - (7

4

and the Green’s function, or transition PDF, of the asso-

ciated FPE,

ow(x,?)

=—az—[(ae"+b)w]——i[(ce"+d)w]
at Ax? . ox ) ’

xXE[—ow,+xo] (8)

has been derived.

Some well-known physically important stochastic pro-
cesses (e.g., the Toda process and the generalized
Verhulst-Landau and Rayleigh processes) were shown to
be retrievable from (7) by selecting particular sets of pa-
rameters a, b, ¢, d, and, eventually, a transformation
y(x).

In this paper a “maximal” generalization of (7) and (8)
will be studied, in a sense that the FPE has the highest
complexity compatible with the constructive solution
method developed in [1]. Physically, this generalization
will cause additional processes to belong to the enlarged
class, which thus becomes unifying for a variety of well-
known stochastic processes from physics and engineering
sciences. Mathematically, a type of orthogonal eigen-

.function spins off that is unifying for many well-known

polynomials in mathematical physics.

II. UNIFYING STOCHASTIC PROCESS

As a generalization of (8), the following stationary FPE
may be considered:

ae*4b

dw(x,t) _ w
fe*+g

ot

d |ce*+d
- | ——w
fertg

x€E[—w,t] (9

where parameters a, b, f, and g are taken non-negative to
have a valid diffusion equation. The introduction of the
denominator (fe*+g) in drift and diffusion causes these
functions to become bounded over [ — o0, + 0] (except
for cases where some parameters are zero) and does not

7929 ©1991 The American Physical Society
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invalidate the solution method of [1], in spite of the ap-
parent complexity of (9).

Equation (9) may even further be generalized (see Sec.
IV) by the introduction of additional parameters, but for
convenience and without affecting generality (see Secs.
IV A and IV B), the following minimal parametric version
of (9) will be selected for the subsequent analysis (new x,
t,a,B,and y):

dw(x,t) _ 9% e*+a 9 23e"+2azw
ot x? | ae*+1 ox ae*+1 ’

xE[—w,+w], 0Za<1. (10

The Langevin SDE for the stochastic process {x(¢)} as-
sociated with (10) is [see (1) and (6)]

20Be+[(a?—1)/2+2B+20%y Je*+2ay

. A. DEBOSSCHER

(xe*+1)?
172 '

F(t),

x(t)=

e*t+a

11
ae*+1 (1

from which it can be anticipated that {x(z)}will be stable
in probability if
B<0, y>0. TTTTTT T (12)

These also are sufficient conditions for the existence of a
stable deterministic equilibrium point f(x,)=0 at

el |l 1 L ay
xe—ln[ ‘ 8af +2a+2[3’]
2‘1 | 12y
a—-l 1l ey |_a
+ Sap +2a 2/3._ B ] (13)

Conditions (12) will be accepted henceforth as a working

hypothesis. B
For a=1, a constant diffusion subclass of (11) is ob-
tained for which the SDE may be written as

x(t)=(B+y)+(B—y)tanh(x /2)+F(t),

representing a generalization (by addition of the constant
drift S+7¥) of the tanh process studied by Wong [4] and
recently reconsidered by Jauslin [5]. This already demon-
strates that the enlarged class of stochastic processes
defined by the “unifying” SDE (11) contains new physi-
cally important members.

II1. SOLUTION
OF THE FOKKER-PILANCK EQUATION

The FPE (10)

.3 N 82 x x
w(x,t) _ . e ;!-a 3 12Be +2a1{w ,
ot Ox? | ae*+1 ox ae*+1

xE€[—w,tx], 051, B<0,y>0, (15

subject to the initial condition

w(x,0]xq)=8(x —x,)

(14)

ES

and to natural boundary conditions

dw =0 for x=%w
ox
will now be solved for the transition PDF w(x,t|x,),
which completely characterizes the stochastic Markov
process {x(z)}.

The solution method [1] will simultaneously produce
all components of the eigenfunction expansion

w(+o0,t]x4)=0, (17)

—Ayt

wx,tlxg)=w,(x) S @ (x )y (e * (18)
k

where the summation is symbolic, eventually including a
continuous part of the spectrum as well.
The following Laplace and Fourier transforms are
“defined:

Bz,p)= [ “dte7P0(z,1)

= fowdte_p’ f_:dx e®w(x,t|xy) ,

z=iw, @€E[—w,+w], (19)
_ (% —pt [ zxw(x,t|xo) )
ﬂ(z,p)—fo dte f_wdxe W s 20)

i.e., 0 is the Laplace (L ) transformed characteristic func-
-tion of the stochastic process {x(z)} and % is the
Laplace-Fourier (LF) transform of the function

Wix,t)x,) wi, tlxo) 21)
X, X)) =———— ,
0 ae*+1
~ such that ,
0(z,p)=afj(z+1,p)+7j(z,p) . (22)

Substitution of (21) into (15) and LF transforming the re-
sulting equation yields, with (16) and (17), a functional re-
currence equation for 7j(z,p ):

(ap —2z2—2Bz)7j(z+1,p)

+(p—az’—2ayz )ﬁ(z,p)=ezx° .23
Defining now the functions
polz)=alz’+2yz), (24)
golz)=22+2Bz , (25)
and the “shift” operator A by
A*Gy(z)=A(AF"1Gy)=Go(z+k)=G,(z) , (26)

for any function Gy(z), (23) can be written as an operator
equation:
[(p—po)+(ap —go)AlA(z,p)=e"", @7

which formally inverts to



ap — T g™
Hzp)= |1+ 220 e
P~ Po P~Po
=i _ap—qq e
k=0 P—ho P~ Po
P ke 1P —qi—1 | kx,
= S (-1 (28)
DP—DPo K=o j];Il —P;
™ W ) (29)
= Z’P,x b
p—po’ 7°
with
(z)=A%po(z)=pylz+Ek),
Py Po 0 (30)

qr(z)=g4lz+k) .
}
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Using now the factorizations
p—Dpo(z)=p—alz?+2yz)
=—afz—ut(p)lz—u"(p)], (31)
ap —qo(z)=ap —(z2+26z)
| = —[z—v* () z—v"(p)], (32)
with
) 1/2 172
ut(p)=—y+ 7/2+1O’7 72+-§ >0
(33)
vE(p)=—BL(B+ap)'? Re[(B+ap)/?]>0 34)

it is easily seen that ¢ in (29) may be written as a general-

ized hypergeometric expression:

¢(z,p,xo)—3Fz(z v z—v T, Lz —utH Lz—u T+ (e /a) . (35)
[
Considered as a function of p, 7j(z,p) has an infinity of = With r,(z) following from (29),
simple poles at . _
ro(z)= lim (p —po)i(z,p)
p=pi(z)=polz+k)=ca[(z+k+y)—y?], o P—p,
k=0,1,2... (36) =ezx°1/1(z,p0(z),xo) , (40)
and one has
N - k=1
,,lglin(z’p) 0. (37) rolz)=( —1)" Dk —Im
. . . =0 | Pk ™ Pm
Hence an alternative representation of 7(z,p ) is given by (2 k)
the partial fraction expansion [6] Xe 01p(z +k,pi(z), xo) (41)
@ re(z)
Azp)= 3 _k o (38) From (33) and (34) it follows that
k=0 PPk utp(2)=z+k
Substitution of (38) in (27), multiplying by (p —p; ), and -
taking the limit p—p, shows the residues to be re- u 2= —z—k=2y , (42)
current: :t(pk(z))—vk (z)—vo (z +k)
ap, — ‘ ) ) . ‘ = —B+Ta? +k+ 2+ 2 __ 172
re(z)=— |20 |, (1), k>0, (39) BE[Q+k+y P HF oy’
P Po such that (41) can be written as
3 ' .
()= e™ | 1 TQz+k+2y)T(z+k—v )Tz+k—v;) -
k k! TQz+2k+29)T(z—vF Dz —v])
o0 o
X, Fy [z+k—ug ,z+k Uk ,22+2k+2y+1 = | o v (43)
where the ,F; function follows from contraction of 3F, [see (35)] by equality of an upper and a lower parameter:
z+k—ut(p(z))+1=1. ' | (44)
Laplace inversion of (38) gives the time-dependent F transform of the function W(x,t|xq) [Eq. 21)]:
. ,
zst)=e™ i PN ™o 1 PQRz+k+2y)T(z +k—v W z+k—v))
’ = a | k' TQz+2k+2y)T(z—v T (z—vy)
X Fiz+k—v z+k—v 2242k +2y+1;—e " /a) . (45)
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I®

Replacing the above summation in k by a contour integral in a complex variable s, around the poles,

s=s,=k, k=0,1,2,..., (46)
of the summator I'( —s), one obtains
zZX, X, s
(z,8)= e 0 epo(z-!.-s)t __e_o F(22+S+22)
Mo = 5 Je, a | T(2z+2s+27)
Tlz4+s—vf (z+5)T[z+s—vg (z+s)]
T - H(z,s)
Tz—vg (z+s5)IT[z—vq (z+s5)]
XIT(—s),Fi(z+s—vd (z+5),z+s—v; (z +5);2z+2s +2y+1; —e™/a) . 47)
[
The contour C, encircles clockwise the poles of I'(—s) The conditions
without enclosing other singularities of the integrand. P _ .
The function H(z,s) is as yet undetermined, but should e™g)==k, k=0,12,..., (54)

satisfy H(z,k)=1, k=0,1,2,..., in order to preserve
equivalence with (45). This suggests that H(z,s) can be
taken as either a constant or a suitably defined periodic
function of s.

For convenience, the further analysis will be related to
the g plane, which is defined by

g=s+z+y. (48)

In this plane the locus R of real non-negative eigenvalues
is found from [see (36)]

Polz+s)=polg—y)=alg’*—yH)=—A,
Im(A)=0, A=20, (49
and consists of the entire imaginary axis (V),
Re(g)=0, (50)
and a segment S of the real axis (H),
Im(g)=0, |Re(g)|<y . (51)

A Fourier-transformed eigenfunction representation can

now be obtained from (47) by deforming the original con-_

tour CT [around the poles of I'(—g+z+y) in the ¢
plane] so as to coincide with R. This is possible if the in-
tegrand of (47) has no singularities between R and C7.
The singularities to consider are the following.

A. Polesof I'(s +2z 42y )=T(q+z+v)

This is a descending series of simples poles at the
points

9=qx=—k—z—y, k=0,1,2,..., (52)

which are all to the left of R and do not obstruct contour
deformation.

B. Singularities of I[z+s —vF (z+s5)]

Using (42) and (48), the arguments of these I" functions
may be written as ‘

z+s—vF(z+s)=a¥(q)
=(g+B—y)F(a?q*+ B —a?y?)!/?.
(53)

yield the set of simple poles,

9=gi= l_laz[—(k+B—-y)iDV2], Re(D'%)=0
(55)

with
D=D(k)=aXk+B—yP+(1—a®)B*—ay?) . (56)

Under the working hypotheses 0<a =<1, 8<0, ¥ >0 [see
(10) or (15) and (12)], two alternatives have to be con-
sidered

1. €case
Let
B—a*y*=a%*>0. (57)
The argument functions a (g ) [Eq. (53)] have two imagi-

nary branch points at

BZ

2
=Y
a?

172

gF=tie=i , (58)

- and D(k) is semidefinite positive. All poles gi© are real,

and they are distributed between the two branches a* ac-
cording to

at(gf)=—k, a (g )=—k, k=0,1,2,.... (59)
The series g starts at the zero eigenvalue point,
45 == [~B+y—D"X0)l=y , (60)

and is descending. The g, values are positive for
0Zk=(y—B—ae). (61)

The poles g;' start at
2y
(—)|-=Z(1+a) 2B>‘J/ 62)

7 1—a?
and thus inevitably obstruct the intended contour defor-
mation.



“

2. v case
Let

B—a?yr=—a**<0. (63)
The arguments a¥(q) [Eq (53)] have two real branch
points inside S [Eq. (51)]:

BZ 172
o

gi=1v== |y2— ©64)

Discriminant D(k) [Eq. (56)] is negative for k values in
the range

0<y—B—w1—a))?Sk<y—B+w1—a))?,  (65)

and the corresponding poles g;° are complex conjugate.
They are “obstructing” if their real parts are positive; i.e.,
for k values,

y—B—v(1—a)?<k<y—B. (66)

For k outside the range [Eq. (65)], the poles gi° are real
again, and (60) and (62} apply.

By back substitution of the g in (54) or just by check-
ing the sign of Re(qk +B—y+k), it can be concluded
that all “bad” poles belong to the @t branch and that

. J

q—
X,
eO
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“good” poles are found among the g; belonging to the
a” branch. These last poles are obtained for k values:

0<k=(y—B—v). (67)
They are real, positive, and satisfy
95 <qi <q5 =7 . (68)

For both cases described above, the “bad” poles in a *

can be “annihilated” by the simple zeros of a properly

chosen H(z,s) functlon in (47):
sinm[z+s—vg (z+s)]

iws

H(z,s)= (69)

sinm[z—vg (z+5)]

Th1s H(z,s) merely “flips over” [1] the T functlons with
vy (G.e., the ¢ branch):

D(z+s—vg ) sinm(z+s—vg) pirs
D(z—vg) sinm(z—v)
' I(1—z+vg)
177'5 , (70)
F(l—z—s+v )

and the integral representatlon (47) in the g plane be-

comes

"Tlg+z+y)D(1—z+vF (g—y—v7)

a

_ pot
n(z,t)—znf fcrdqe )

D(z+y—q),F(g—y—vg,qg—y—

where, as functions of g,

pol@)=alg®—vy?),
v (g)=—Bt(a?q*+p—a?y?) 2,

Re[(--- (72)

The effect of the “flip over” [Eq. (70)] is more far-
reaching than in [1], where the v were just ¢ indepen-
dent. The original symmetry of the integrand in vy is
broken by H(z,s) [Eq. (69)], so that branch points (58) or
(64) become effective, and branch cuts between them are
necessary to preserve single valuedness. . It should be not-
ed that no new poles are introduced by H(z,s), as the
conditions

1—z+vg (g)=—k, k=0,1,2,.

12120 .

Re(vg )20 (73)
cannot be met simultaneously.
Formally denoting (71) by
_ 1
n(z,1)=5— fcrqu(q,z,xo,t), (74)

the contour can now be deformed, so as to cover the
locus R [Egs. (50) and (51)]. During this process the finite
number of “good” g; poles located on the rightmost part

of § [Eq. (51)] cross the contour (see Figs. 1 and 2). It is

r2g)r(1+y—g+vd M(z—vy)

vy 32g+1;,—e°/a), (71)

I
found that

(z,t)= S Res (M)+—1—fd M+—l—fd M
Me0= B Res,_ M+ o LMt ) da

(75)

where the sum contains the residues at the above-
mentioned poles, with N given by
N=N_=

int(y —B—ae) (76)

or

N=N,=int(y ——v), (77
for the € and v cases, respectively. The B path is adjacent
to the vertical branch cut in the € case (Fig. 1) or turns
around the right half of the horizontal cut in the v case
(Fig. 2). Accordingly, the ¥V path consists of the remain-
ing parts of (€ case) or the entire (v case) imaginary axis.
Suitable half-circle indentations around the branch points
may be shown to have a zero contribution.

The resulting three-part eigenfunction solution is rem-
iniscent of the quantum-mechanical result for a bounded
Schrodinger potential, where the three components of
(75) would correspond, respectively, to bound, reflecting,

- and free states [7]. It should be noted, however, that
there is no simple equivalent Schrédinger potential for

the FPE (10) in the general case (see Sec. IV F).

-
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Residue calculation proceeds as follows. With g g —v—vo (gg )=—k, g5 —y—vg =—k+28+2h ,
from (55), D(k ) from (56), and v (¢) from (72), one has (80)
i — o1 — v (=1 (B+h)
h=h{k)=v, (q; )= l_az[mﬁmaz(k—'}’)_Dl/Z] 3 Resq=qk—1‘(q-"“‘;""v0 (q))-—T W , (81)
(18)  polgy )=callgy P—y*]=alh —k)h—k+2y), (82)
va (g )=—2B—h, (79) so that the finite sum in (75) can be written as

1

N
2 eat(h —k)h—k +21/)az

. Yh—k
3_0_} T(z+h—k+2y)T(1—z—26—h) (=1 (B+h) Tz —h+k)
k=0 x

{ rQ2y+2r—2k)I(1—28—2h+k) k! Dp'2 T(z—h)

X, F(—k,—k~+2h+28;—2k+2h+2y+1;—e"%/a) . (83)

From this expression it appears that the discrete eigenvalue spectrum is given by

M=—alh—k)h—k+2y)=ay’*—alh—k+v)’, k=0,1,2,...,N (84)
with N from (76) or (77), and that the corresponding eigenfunctioﬁs @y (x) are proportional to
Xi(x)=(ae ) ~MF (—k,—k+2h+2B;—2k+2h +2y +1;—e*/a) , (85)
r
where the polynomial part ,F, is expressible by Jacobi po-  with parameters 7| and 7,
lynomials {8] m=—2h—28,
Fi(—k,—k+2h+2B;—2k+2h+2y+1;—e*/a) ' (87)
_ D(k—2h—2y) m=2h 2
y —k () - . .
TTQk—2h— —27) kae™)"*P, " *(1+2ae ™), iz h [Eq. (78)], the parameter y is nonlinearly depen-
dent upon the degree k.
(86) __The line integrals in (75) will not be elaborated further
imi@) A
4
"o
q plane q plane
¢ case v case oy

\T\ MW

-0-¥o--0--

FALLALINLALL RN RN NN R RS

FIG. 1. Final g-plane configuration for the € case. FIG. 2. Final g-plane configuration for the v case.
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here. It is clear that the corresponding continuous spec-

tra are found from
g=v+per™,

Mp)=a[y?—(v—p)?], pE[O,v]

(88)
(89)

for the B integral around the horizontal branch cut in the
v case (reflecting states), and from

(90)
91)

q=ip,

Mp)=aly®+p?), pE[—w,+ow]
for the integrals along the imaginary axis in both cases
(free or reflecting plus free states). '

Finally, Fourier inversion of the coefficient of the kth
time exponential in (83) yields

wS
ae*+1
(=DF (B+h)

k! D 172

@1 (x)ppxg)

5 T(2k—2h—27)
T(k —2h —27)B(2y +2h —2k,1—2B—2h +k)

X(ae )N 2(1+ae )2 "y (x )y (%) S
(92)

where B is the B function [8] and ¥, is given by (85). Set-
ting k =0 gives, for the normalized steady-state PDF,
-1

wy(x)= B(2y,1—2pB)

oy
B

X(1+ae*) (e %1728
X(1+ae *~2~1 B<0, y>0

(93)

and factorizing this out from (92) yields the product of
the normalized eigenfunctions,

_(=1)* (B+h) T(2k—2h—2y)
P )i x0) = T T T e—2h—29)

B(2y,1—2B)(1—a’y /B)
B(2y+2h—2k,1—2B—-2h+k)

(94)

X

Xxe(x e (x0) 5

which clearly displays the normalization constant.

IV. APPLICATIONS

A. Systems witha>1

The preceding analysis has been performed under the
working hypothesis 0<a =1 [see Eq. (10)]. When a>1
the transformations

a=1/a<l1, p=—y<0, 7=—B>0,
95)

x|

=-—x, =t,
w(x,7)=w(—x,t)

leave Eq. (10) absolutely invariant, so that the relation

7935

wx, tlxg;,B,7)=w(—x,t|—xg;1/a,—y—B) . (96)

provides the continuation of the derived solution for
values larger than 1 and expresses the symmetry of the
PDF under reflexion of x.

For calculational purposes the following transforms
are useful [see (56) and (78)]:

D(k)=—-D(k), R(k)=k—h(k). ©7)
a
Further, it is seen that
B-api=—-L(g—ay?, 98)
a

which means that for an e-case combination of parame-
ters a, B, and y, with o> 1, one has to use the formulas
for a ¥ case, with

V=ao (99)

and vice versa for a v case.

B. Constant diffusion subelass: a=1

% The physical significance of this subclass was already
mentioned in relation to the SDE (14). The derived solu-
tion is adapted for this case by substitution of

DYXk)=y—B—k , (100)
and a limit for h(k),
h(k)= lim L 2(azz'y-—ﬁ~-ozzk—D1/2)
a1l l1—¢
2 2
— =y —k)y 101
2Ay—B—k) ’ 1oy
The steady-state PDF becomes
—1
w, (x)= [1—3[’;— B(2y,1—2B)
XeH*(1+e*2f~7) (102)

but otherwise no particular simplifications of the results
are possible in general, as the expression for 4 [Eq. (101)]
is still nonlinear in k.

Results for the classical tanh model [4] are retrieved by
additionally specifying

which eliminates the constant drift from the SDE (14):

%(¢)=—2y tanh(x /2)+F(t) . (104)
One finds
w, (%)= — )1 coshix /2)]7% (105)
[T2y) TP
and with
DV2=2y—k ,
v (106)
h=k/2,

one has, for the discrete part of the spectrum,
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Apy=1ik(4y—k), k=0,1,...,N=int(2y) . (107)
From (85) it can be seen that the eigenfunctions are pro-
portional to
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Xi(x)=e /L F (—k,—2y;1—k+2y;—e*),  (108)

where ,F'| has suitable parameters for a quadratic trans-

~ formation [8] to be applicable, such that

4e*

=(1—oX\k(p—x/2}k _k 1=k, "
Xk(x) (1 e ) (e ) ZYFI 2, ) ,1 k+2’}’, (l—ex)z
—[—2sinh(x /20148, | — 5, 22K 1—k+2y; — sinh=2 | £ H , (109)
{
which are polynomials in sinh(x /2). This reconstructs lim DY2=— ﬁz_i ,
the results found by Wong [4], in terms of the variable f—0 2a
X = sinh(x /2) and the parameter o y,=2v, although lim A(k)=0,
it should be clear that many alternative representations f—0 (113)

(e.g., in terms of Legendre functions) are possible.

C. Extended parameter set

While the preceding solution has been obtained in

terms of only three parameters «, 3, and y, additional pa-
rameters may be introduced so as to obtain a more gen-
eral (stationary) FPE,

dw_ 9%
or

aet+b _i' ce“y-’r-dw
fe+g fe+g

yE€[—w,tw]a,b,f,g20

(110)

by applying the following transformations to the stan-
dard equation (10):

=+t |
x /.Ly+21n bg |’

ab 172
t=p2 | 22| 1, (111)

g

bf 172 J

_-L. TR e—
ag | B 2ua’ 4 2ub

This proves the equivalence of (110) [or (9)] with (10) and
prepares for the subsequent retrieval of mterestmg limit-

d 1/2
a
hm (Agt)=7k {k—;] lgl [7]

- _4d

=b1k [k b
lim e =e’lim laf/6) ™ /b)1/2=£e}'
fo0 | a F—0 a b’

which clearly allows one to reproduce the results of [1]
(with y and 7 standing for x and ¢, respectively).

E. Ornstein-Uhlenbeck process

One possible way to reduce the unifying stochastic pro-
cess to the Ornstein-Uhlenbeck process is first to set

a=f=b=g, (114)

in (110), so that a constant diffusion (a=1) FPE results.
Choosing further

2
d=—c=229" (115)
13
and taking the limit u—-0, the FPE (110) becomes
ow _ d°w 2
— i
ar  ay? o3 (yw), y€[—0,+ 0] (116)

ing cases.

D. Retrieval of the subclass of Ref, [1]

This subclass, which was shown to contain the
Verhulst-Landau and generalized Rayleigh processes, is
obtained by the following choice of parameters in (110)
[see also (8)]:

p=1, g=1, f=0. (112)

The singularities in x and ¢ [Eq. (111)] for f—0 are com-
pensated by a—0 in a suitable limiting process. As an
example, one has [see (56) and (78)]

which clearly is the FPE for the Ornstein-Uhlenbeck pro-
cess. The limiting processes necessary to produce the en-
tirely discrete spectrum and the well-known Hermite-
polynomial eigenfunctions of (116) out of the general
solution will not be given here as they are rather tedious
and of academic interest only.

The example illustrates the possibility of other FPE’s,
with non exponentially state-dependent coefficients, be-
longing to the same class. The one-sided Ornstein-
Uhlenbeck process, i.e., (116) with y€[0,+ ] and
reflecting boundary at y =0, has been considered by
Wong [4] and Stratonovich [9]. It is clear that this pro-
cess can be seen as a special case of the generalized Ray-
leigh process, with Laguerre polynomials [1,9] turning
into even Hermite polynomials. So it turns out that part



44 UNIFYING STOCHASTIC MARKOV PROCESS AND ITS ...

of the class [4] (Pearson’s equation class) is also a subclass
of this unifying stochastic process and thus has a com-
mon representation for the transition PDF’s too.

F. Associated Schrédinger equations

It is well known [2] that a constant diffusion FPE with
drift f(x),

(117)

can be transformed to an equivalent (imaginary time)
Schrédinger equation which has the potential

2 r
var=Lf+ L

> (118)

A constant diffusion subclass of the unifying stochastic

process is obtained parametrically by choosing a=1 [see
Sec. IV B and Eq. (14)]. The drift in this case becomes

X
flx)= 2/3ex:-12 =(B+y)+(B—y)tanh(x /2),
e
and the associated solvable Schrodinger case has the
two-parametric potential

(Be*+y)*+(B—7y)e*
(e*+1)?

which, for ¥ >0 and 8 <0, is a bounded potential well.

The other way to arrive at a constant diffusion FPE
such as (117) is a transformation of variables. Consider-
ing the generalized form [Eq. (110)] of the unifying sto-
chastic process FPE, the necessary transformation is
given by

z(y)=rfdy

Although this integral can be worked out, the result is
hardly useful. The transformation is not readily inverti-
ble in general so that the drift of the resulting constant
diffusion FPE (and the associated “unifying” Schrodinger
potential) cannot be expressed in terms of known simple
functions of z.

For special parameter combinations and limiting cases,
however, (121) is invertible, and as a nontrivial example,
the Schrodinger potential for the subclass of Ref. [1] (see
Sec. IV D) can be obtained as follows:

Let, without loss of generality,

(119)

Vix)= , XE[—o,+w] (120)

Felrt 172

(121)
ae+b

p=a=b=g=1,

F=0. (122)
Then, from (121),
z{y)= fdy(ey+1)_1/2=—2arcsinh(e_y/2) , (123)
or, after removing the minus sign by z— —z,

e ?2=sinh(z/2), z€[0,+w]. (124)

The FPE drift becomes [see also Eq. (16) of [1] ]
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_1-2¢
flz)= Sinh(z) d tanh(z /2)
1—e¢
=—————(d—c+{
tanh(z /2) (d—c+)tanh(z /2)
(L—cle*—d(e”—1)?
- (e?—1) » 2€[0,+ ]  (125)

and the associated one-sided Schrédinger potential fol-
lows from (118),

€1

Vig)=—— L+
@)= nt?z72)

+c, tanh®(z /2)+c; , (126)

[((d—c+1)>~1], (127
[ )

V. CONCLUSIONS

Expressing the non-negative character of a fluctuating
physical quantity g(¢) in an obvious way by setting g =e*
gives rise to FPE’s with exponentially state-dependent
coefficients, which eventually suggests special solution
methods [10,11]. The most general FPE allowing for the
maximum complexity of a first-order functional re-
currence relation, such as (23), has been identified, and
the underlying stochastic process turns out to have par-
ticularly rich unifying characteristics. The process not
only synthesizes many well-known and separately studied
cases into one single solvable (three-parametric) class, but
is also interesting in itself because of the boundedness of
its drift and diffusion coefficients. Although globally sto-
chastically stable in probability (for 8<0, y > 0), the pro-
cess behaves for x — o0 as two different and essentially
unstable Wiener processes with constant drift, as can be
seen from the coefficients of the FPE (10). The sign of the
drift at oo is such that the process is restored toward
the origin, resulting in global stability. Further, it is clear
that by suitable transformations [e.g., y=e%,
y = tanh(x /2), etc.], the SDE (11) can be given many
different appearances. It should be mentioned, however,
that an additive noise version of (11) is not evident, as the
transformation y(x) leading to a unitary diffusion [i.e.,
the coefficient of F(z)] is non invertible in general (see
also Sec. IVF).

The connection between very different stochastic mod-
els and between their PDF’s may be interpreted a pos-
teriori as the physical counterpart of the mathematical in-
terrelations between orthogonal polynomials, as they
have been synthesized in “Askey’s scheme for hyper-
geometric orthogonal polynomials” [12]. It is believed
that the results in this paper give a convincing example of
this parallelism.

Finally, the solution method developed in [1] and
slightly generalized in this paper proves to be a powerful

tool for ‘“extended operational calculus.” The usual
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guesswork for the identification or solution of a new ei-
genvalue problem is completely absent here. [Consider,
e.g., the reduction of (10) to a hypergeometric differential
equation, which a posteriori appears to be possible.] The

use of the Fourier transform, which in this particular
case is linked to the choice of the state variable x and the
type of equation, is not a prerequisite for the constructive
solution method to be applicable.
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variable’’—from which Wilson drew some of his inspi-
ration and which he took to name the whole approach.®®
Wilson characterizes these methods as efficient
calculationally—which is certainly the case—but apply-
ing only to Feynman diagram expansions and says:
“They completely hide the physics of many scales.” In-
deed, from the perspective of condensed matter physics,
as [ will try to explain below, the chief drawback of the
sophisticated field-theoretic techniques is that they are
safely applicable only when the basic physics is already
well understood. By contrast, the general formulation
(a), and Wilson’s approach (b), provide insight and un-
derstanding into quite fresh problems.

Finally, Wilson highlights (d) ‘“the construction of
nondiagrammatic RG transformations, which are then
solved numerically.”” This includes the real-space, Monte
Carlo, and functional RG approaches cited above and,
of course, Wilson’s own brilliant application to the
Kondo problem (1975).

IV. EXPONENTS, ANOMALOUS DIMENSIONS, SCALE
INVARIANCE AND SCALE DEPENDENCE

If one is to pick out a single feature that epitomizes
the power and successes of RG theory, one can but en-
dorse Gallavotti and Benfatto when they say “it has to
be stressed that the possibility of nonclassical critical in-
dices (i.e., of nonzero anomaly n) is probably the most
important achievement of the renormalization group.” >
For nonexperts it seems worthwhile to spend a little
time here explaining the meaning of this remark in more
detail and commenting on a few of the specialist terms
that have already arisen in this account.

To that end, consider a locally defined microscopic
variable which I will denote #(r). In a ferromagnet this
might vle)ll be the local magnetization, M (r), or spin
vector, S (r), at point r in ordinary d-dimensional (Eu-
clidean) space; in a fluid it might be the deviation Jp(r),
of the fluctuating density at r from the mean density. In
QFT the local variables (r) are the basic quantum fields
which are ‘operator valued.” For a magnetic system, in

e
which quantum mechanics was important, M (r)

and ?(r) would, likewise, be operators. However, the
distinction is of relatively minor importance so that we
may, for ease, suppose i(r) is a simple classical vari-
able. It will be most interesting when ¢ is closely related
to the order parameter for the phase transition and criti-
cal behavior of concern.

By means of a scattering experiment (using light, x
rays, neutrons, electrons, etc.) one can often observe the
corresponding pair correlation function (or basic ‘two-
point function’)

3See Wilson (1975), page 796, column 1. The concept of a
“marginal” variable is explained briefly below: see also Weg-
ner (1972a, 1976), Fisher (1974, 1983), and Kadanoff (1976).

38See Wilson (1975, 1983).

¥See Benfatto and Gallavotti (1995) page 64.
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G(0)=((0)i(r)), (1)

where the angular brackets (-) denote a statistical aver-
age over the thermal fluctuations that characterize all
equilibrium systems at nonzero temperature. (Also un-
derstood, when #(r) is an operator, are the correspond-
ing quantum-mechanical expectation values.)
Physically, G(r) is important since it provides a direct
measure of the influence of the leading microscopic fluc-
tuations at the origin 0 on the behavior at a point dis-
tance r=|r| away. But, almost by definition, in the vicin-
ity of an appropriate critical point—for example the

Curie point of a ferromagnet when ¢EJ\7I> or the gas-
liquid critical point when = dp —a strong ‘“‘ordering”
influence or correlation spreads out over, essentially,
macroscopic distances. As a consequence, precisely at
criticality one rather generally finds a power-law decay,
namely,

G (r)=D/r?72*7 as r—oo, 2)

which is characterized by the critical exponent (or critical
index) d—2+mn.

Now all the theories one first encounters—the so-
called ‘classical’ or Landau-Ginzburg or van der Waals
theories, etc.**—predict, quite unequivocally, that % van-
ishes. In QFT this corresponds to the behavior of a free
massless particle. Mathematically, the reason underlying
this prediction is that the basic functions entering the
theory have (or are assumed to have) a smooth, analytic,
nonsingular character so that, following Newton, they
may be freely differentiated and, thereby expanded in
Taylor series with positive integral powers*' even at the
critical point. In QFT the classical exponent value d —2
(implying 7=0) can often be determined by naive di-
mensional analysis or ‘power counting’: then d —2 is said
to represent the ‘canonical dimension’ while #, if nonva-
nishing, represents the ‘dimensional anomaly.” Physi-
cally, the prediction =0 typically results from a neglect
of fluctuations or, more precisely as Wilson emphasized,
from the assumption that only fluctuations on much
smaller scales can play a significant role: in such circum-
stances the fluctuations can be safely incorporated into
effective (or renormalized) parameters (masses, coupling
constants, etc.) with no change in the basic character of
the theory.

“ONote that ‘classical’ here, and in the quote from Benfatto
and Gallavotti above means ‘in the sense of the ancient au-
thors’; in particular, it is not used in contradistinction to ‘quan-
tal’ or to allude in any way to quantum mechanics (which has
essentially no relevance for critical points at nonzero tempera-
ture: see the author’s article cited in Footnote 13).

#The relevant expansion variable in scattering experiments is
the square of the scattering wave vector, k, which is propor-

tional to N\ ™! sin %0 where 6 is the scattering angle and A the
wavelength of the radiation used. In the description of near-
critical thermodynamics, Landau theory assumes (and mean-
field theories lead to) Taylor expansions in powers of
T—T,.and ¥=(¥(r)), the equilibrium value of the order pa-
rameter.
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But a power-law dependence on distance implies a
lack of a definite length scale and, hence, a scale invari-
ance. To illustrate this, let us rescale distances by a fac-
tor b so that

r=r'=bhr, 3)
and, at the same time, rescale the order parameter ¢ by

some ‘‘covariant” factor b“ where o will be a critical
exponent characterizing . Then we have

G ()=(p(0)h(x)).=
G {(br)=b>*(Y(0) y(br)),

%waD/bd72+1;rd72+r;' (4)
Now, observe that if one has w=5(d—2+ %), the fac-
tors of b drop out and the form in Eq. (2) is recaptured.
In other words G .(r) is scale invariant (or covariant): its
variation reveals no characteristic lengths, large, small,
or intermediate!

Since power laws imply scale invariance and the ab-
sence of well separated scales, the classical theories
should be suspect at (and near) criticality! Indeed, one
finds that the “anomaly” # does not normally vanish (at
least for dimensions d less than 4, which is the only con-
cern in a condensed matter laboratory!). In particular,
from the work of Kaufman and Onsager (1949) one can
show analytically that =1} for the d=2 Ising model.*?
Consequently, the analyticity and Taylor expansions
presupposed in the classical theories are not valid.*
Therein lies the challenge to theory! Indeed, it proved
hard even to envisage the nature of a theory that would
lead to n# 0. The power of the renormalization group is
that it provides a conceptual and, in many cases, a com-
putational framework within which anomalous values
for 7 (and for other exponents like w and its analogs for
all local quantities such as the energy density) arise
naturally.

In applications to condensed matter physics, it is clear
that the power law in Eq. (2) can hold only for distances
relatively large compared to atomic lengths or lattice
spacings which we will denote a. In this sense the scale
invariance of correlation functions is only asymptotic—
hence the symbol ~, for “asymptotically equals,” ** and
the proviso r — = in Eq. (2). A more detailed descrip-
tion would account for the effects of nonvanishing a, at
least in leading order. By contrast, in QFT the micro-
scopic distance a represents an ‘‘ultraviolet” cutoff
which, since it is in general unknown, one normally
wishes to remove from the theory. If this removal is not
done with surgical care—which is what the renormaliza-
tion program in QFT is all about—the theory remains
plagued with infinite divergencies arising when a—0,

“Fisher (1959): see also Fisher (1965, Sec. 29; 1967b, Sec.
6.2), Fisher and Burford (1967).

“3Precisely the same problem undermines applications of ca-
tastrophe theory to critical phenomena; the assumed expres-
sions in powers of (T—T,) and ¥ =(¢) are simply not valid.

#See the Appendix for a discussion of appropriate conven-
tions for the symbols =, ~, and ~.
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i.e., when the “cutoff is removed.” But in statistical
physics one always anticipates a short-distance cutoff
that sets certain physical parameters such as the value of
T, ; infinite terms per se do not arise and certainly do not
drive the theory as in QFT.

In current descriptions of QFT the concept of the
scale-dependence of parameters is often used with the
physical picture that the typical properties of a system
measured at particular length (and/or time) scales
change, more-or-less slowly, as the scale of observation
changes. From my perspective this phraseology often
represents merely a shorthand for a somewhat simplified
view of RG flows (as discussed generally below) in
which only one variable or a single trajectory is
followed,* basically because one is interested only in
one, unique theory—the real world of particle physics.
In certain condensed matter problems something analo-
gous may suffice or serve in a first attack; but in general
a more complex view is imperative.

One may, however, provide a more concrete illustra-
tion of scale dependence by referring again to the power
law Eq. (2). If the exponent 7 vanishes, or equivalently,
if ¢ has its canonical dimension, so that w=wg,
=1(d—2), one may regard the amplitude D as a fixed,
measurable parameter which will typically embody some
real physical significance. Suppose, however, 7 does not
vanish but is nonetheless relatively small: indeed, for
many (d=3)-dimensional systems, one has 7=0.035.
Then we can introduce a ‘“‘renormalized” or ‘scale-
dependent” parameter

D(R)~D/R" as R-—o, 5)
and rewrite the original result simply as
G.(r)=D(r)/ri 2 (6)

Since 7 is small we see that D(R) varies slowly with the
scale R on which it is measured. In many cases in QFT
the dimensions of the field ¢ (alias the order parameter)
are subject only to marginal perturbations (see below)
which translate into a log R dependence of the renor-
malized parameter D(R); the variation with scale is
then still weaker than when 7 # 0.

V. THE CHALLENGES POSED BY CRITICAL PHENOMENA

It is good to remember, especially when discussing
theory and philosophy, that physics is an experimental
science! Accordingly, I will review briefly a few experi-
mental findings*’ that serve to focus attention on the

#See below and, e.g., Wilson and Kogut (1974), Bagnuls and
Bervillier (1997).

#See, e.g., Fisher and Burford (1967), Fisher (1983), Baker
(1990), and Domb (1996).

#TIdeally, I should show here plots of impressive experimental
data and, in particular, dramatic color pictures of carbon diox-
ide passing though its critical point. [See Stanley (1971) for
black and white photographs.] It is not, however, feasible to
reproduce such figures here; instead the presentation focuses
on the conclusions as embodied in the observed power laws,
etc.
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FIG. 1. Temperature variation of gas-liquid

(¢) van der
1. Waals

-
.
.

coexistence curves (temperature, T, versus
density, p) and corresponding spontaneous
magnetization plots (magnetization, M, ver-
sus T). The solid curves, (b) and (d), repre-
sent (semiquantitatively) observation and
modern theory, while the dotted curves (a)
-1 and (c) illustrate the corresponding ‘‘classi-
cal” predictions (mean-field theory and van
der Waals approximation). These latter plots
are parabolic through the critical points
(small open circles) instead of obeying a
power law with the wuniversal exponent

B=0.325: see Egs. (9) and (11). The energy
scale &, and the maximal density and magne-
tization, p., and M., are nonuniversal pa-
rameters particular to each physical system;
they vary widely in magnitude.

0 . , . : . :
0 05 pp

principal theoretical challenges faced by, and rather
fully met by RG theory.

In 1869 Andrews reported to the Royal Society his
observations of carbon dioxide sealed in a (strong!) glass
tube at a mean overall density, p, close to 0.5 gm cm ™.
At room temperatures the fluid breaks into two phases:
a liquid of density pjq(7) that coexists with a lighter
vapor or gas phase of density py, (7) from which it is
separated by a visible meniscus or interface; but when
the temperature, 7, is raised and reaches a sharp critical
temperature, 7,=31.04 °C, the liquid and gaseous
phases become identical, assuming a common density
Pliq= Pgas= P While the meniscus disappears in a “mist”
of ““critical opalescence.” For all T above T there is a
complete ‘“‘continuity of state,” i.e., no distinction what-
soever remains between liquid and gas (and there is no
meniscus). A plot of py(T) and py,s(T)—as illustrated
somewhat schematically in Fig. 1(d)—represents the so-
called gas-liquid coexistence curve: the two halves, pjq
>p, and pg<p., meet smoothly at the critical point
(T.,p.)—shown as a small circle in Fig. 1: the dashed
line below T, represents the diameter defined by p(T)

= %[pliq( T) + pgas( T)]
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1.0

The same phenomena occur in all elemental and
simple molecular fluids and in fluid mixtures. The values
of T., however, vary widely: e.g., for helium-four one
finds 5.20 K while for mercury 7,=1764 K. The same is
true for the critical densities and concentrations: these
are thus “‘nonuniversal parameters” directly reflecting
the atomic and molecular properties, i.e., the physics on
the scale of the cutoff a. Hence, in Fig. 1, pp.c (Which
may be taken as the density of the corresponding crystal
at low T) is of order 1/a®, while the scale of k5T, is set
by the basic microscopic potential energy of attraction
denoted . While of considerable chemical, physical, and
engineering interest, such parameters will be of marginal
concern to us here. The point, rather, is that the shapes
of the coexistence curves, pjiq(7) and p,, (T) versus T,
become asymptotically universal in character as the criti-
cal point is approached.

To be more explicit, note first an issue of symmetry.
In QFT, symmetries of many sorts play an important
role: they may (or must) be built into the theory but can
be “broken” in the physically realized vacuum state(s)
of the quantum field. In the physics of fluids the opposite
situation pertains. There is no real physical symmetry
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between coexisting liquid and gas: they are just different
states, one a relatively dense collection of atoms or mol-
ecules, the other a relatively dilute collection—see Fig.
1(d). However, if one compares the two sides of the
coexistence curve, gas and liquid, by forming the ratio

R(T):[pc_pgas(T)]/[pliq(T)_ch (7

one discovers an extraordinarily precise asymptotic sym-
metry. Explicitly, when T approaches 7', from below or,
introducing a convenient notation,

1=(T- Tc)/Tc_>O_v (8)

one finds R(7T)—1. This simply means that the physical
fluid builds for itself an exact mirror symmetry in density
(and other properties) as the critical point is ap-
proached. And this is a universal feature for all fluids
near criticality. (This symmetry is reflected in Fig. 1(d)
by the high, although not absolutely perfect, degree of
asymptotic linearity of the coexistence-curve diameter,
p(T)—the dashed line described above.)

More striking than the (asymptotic) symmetry of the
coexistence curve is the universality of its shape close to
T.—visible in Fig. 1(d) as a flattening of the graph rela-
tive to the parabolic shape of the corresponding classical
prediction—see plot (c) in Fig. 1, which is derived from
the famous van der Waals equation of state. Rather gen-
erally one can describe the shape of a fluid coexistence
curve in the critical region via the power law

Ap=3[pig( )= pyu DI=B1|* as 1=0—. (9

where B is a nonuniversal amplitude while the critical
exponent S takes the universal value

B=0.325, (10)

(in which the last figure is uncertain). To stress the
point: B is a nontrivial number, not known exactly, but it
is the same for all fluid critical points! This contrasts
starkly with the classical prediction 8=3 [corresponding
to a parabola: see Fig. 1(c)]. The value in Eq. (10) ap-
plies to (d=3)-dimensional systems. Classical theories
make the same predictions for all d. On the other hand,
for d=2, Onsager’s work (1949) on the square-lattice
Ising model leads to B=4. This value has since been con-
firmed experimentally by Kim and Chan (1984) for a
“two-dimensional fluid”” of methane (CH,) adsorbed on
the flat, hexagonal-lattice surface of graphite crystals.
Not only does the value in Eq. (10) for B describe
many types of fluid system, it also applies to anisotropic
magnetic materials, in particular to those of Ising-type
with one ‘“‘easy axis.”” For that case, in vanishing mag-
netic fields, H, below the Curie or critical temperature,
T., a ferromagnet exhibits a spontaneous magnetization
and one has M==My(T). The sign, + or —, depends
on whether one lets H approach zero from positive or
negative values. Since, in equilibrium, there is a full,
natural physical symmetry under H=—H and M=
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—M (in contrast to fluid systems) one clearly has M.
=0: likewise, the asymptotic symmetry corresponding to
Eq. (7) is, in this case exact for all T see Fig. 1, plots (a)
and (b). Thus, as is evident in Fig. 1, the global shape of
a spontaneous magnetization curve does not closely re-
semble a normal fluid coexistence curve. Nevertheless,
in the asymptotic law

My(T)~BJt|? as t—0—, (11)
the exponent value in Eq. (10) still applies for d=3: see
Fig. 1(b); the corresponding classical ‘‘mean-field
theory” in plot (a), again predicts 8=3. For d=2 the
value 8 = § is once more valid!

And, beyond fluids and anisotropic ferromagnets
many other systems belong—more correctly their criti-
cal behavior belongs—to the “‘Ising universality class.”
Included are other magnetic materials (antiferromagnets
and ferrimagnets), binary metallic alloys (exhibiting
order-disorder transitions), certain types of ferroelec-
trics, and so on.

For each of these systems there is an appropriate or-
der parameter and, via Eq. (2), one can then define (and
usually measure) the correlation decay exponent 7
which is likewise universal. Indeed, essentially any mea-
surable property of a physical system displays a univer-
sal critical singularity. Of particular importance is the
exponent a = 0.11 (Ising, d =3) which describes the di-
vergence to infinity of the specific heat via

CT)~A*]|t|]* as t—0=, (12)
(at constant volume for fluids or in zero field, H = 0, for
ferromagnets, etc.). The amplitudes A* and A~ are
again nonuniversal; but their dimensionless ratio,
AY/A7, is universal, taking a value close to 0.52. When
d=2, as Onsager (1944) found, A"/A~=1 and |7]"“ is
replaced by log|¢|. But classical theory merely predicts a
jump in specific heat, AC=C, —C} >0, for all d!

Two other central quantities are a divergent isother-
mal compressibility y(7") (for a fluid) or isothermal sus-
ceptibility, x(T) « (dM/JH) (for a ferromagnet) and,
for all systems, a divergent correlation length, &(T),
which measures the growth of the ‘range of influence’ or
of correlation observed say, via the decay of the corre-
lation function G(R;T)—see Eq. (1) above—to its long-
distance limit. For these functions we write

x(T)~C*/|t|” and & T)~&;/|t]", (13)

as t—0=, and find, for d=3 Ising-type systems,

y=124 and »=0.63 (14)

(while y=13 and v=1 for d = 2).

As hinted, there are other universality classes known
theoretically although relatively few are found
experimentally.*® Indeed, one of the early successes of

#See e.g., the survey in Fisher (1974b) and Aharony (1976).
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FIG. 2. Schematic illustration of the space of Hamiltonians, H, having, in general, infinitely many dimensions (or coordinate axes).
A particular physical system or model representing, say, the ferromagnet, iron, is specified by its reduced Hamiltonian H(¢,4),
with t=(T—T,)/T, and h=ugH/kgT defined for that system: but in H this Hamiltonian specifies only a submanifold—the
physical manifold, labelled (a), that is parametrized by the ‘local coordinates’ t and 4. Other submanifolds, (b), - - (c), - - located
elsewhere in H, depict the physical manifolds for Hamiltonians corresponding to other particular physical systems, say, the

ferromagnets nickel and gadolinium, etc.

or integration® over all the possible values of all the N
spin variables sy in the system of volume V. The Boltz-
mann factor, exp(H[s]), measures, of course, the prob-
ability of observing the microstate specified by the set of
values {s,} in an equilibrium ensemble at temperature
T. Then the thermodynamics follow from the total free
energy density, which is given by®!

9= lim V~!log Zy\[H]:
N,V—w
(26)

FIHI=f(t, h, -, -

this includes the singular part f;[H] near a critical point
of interest: see Eq. (17). Correlation functions are de-
fined similarly in standard manner.

To the degree that one can actually perform the trace
operation in Eq. (25) for a particular model system and
take the “thermodynamic limit” in Eq. (26) one will ob-
tain the precise critical exponents, scaling functions, and
so on. This was Onsager’s (1944) route in solving the
d=2, spin-} Ising models in zero magnetic field. At first
sight one then has no need of RG theory. That surmise,
however, turns out to be far from the truth. The issue is
“simply”” one of understanding! (Should one ever
achieve truly high precision in simulating critical systems
on a computer—a prospect which still seems some de-

8Here, for simplicity, we suppose the s, are classical, com-
muting variables. If they are operator-valued then, in the stan-
dard way, the trace must be defined as a sum or integral over
diagonal matrix elements computed with a complete basis set
of N-variable states.

811n Eq. (26) we have explicitly indicated the thermodynamic
limit in which N and V become infinite maintaining the ratio
VIN = a“ fixed: in QFT this corresponds to an infinite system
with an ultraviolet lattice cutoff.
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cades away—the same problem would remain.) In short,
while one knows for sure that & = 0 (log), B=%, y=13,
v=1, =1, for the planar Ising models one does not
know why the exponents have these values or why they
satisfy the exponent relations Egs. (15) or why the scal-
ing law Eq. (16) is obeyed. Indeed, the seemingly inevi-
table mathematical complexities of solving even such
physically oversimplified models exactly® serve to con-
ceal almost all traces of general, underlying mechanisms
and principles that might “explain” the results. Thus it
comes to pass that even a rather crude and approximate
solution of a two-dimensional Ising model by a real-
space RG method can be truly instructive.®

IX. KADANOFF’S SCALING PICTURE

The year from late-1965 through 1966 saw the clear
formulation of scaling for the thermodynamic properties
in the critical region and the fuller appreciation of scal-
ing for the correlation functions.** I have highlighted
Widom’s (1965) approach since it was the most direct
and phenomenological—a bold, new thermodynamic hy-
pothesis was advanced by generalizing a particular fea-
ture of the classical theories. But Domb and Hunter
(1965) reached essentially the same conclusion for the
thermodynamics based on analytic and series-expansion
considerations, as did Patashinskii and Pokrovskii (1966)

82See the monograph by Rodney Baxter (1982).

83See Niemeijer and van Leeuwen (1976), Burkhardt and van
Leeuwen (1982), and Wilson (1975, 1983) for discussion of
real-space RG methods.

84 Although one may recall, in this respect, earlier work
(Fisher, 1959, 1962, 1964) restricted (in the application to fer-
romagnets) to zero magnetic field.
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FIG. 3. A lattice of spacing a of Ising spins s,=*1 (in d =2 dimensions) marked by solid dots, divided up into Kadanoff blocks
or cells of dimensions (L =ba)X(L=ba) each containing a block spin s/, = +1, indicated by a cross. After a rescaling, x = x’
=x/b, the lattice of block spins appears identical with the original lattice. However, one supposes that the temperature ¢, and
magnetic field &, of the original lattice can be renormalized to yield appropriate values, t' and 4', for the rescaled, block-spin
lattice: see text. In this illustration the spatial rescaling factor is b = 4.

using a more microscopic formulation that brought out
the relations to the full set of correlation functions (of
all orders).®

Kadanoff (1966), however, derived scaling by intro-

81t was later seen (Kiang and Stauffer, 1970; Fisher, 1971,
Sec. 4.4) that thermodynamic scaling with general exponents
(but particular forms of scaling function) was embodied in the
“droplet model” partition function advanced by Essam and
Fisher (1963) from which the exponent relations
a'+2B+vy'=2, etc., were originally derived. (See Eq. (15),
Footnote 49, and Fisher, 1967b, Sec. 9.1; 1971, Sec. 4.)

%Novelty is always relative! From a historical perspective one
should recall a suggestive contribution by M. J. Buckingham,
presented in April 1965, in which he proposed a division of a
lattice system into cells of geometrically increasing size, L,
=b"L,, with controlled intercell couplings. This led him to
propose “‘the existence of an asymptotic ‘lattice problem’ such
that the description of the nth order in terms of the (n—1)th is
the same as that of the (n + 1)th in terms of the nth.” This is
practically a description of “scaling” or “‘self similarity” as we
recognize it today. Unfortunately, however, Buckingham
failed to draw any significant, correct conclusions from his con-
ception and his paper seemed to have little influence despite its
presentation at the notable international conference on Phe-
nomena in the Neighborhood of Critical Points organized by
M. S. Green (with G. B. Benedek, E. W. Montroll, C. J. Pings,
and the author) and held at the National Bureau of Standards,
then in Washington, D.C. The Proceedings, complete with dis-
cussion remarks, were published, in December 1966, under the
editorship of Green and J. V. Sengers (1966). Nearly all the
presentations addressed the rapidly accumulating experimen-
tal evidence, but many well known theorists from a range of
disciplines attended including P. W. Anderson, P. Debye, C. de
Dominicis, C. Domb, S. F. Edwards, P. C. Hohenberg, K. Ka-
wasaki, J. S. Langer, E. Lieb, W. Marshall, P. C. Martin, T.
Matsubara, E. W. Montroll, O. K. Rice, J. S. Rowlinson, G. S.
Rushbrooke, L. Tisza, G. E. Uhlenbeck, and C. N. Yang; but
B. Widom, L. P. Kadanoff, and K. G. Wilson are nor listed
among the participants.
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ducing a completely new concept, namely, the mapping
of a critical or near-critical system onto itself by a reduc-
tion in the effective number of degrees of freedom.®
This paper attracted much favorable notice since, be-
yond obtaining all the scaling properties, it seemed to
lay out a direct route to the actual calculation of critical
properties. On closer examination, however, the implied
program seemed—as I will explain briefly—to run rap-
idly into insuperable difficulties and interest faded. In
retrospect, however, Kadanoff’s scaling picture embod-
ied important features eventually seen to be basic to
Wilson’s conception of the full renormalization group.
Accordingly, it is appropriate to present a sketch of
Kadanoff’s seminal ideas.

For simplicity, consider with Kadanoff (1966), a lattice
of spacing a (and dimensionality d>1) with S=3 Ising
spins s, which, by definition, take only the values +1 or
—1: see Fig. 3. Spins on nearest-neighbor sites are
coupled by an energy parameter or coupling constant,
J>0, which favors parallel alignment [see, e.g., Eq. (23)
above]. Thus at low temperatures the majority of the
spins point “up” (s,=-+1) or, alternatively, “down”
(sy=—1); in other words, there will be a spontaneous
magnetization, My(7T), which decreases when T rises
until it vanishes at the critical temperature 7.>0: recall
(11).

Now divide the lattice up into (disjoint) blocks, of di-
mensions LX L X---X L with L=bha so that each block
contains b? spins: see Fig. 3. Then associate with each
block, B, centered at point x’, a new, effective block
spin, s;, . If, finally, we rescale all spatial coordinates ac-
cording to

x=x'=x/b, (27)

the new lattice of block spins s;, looks just like the origi-
nal lattice of spins s,. Note, in particular, the density of
degrees of freedom is unchanged: see Fig. 3.
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But if this appearance is to be more than superficial
one must be able to relate the new or “renormalized”
coupling /' between the block spins to the original cou-
pling J, or, equivalently, the renormalized temperature
deviation ¢’ to the original value ¢. Likewise one must
relate the new, renormalized magnetic field 4’ to the
original field 4.

To this end, Kadanoff supposes that b is large but less
than the ratio, &/a, of the correlation length, £(t,h), to
the lattice spacing a; since & diverges at criticality—see
Eq. (13)—this allows, asymptotically, for b to be chosen
arbitrarily. Then Kadanoff notes that the total coupling
of the magnetic field / to a block of b? spins is equiva-
lent to a coupling to the average spin

S—X’Eb_d 2 Sx= g(b)s;r P

xe By

(28)

where the sum runs over all the sites x in the block 5y,
while the “asymptotic equivalence” to the new, Ising
block spin s/, is, Kadanoff proposes, determined by
some ‘“‘spin rescaling or renormalization factor” {(b).
Introducing a similar thermal renormalization factor,
W(b), leads to the recursion relations

t'~3(b)t and h'~{(b)h. (29)
Correspondingly, the basic correlation function—
compare with Egs. (1), (4), and (16)—should renormal-
ize as

G(x; t, h)=(sgs)~(b)G(x'; t',h"). (30)

In summary, under a spatial scale transformation and
the integration out of all but a fraction b~ ¢ of the origi-
nal spins, the system asymptotically maps back into itself
although at a renormalized temperature and field! How-
ever, the map is complete in the sense that all the statis-
tical properties should be related by similarity.

But how should one choose—or, better, determine—
the renormalization factors { and U ? Let us consider the
basic relation Eq. (30) at criticality, so that t=h=0 and,
by Eq. (29), t'=h'=0. Then, if we accept the
observation/expectation Eq. (2) of a power law decay,
ie., G.(x)~1/|x|9"2%" one soon finds that £(b) must

be just a power of b. It is natural, following Kadanoff
(1966), then to propose the forms

{(b)=b"“ and ¥(b)=b", (31)
where the two exponents w and \ characterize the criti-
cal point under study while b is an essentially unre-
stricted scaling parameter.

By capitalizing on the freedom to choose b as
t, h— 0, or, more-or-less equivalently, by iterating the
recursion relations Eqs. (29) and (30), one can, with
some further work, show that all the previous scaling
laws hold, specifically, Egs. (15), (16), and (19) although
with g=0. Of course, all the exponents are now
determined by w and \: for example, one finds
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v=1/N and B=wv. Beyond that, the analysis leads to
new exponent relations, namely, the so-called hyperscal-
ing laws® which explicitly involve the spatial dimension-
ality: most notable is®

dv=2-a. (32)

But then Kadanoff’s scaling picture is greatly strength-
ened by the fact that this relation holds exactly for the
d=2 Ising model! And also for all other exactly soluble
models when d<4.%

Historically, the careful numerical studies of the d=3
Ising models by series expansions’ for many years sug-
gested a small but significant deviation from Eq. (32) as
allowed by pure scaling phenomenolgy.” But, in recent
years, the accumulating weight of evidence critically re-
viewed has convinced even the most cautious skeptics!*?

Nevertheless, all is not roses! Unlike the previous ex-
ponent relations (all being independent of d) hyperscal-
ing fails for the classical theories unless d =4. And since
one knows (rigorously for certain models) that the clas-
sical exponent values are valid for d>4, it follows that
hyperscaling cannot be generally valid. Thus something
is certainly missing from Kadanoff’s picture. Now,
thanks to RG insights, we know that the breakdown of
hyperscaling is to be understood via the second argu-
ment in the “fuller” scaling form Eq. (19): when d ex-
ceeds the appropriate borderline dimension, d., a
“dangerous irrelevant variable” appears and must be al-
lowed for.”® In essence one finds that the scaling func-
tion limit F(y, z—0), previously accepted without
question, is no longer well defined but, rather, diverges
as a power of z: asymptotic scaling survives but
d*=(2—a)/v sticks at the value 4 for d>d . =4.

However, the issue of hyperscaling was not the main
road block to the analytic development of Kadanoff’s
picture. The principal difficulties arose in explaining the
power-law nature of the rescaling factors in Eqgs. (29)—
(31) and, in particular, in justifying the idea of a single,
effective, renormalized coupling J' between adjacent
block spins, say s., and s/, 5. Thus the interface be-
tween two adjacent L X L X L blocks (taking d =3 as an

87See (Fisher, 1974a) where the special character of the hy-
perscaling relations is stressed.

8See Kadanoff (1966), Widom (1965a), and Stell (1965, un-
published, quoted in Fisher, 1969, and 1968).

8See, e.g., Fisher (1983) and, for the details of the exactly
solved models, Baxter (1982).

PFor accounts of series expansion techniques and their im-
portant role see: Domb (1960, 1996), Baker (1961, 1990), Es-
sam and Fisher (1963), Fisher (1965, 1967b), and Stanley
(1971).

9 As expounded systematically in (Fisher, 1974a) with hind-
sight enlightened by RG theory.

?2See Fisher and Chen (1985) and Baker and Kawashima
(1995, 1996).

%See Fisher in (Gunton and Green, 1974, p. 66) where a
“dangerous irrelevant variable” is characterized as a “hidden
relevant variable;” and (Fisher, 1983, App. D).
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example) separates two block faces each containing b?
strongly interacting, original lattice spins s,. Well below
T, all these spins are frozen, “up” or “down,” and a
single effective coupling could well suffice; but at and
above T, these spins must fluctuate on many scales and
a single effective-spin coupling seems inadequate to rep-
resent the inherent complexities.”

One may note, also that Kadanoff’s picture, like the
scaling hypothesis itself, provides no real hints as to the
origins of universality: the rescaling exponents w and X\
in Eq. (31) might well change from one system to an-
other. Wilson’s (1971a) conception of the renormaliza-
tion group answered both the problem of the “lost mi-
croscopic details” of the original spin lattice and
provided a natural explanation of universality.

X. WILSON’S QUEST

Now because this account has a historical perspective,
and since I was Ken Wilson’s colleague at Cornell for
some twenty years, I will say something about how his
search for a deeper understanding of quantum field
theory led him to formulate renormalization group
theory as we know it today. The first remark to make is
that Ken Wilson is a markedly independent and original
thinker and a rather private and reserved person. Sec-
ondly, in his 1975 article, in Reviews of Modern Physics,
from which I have already quoted, Ken Wilson gave his
considered overview of RG theory which, in my judge-
ment, still stands well today. In 1982 he received the
Nobel Prize and in his Nobel lecture, published in 1983,
he devotes a section to “Some History Prior to 1971” in
which he recounts his personal scientific odyssey.

He explains that as a student at Caltech in 1956-60,
he failed to avoid “‘the default for the most promising
graduate students [which] was to enter elementary-
particle theory.” There he learned of the 1954 paper by
Gell-Mann and Low ‘““which was the principal inspira-
tion for [his] own work prior to Kadanoff’s (1966) for-
mulation of the scaling hypothesis.” By 1963 Ken Wil-
son had resolved to pursue quantum field theories as
applied to the strong interactions. Prior to summer 1966
he heard Ben Widom present his scaling equation of
state in a seminar at Cornell “but was puzzled by the
absence of any theoretical basis for the form Widom
wrote down.” Later, in summer 1966, on studying On-
sager’s solution of the Ising model in the reformulation
of Lieb, Schultz, and Mattis,” Wilson became aware of
analogies with field theory and realized the applicability

In hindsight, we know this difficulty is profound: in general,
it is impossible to find an adequate single coupling. However,
for certain special models it does prove possible and
Kadanoff’s picture goes through: see Nelson and Fisher (1975)
and (Fisher, 1983). Further, in defense of Kadanoff, the condi-
tion b < ¢/a was supposed to “freeze” the original spins in
each block sufficiently well to justify their replacement by a
simple block spin.

%See Schultz et al. (1964).
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of his own earlier RG ideas (developed for a truncated
version of fixed-source meson theory”) to critical phe-
nomena. This gave him a scaling picture but he discov-
ered that he “had been scooped by Leo Kadanoff.”
Thereafter Ken Wilson amalgamated his thinking about
field theories on a lattice and critical phenomena learn-
ing, in particular, about Euclidean QFT?” and its close
relation to the transfer matrix method in statistical
mechanics—the basis of Onsager’s (1944) solution.

That same summer of 1966 I joined Ben Widom at
Cornell and we jointly ran an open and rather wide-
ranging seminar loosely centered on statistical mechan-
ics. Needless to say, the understanding of critical phe-
nomena and of the then new scaling theories was a topic
of much interest. Ken Wilson frequently attended and,
perhaps partially through that route, soon learned a lot
about critical phenomena. He was, in particular, inter-
ested in the series expansion and extrapolation methods
for estimating critical temperatures, exponents, ampli-
tudes, etc., for lattice models that had been pioneered by
Cyril Domb and the King’s College, London group.”
This approach is, incidentally, still one of the most reli-
able and precise routes available for estimating critical
parameters. At that time I, myself, was completing a
paper on work with a London University student, Rob-
ert J. Burford, using high-temperature series expansions
to study in detail the correlation functions and scattering
behavior of the two- and three-dimensional Ising
models.” Our theoretical analysis had already brought
out some of the analogies with field theory revealed by
the transfer matrix approach. Ken himself undertook
large-scale series expansion calculations in order to
learn and understand the techniques. Indeed, relying on
the powerful computer programs Ken Wilson developed
and kindly made available to us, another one of my stu-
dents, Howard B. Tarko, extended the series analysis of
the Ising correlations functions to temperatures below
T, and to all values of the magnetic field.'” Our results
have lasted rather well and many of them are only re-
cently being revised and improved.'™!

Typically, then, Ken Wilson’s approach was always
“hands on” and his great expertise with computers was
ever at hand to check his ideas and focus his thinking.!%?

%See Wilson (1983).

9TAs stressed by Symanzik (1966) the Euclidean formulation
of quantum field theory makes more transparent the connec-
tions to statistical mechanics. Note, however, that in his 1966
article Symanzik did not delineate the special connections to
critical phenomena per se that were gaining increasingly wide
recognition; see, e.g., Patashinskii and Pokrovskii (1966),
Fisher (1969, Sec. 12) and the remarks below concerning
Fisher and Burford (1967).

%BSee the reviews Domb (1960), Fisher (1965, 1967b), Stanley
(1971).

PFisher and Burford (1967).

10Tarko and Fisher (1975).

101See Zinn and Fisher (1996), Zinn, Lai, and Fisher (1996),
and references therein.

102Gee his remarks in Wilson (1983) on page 591, column 1.
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FIG. 4. A “vision” of flows in some large space inspired by a seminar of K. G. Wilson in the period 1967—-1970. The idea conveyed
is that initially close, smoothly connected points at the start of the flow—the locus /=0 — can eventually separate and run to far
distant regions representing very different ““final” physical states: the essence of a phase transition. In modern terms the flow is in
the space H of Hamiltonians; the intersection of the separatrix, shown bolder, with the initial locus (/=0) represents the physical
critical point; % denotes the controlling fixed point, while @ and ©, represent asymptotic high-7', disordered states and low-T,

ordered states, respectively.

From time to time Ken would intimate to Ben Widom
or myself that he might be ready to tell us where his
thinking about the central problem of explaining scaling
had got to. Of course, we were eager to hear him speak
at our seminar although his talks were frequently hard
to grasp. From one of his earlier talks and the discussion
afterwards, however, 1 carried away a powerful and
vivid picture of flows—flows in a large space. And the
point was that at the initiation of the flow, when the
“time” or “flow parameter” [/, was small, two nearby
points would travel close together; see Fig. 4. But as the
flow developed a point could be reached—a bifurcation
point (and hence, as one later realized, a stationary or
fixed point of the flow)—beyond which the two origi-
nally close points could separate and, as / increased, di-
verge to vastly different destinations: see Fig. 4. At the
time, I vaguely understood this as indicative of how a
sharp, nonanalytic phase transition could grow from
smooth analytic initial data.'®®

But it was a long time before I understood the nature
of the space—the space H of Hamiltonians—and the
mechanism generating the flow, that is, a renormaliza-
tion group transformation. Nowadays, when one looks
at Fig. 4, one sees the locus of initial points, /=0, as
identifying the manifold corresponding to the original or
‘bare’ Hamiltonian (see Fig. 2) while the trajectory lead-
ing to the bifurcation point represents a locus of critical
points; the two distinct destinations for /—o then typi-
cally, correspond to a high-temperature, fully disordered
system and to a low-temperature fully ordered system:
see Fig. 4.

In 1969 word reached Cornell that two Italian theo-

183See the (later) introductory remarks in Wilson (1971a) re-
lated to Fig. 1 there.
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rists, C. Di Castro and G. Jona-Lasinio, were claiming104
that the “multiplicative renormalization group,” as ex-
pounded in the field-theory text by Bogoliubov and
Shirkov (1959), could provide ‘““a microscopic founda-
tion” for the scaling laws (which, by then, were well
established phenomenologically). The formalism and
content of the field-theoretic renormalization group was
totally unfamiliar to most critical-phenomena theorists:
but the prospect of a microscopic derivation was clearly
exciting! However, the articles'” proved hard to inter-
pret as regards concrete progress and results. Neverthe-
less, the impression is sometimes conveyed that Wilson’s
final breakthrough was somehow anticipated by Di Cas-
tro and Jona-Lasinio.!%

Such an impression would, I believe, be quite mislead-
ing. Indeed, Di Castro was invited to visit Cornell where
he presented his ideas in a seminar that was listened to
attentively. Again I have a vivid memory: walking to
lunch at the Statler Inn after the seminar I checked my
own impressions with Ken Wilson by asking: “Well, did
he really say anything new?” (By “new” I meant some
fresh insight or technique that carried the field forward.)
The conclusion of our conversation was ““No”’. The point
was simply that none of the problems then
outstanding—see the “tasks” outlined above (in Section
VIII)—had been solved or come under effective attack.
In fairness, I must point out that the retrospective re-

1%The first published article was Di Castro and Jona-Lasinio
(1969).

195See the later review by Di Castro and Jona-Lasinio (1976)
for references to their writings in the period 1969-1972 prior
to Wilson’s 1971 papers and the e-expansion in 1972.

106See, for example, Benfatto and Gallavotti (1995) on page
96 in A Brief Historical Note, which is claimed to represent
only the authors’ personal “cultural evolution through the sub-
ject.”
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view by Di Castro and Jona-Lasinio themselves (1976) is
reasonably well balanced: One accepted a scaling hy-
pothesis and injected that as an ansatz into a general
formalism; then certain insights and interesting features
emerged; but, in reality, only scaling theory had been
performed; and, in the end, as Di Castro and Jona-
Lasinio say: ““Still one did not see how to perform ex-
plicit calculations.” Incidentally, it is also interesting to
note Wilson’s sharp criticism'"’ of the account presented
by Bogoliubov and Shirkov (1959) of the original RG
ideas of Stueckelberg and Petermann (who, in 1953,
coined the phrase “groupes de normalization’) and of
Gell-Mann and Low (1954).

One more personal anecdote may be permissible
here. In August 1973 I was invited to present a tutorial
seminar on renormalization group theory while visiting
the Aspen Center for Physics. Ken Wilson’s thesis advi-
sor, Murray Gell-Mann, was in the audience. In the dis-
cussion period after the seminar Gell-Mann expressed
his appreciation for the theoretical structure created by
his famous student that I had set out in its generality,
and he asked: “But tell me, what has all that got to do
with the work Francis Low and I did so many years
ago?”” 1% In response, I explained the connecting thread
and the far-reaching intellectual inspiration: certainly
there is a thread but—to echo my previous comments—I
believe that its length is comparable to that reaching
from Maxwell, Boltzmann, and ideal gases to Gibbs’
general conception of ensembles, partition functions,
and their manifold inter-relations.

XI. THE CONSTRUCTION OF RENORMALIZATION
GROUP TRANSFORMATIONS: THE EPSILON EXPANSION

In telling my story I have purposefully incorporated a
large dose of hindsight by emphasizing the importance
of viewing a particular physical system—or its reduced
Hamiltonian, H(t,h,---): see Eq. (24)—as specifying
only a relatively small manifold in a large space, H, of
possible Hamiltonians. But why is that more than a
mere formality? One learns the answer as soon as, fol-
lowing Wilson (1975, 1983), one attempts to implement
Kadanoff’s scaling description in some concrete, compu-
tational way. In Kadanoff’s picture (in common with the
Gell-Mann-Low, Callan-Symanzik, and general QFT
viewpoints) one assumes that after a “rescaling” or
“renormalization” the new, renormalized Hamiltonian
(or, in QFT, the Lagrangean) has the identical form ex-
cept for the renormalization of a single parameter (or
coupling constant) or—as in Kadanoff’s picture—of at
most a small fixed number, like the temperature ¢ and
field 4. That assumption is the dangerous and, unless

107¢e, especially, Wilson (1975) on page 796, column 1, and
Footnote 10 in Wilson (1971a).
1%8That is, in Gell-Mann and Low (1954).
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one is especially lucky,'” the generally false step! Wilson

(1975, p. 592) has described his “liberation” from this
straight jacket and how the freedom gained opened the
door to the systematic design of RG transformations.

To explain, we may state matters as follows: Gibbs’
prescription for calculating the partition function—see
Eq. (25)—tells us to sum (or to integrate) over the al-
lowed values of all the N spin variables s,. But this is
very difficult! Let us, instead, adopt a strategy of “divide
and conquer,” by separating the set {s,} of N spins into
two groups: first, {ss}, consisting of N'=N/b? spins
which we will leave as untouched fluctuating variables;
and, second, {s;} consisting of the remaining N—N’
spin variables over which we will integrate (or sum) so
that they drop out of the problem. If we draw inspiration
from Kadanoff’s (or Buckingham’s'!%) block picture we
might reasonably choose to integrate over all but one
central spin in each block of b¢ spins. This process,
which Kadanoff has dubbed “decimation” (after the Ro-
man military practice), preserves translational invari-
ance and clearly represents a concrete form of “coarse
graining” (which, in earlier days, was typically cited as a
way to derive, “in principle,” mesoscopic or Landau-
Ginzburg descriptions).

Now, after taking our partial trace we must be left
with some new, effective Hamiltonian, say, Heg [s~], in-
volving only the preserved, unintegrated spins. On re-
flection one realizes that, in order to be faithful to the
original physics, such an effective Hamiltonian must be
defined via its Boltzmann factor: recalling our brief out-
line of statistical mechanics, that leads directly to the
explicit formula

_ N _
eHeﬁf[S<]=Trj\,,N,{eH[S<U5>]}, (33)

where the ‘union’, s=Us~, simply stands for the full set
of original spins s={s,}. By a spatial rescaling, as in Eq.
(27), and a relabelling, namely, sy =s!,, we obtain the
“renormalized Hamiltonian,” H'[s']=H,s [s~]. For-
mally, then, we have succeeded in defining an explicit
renormalization transformation. We will write

H'[s'1=R,{H[s1}, (34)

where we have elected to keep track of the spatial re-
scaling factor, b, as a subscript on the RG operator R.
Note that if we complete the Gibbsian prescription by
taking the trace over the renormalized spins we simply
get back to the desired partition function, Z [ H]. (The
formal derivation for those who might be interested is
set out in the footnote below.!'!) Thus nothing has been
lost: the renormalized Hamiltonian retains all the ther-

199See Footnote 94 above and Nelson and Fisher (1975) and
Fisher (1983).

110Recall Footnote 86 above.

e start with the definition Eq. (33) and recall Eq. (25) to
obtain

Zn[H 1=Triy {e" 1 ) =Trs, {eer s}
=Ty, Try_y de™ U =Trife ) =25 1),
from which the free energy f[ ] follows via Eq. (26).
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modynamic information. On the other hand, experience
suggests that, rather than try to compute Z, directly
from H’', it will prove more fruitful to iterate the trans-
formation so obtaining a sequence, H”, of renormal-
ized Hamiltonians, namely,

HO=Ry[HI~ D)= Ry [ 1], (35)

with HO=H, HD=H'. It is these iterations that give
rise to the semigroup character of the RG
transformation.!'?

But now comes the crux: thanks to the rescaling and
relabelling, the microscopic variables {s/,} are, indeed,
completely equivalent to the original spins {s,}. How-
ever, when one proceeds to determine the nature of
H,ss» and thence of H', by using the formula (33), one
soon discovers that one cannot expect the original form
of H to be reproduced in H,s._Consider, for concrete-
ness, an initial Hamiltonian, H, that describes Ising
spins (s,=*1) on a square lattice in zero magnetic field
with just nearest-neighbor interactions of coupling
strength K;=J;/kgT: in the most conservative
Kadanoff picture there must be some definite recursion
relation for the renormalized coupling, say, Kj
=7,(K), embodied in a definite function 7(-). But, in
fact, one finds that H,; must actually contain further
nonvanishing spin couplings, K,, between second-
neighbor spins, K3, between third-neighbors, and so on
up to indefinitely high orders. Worse still, four-spin cou-
pling terms like K 015x,5x,5x,5x, appear in H,fr, again for
all possible arrangements of the four spins! And also
six-spin couplings, eight-spin couplings, - --. Indeed, for
any given set Q of 2m Ising spins on the lattice (and its
translational equivalents), a nonvanishing coupling con-
stant, K ’Q, is generated and appears in H'!

The only saving grace is that further iteration of the
decimation transformation Eq. (33) cannot (in zero
field) lead to anything worse! In other words the space
Hy of Ising spin Hamiltonians in zero field may be speci-
fied by the infinite set {K}, of all possible spin cou-
plings, and is closed under the decimation transforma-

2Thus successive decimations with scaling factors by and b,
yield the quite general relation

sz]Rbl: szbl’

which essentially defines a unitary semigroup of transforma-
tions. See Footnotes 3 and 78 above, and the formal algebraic
definition in MacLane and Birkhoff (1967): a unitary semi-
group (or ‘monoid’) is a set M of elements, u, v, w, x, -+ with
a binary operation, xy=we M, which is associative, so
v(wx)=(vw)x, and has a unit u, obeying ux=xu=x (for all
xeM)—in RG theory, the unit transformation corresponds
simply to b=1. Hille (1948) and Riesz and Sz.-Nagy (1955)
describe semigroups within a continuum, functional analysis
context and discuss the existence of an infinitesimal generator
when the flow parameter [ is defined for continuous values
[ = 0: see Eq. (40) below and Wilson’s (1971a) introductory
discussion.

Rev. Mod. Phys., Vol. 70, No. 2, April 1998

tion Eq. (33). Formally, one can thus describe R, by the
full set of recursion relations

Kp=Tpo({Kg}) (all P). (36)
Clearly, this answers our previous questions as to what
becomes of the complicated across-the-faces-of-the-
block interactions in the original Kadanoff picture: They
actually carry the renormalized Hamiltonian out of the
(too small) manifold of nearest-neighbor Ising models
and introduce (infinitely many) further couplings. The
resulting situation is portrayed schematically in Fig. 5:
the renormalized manifold for H'(¢',h") generally has
no overlap with the original manifold. Further iterations,
and continuous [see Eq. (40) below] as against discrete
RG transformations, are suggested by the flow lines or
“trajectories” also shown in Fig. 5. We will return to
some of the details of these below.

In practice, the naive decimation transformation
specified by Eq. (33) generally fails as a foundation for
useful calculations.'™ Indeed, the design of effective RG
transformations turns out to be an art more than a sci-
ence: there is no standard recipe! Nevertheless, there
are guidelines: the general philosophy enunciated by
Wilson and expounded well, for example, in a recent
lecture by Shankar treating fermionic systems,'* is to
attempt to eliminate first those microscopic variables or
degrees of freedom of “least direct importance” to the
macroscopic phenomenon under study, while retaining
those of most importance. In the case of ferromagnetic
or gas-liquid critical points, the phenomena of most sig-
nificance take place on long length scales—the correla-
tion length, ¢, diverges; the critical point correlations,
G .(r), decay slowly at long-distances; long-range order
sets in below T,.

Thus in his first, breakthrough articles in 1971, Wilson
used an ingenious ‘‘phase-space cell” decomposition for
continuously variable scalar spins (as against *1 Ising
spins) to treat a lattice Landau-Ginzburg model with a
general, single-spin or ‘on-site’ potential V(s,) acting on
each spin, —o<s <. Blocks of cells of the smallest
spatial extent were averaged over to obtain a single,
renormalized cell of twice the linear size (so that b=2).
By making sufficiently many simplifying approximations
Wilson obtained an explicit nonlinear, integral recursion
relation that transformed the /-times renormalized po-
tential, V¥ (.), into VU*1(.). This recursion relation
could be handled by computer and led to a specific nu-
merical estimate for the exponent v for d=3 dimensions
that was quite different from the classical value 3 (and
from the results of any previously soluble models like
the spherical model''®). On seeing that result, I knew
that a major barrier to progress had been overcome!

13ee Kadanoff and Niemeijer in Gunton and Green (1974),
Niemeijer and van Leeuwen (1976), Fisher (1983).

4gee R. Shankar in Cao (1998) and Shankar (1994).

USFor accounts of the critical behavior of the spherical
model, see Fisher (1966a), where long-range forces were also
considered, and, e.g., Stanley (1971), Baxter (1982), and Fisher
(1983).
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FIG. 5. A depiction of the space of Hamiltonians H — compare with Fig. 2—showing initial or physical manifolds [labelled (a),
(b), ---, as in Fig. 2] and the flows induced by repeated application of a discrete RG transformation R, with a spatial rescaling
factor b (or induced by a corresponding continuous or differential RG). Critical trajectories are shown bold: they all terminate, in

the region of H shown here, at a fixed point *. The full space contains, in general, other nontrivial, critical fixed points, describing
multicritical points and distinct critical-point universality classes; in addition, trivial fixed points, including high-temperature
“sinks” with no outflowing or relevant trajectories, typically appear. Lines of fixed points and other more complex structures may
arise and, indeed, play a crucial role in certain problems. [After Fisher (1983).]

I returned from a year’s sabbatic leave at Stanford
University in the summer of 1971, by which time Ken
Wilson’s two basic papers were in print. Shortly after-
wards, in September, again while walking to lunch as I
recall, Ken Wilson discussed his latest results from the
nonlinear recursion relation with me. Analytical expres-
sions could be obtained by expanding V() in a power
series:

VO(s)=r, s> +u; s*+v, s+ . (37)

If truncated at quadratic order one had a soluble
model—the Gaussian model (or free-field theory)—and
the recursion relation certainly worked exactly for that!
But to have a nontrivial model, one had to start not only
with r, (as, essentially, the temperature variable) but, as
a minimum, one also had to include u,>0: the model
then corresponded to the well known \¢* field theory.
Although one might, thus, initially set voy=wy=---=0,
all these higher order terms were immediately generated
under renormalization; furthermore, there was no rea-
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son for u to be small and, for this reason and others, the
standard field-theoretic perturbation theories were inef-
fective.

Now, I had had a long-standing interest in the effects
of the spatial dimensionality d on singular behavior in
various contexts:''® so that issue was raised for Ken’s
recursion relation. Indeed, d appeared simply as an ex-
plicit parameter. It then became clear that d=4 was a
special case in which the leading order corrections to the
Gaussian model vanished. Furthermore, above d =4 di-
mensions classical behavior reappeared in a natural way
(since the parameters ug, vy, ... all then became irrel-
evant). These facts fitted in nicely with the known spe-
cial role of d=4 in other situations.!’

For d =3, however, one seemed to need the infinite set
of coefficients in Eq. (37) which all coupled together

16Fisher and Gaunt (1964), Fisher (1966a, 1966b; 1967c;
1972).

See references in the previous footnote and Larkin and
Khmel'nitskii (1969), especially Appendix 2.
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under renormalization. But I suggested that maybe one
could treat the dimensional deviation, e=4—d, as a
small, nonintegral parameter in analyzing the recursion
relations for d<<4. Ken soon showed this was effective!
Furthermore, the recursion relations proved to be exact
to leading order in € (so that if one replaced b=2 by a
general value, the expected universal results were in-
deed, independent of b). A paper, entitled by Ken,
“Critical Exponents in 3.99 Dimensions” was shortly
written, submitted, and published:118 it contained the
first general formula for a nonclassical exponent,
namely, y=1+te+O(€?).

It transpired, however, that the perturbation param-
eter € provided more—namely, a systematic way of or-
dering the infinite set of discrete recursion relations not
only for the expansion coefficients of V()(s) but also for
further terms in the appropriate full space H, involving
spatial gradients or, equivalently but more usefully, the
momenta or wave vectors q; labelling the spin variables
§q, now re-expressed in Fourier space. With that facility
in hand, the previous approximations entailed in the
phase-space cell analysis could be dispensed with. Wil-
son then saw that he could precisely implement
his  momentum-shell  renormalization  group'*—
subsequently one of the most-exploited tools in critical
phenomena studies!

In essence this transformation is like decimation'*’ ex-
cept that the division of the variables in Eq. (33) is made
in momentum space: for ferromagnetic or gas-liquid-
type critical points the set {sA;} contains those ‘long-
wavelength’ or ‘low-momentum’ variables satisfying |q |
<q,/b, where g,=m/a is the (ultraviolet) momentum
cutoff implied by the lattice structure. Conversely, the
‘short-wavelength’, ‘high-momentum’ spin components
{f; } having wave vectors lying in the momentum-space
shell: q,/b<|q|<gq,, are integrated out. The spatial
rescaling now takes the form

q= q'=bq, (38)

as follows from Eq. (27); but in analogy to {(b) in Eq.
(28), a nontrivial spin rescaling factor (“multi-
plicative-wave function renormalization” in QFT) is in-
troduced via

8Wilson and Fisher (1972). The first draft was written by
Ken Wilson who graciously listed the authors in alphabetical
order.

119See Wilson and Fisher (1972) Eq. (18) and the related text.

120A considerably more general form of RG transformation
can be written as

exp(H'[s"])=Trip{ Ry n(s"s s)exp(H[s])},

where the trace is taken over the full set of original spins s.
The N'=N/b? renormalized spins {s'} are introduced via the
RG kernel Ry n(s'; s) which incorporates spatial and spin
rescalings, etc., and which should satisfy a trace condition to
ensure the partition-function-preserving property (see Foot-
note 111) which leads to the crucial free-energy flow equation:
see Eq. (43) below. The decimation transformation, the
momentum-shell RG, and other transformations can be writ-
ten in this form.
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A

Sq :>§;,=§q/é[b,7-(]. (39)
The crucially important rescaling factor ¢ takes the form
b4~ and must be funed in the critical region of interest
[which leads to w=73(d—2+ 7): compare with Eq. (4)].
It is also worth mentioning that by letting b — 1+, one
can derive a differential or continuous flow RG and re-
write the recursion relation Eq. (34) as'!

d —
77 H=B[H]. (40)

Such continuous flows are illustrated in Figs. 4 and 5. (If
it happens that H can be represented, in general only
approximately, by a single coupling constant, say, g,
then B reduces to the so-called beta-function B(g) of
QFT.)

For deriving € expansions on the basis of the momen-
tum shell RG, Feynman-graph perturbative techniques
as developed for QFT prove very effective.'”” They en-
ter basically because one can take uy = O(€) small and
they play a role both in efficiently organizing the calcu-
lation and in performing the essential integrals (particu-
larly for systems with simple propagators and
vertices).!”® Capitalizing on his field-theoretic expertise,
Wilson obtained, in only a few weeks after submitting
the first article, exact expansions for the exponents v, v,
and ¢ to order € (and, by scaling, for all other
exponents).'?* Furthermore, the anomalous
dimension—defined in Eq. (2) at the beginning of our
story—was calculated exactly to order €: I cannot resist
displaying this striking result, namely,

C(m42) , (n+2) [6G3n+14) 1],
7= 2n18)2 € T2mi8)?| nr8)r 4l€
+0(€e), (41)

where the symmetry parameter #» denotes the number of
components of the microscopic spin vectors, Sy
=(s%)u=1,..n> SO that one has just n=1 for Ising

121ee Wilson (1971a) and Footnote 112 above: in this form
the RG semigroup can typically be extended to an Abelian
group (MacLane and Birkhoff, 1967); but as already stressed,
this fact plays a negligible role.

1228ee Wilson (1972), Brézin, Wallace, and Wilson (1972),
Wilson and Kogut (1974), the reviews Brézin, Le Guillou, and
Zinn-Justin (1976), and Wallace (1976), and the texts Amit
(1978) and Itzykson and Drouffe (1989).

1Z3Nevertheless, many more complex situations arise in con-
densed matter physics for which the formal application of
graphical techniques without an adequate understanding of the
a%propriate RG structure can lead one seriously astray.

“See Wilson (1972) which was received on 1 December 1971

while Wilson and Fisher (1972) carries a receipt date of 11
October 1971.
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spins.'?® Over the years these expansions have been ex-
tended to order € (and €® for 7)'*° and many further
related expansions have been developed.'?’

XIl. FLOWS, FIXED POINTS, UNIVERSALITY
AND SCALING

To complete my story—and to fill in a few logical gaps
over which we have jumped—I should explain how Wil-
son’s construction of RG transformations in the space H
enables RG theory to accomplish the ‘‘tasks” set out
above in Sec. VIII. As illustrated in Fig. 5, the recursive
application of an RG transformation R, induces a flow
in the space of Hamiltonians, I1. Then one observes that
“sensible,” ‘‘reasonable,” or, better, ‘“well-designed”
RG transformations are smooth, so that points in the
original physical manifold, #®)="(¢,h), that are close,
say in temperature, remain so in HMD=H', ie., under
renormalization, and likewise as the flow parameter /
increases, in H"). Notice, incidentally, that since the
spatial scale renormalizes via x = x’ =b'x one may re-
gard

I=logy(|x'/Ix]), (42)
as measuring, logarithmically, the scale on which the sys-
tem is being described—recall the physical scale depen-
dence of parameters discussed in Sec. I'V; but note that,
in general, the form of the Hamiltonian is also changing
as the “‘scale” is changed or / increases. Thus a partially
renormalized Hamiltonian can be expected to take on a
more-or-less generic, mesoscopic form: Hence it repre-
sents an appropriate candidate to give meaning to a
Landau-Ginzburg or, now, LGW effective Hamiltonian:
recall the discussion of Landau’s work in Sec. II.
Thanks to the smoothness of the RG transformation,
if one knows the free energy f,=f[H"] at the I-th stage
of renormalization, then one knows the original free en-
ergy f[H] and its critical behavior: explicitly one has'?®

flthy ) =f[H]=b " fIHD=b=f, (1D, B D o),
(43)

Furthermore, the smoothness implies that all the univer-
sal critical properties are preserved under renormaliza-
tion. Similarly one finds'® that the critical point of

125See, e.g., Fisher (1967b, 1974b, 1983), Kadanoff ef al.
(1967), Stanley (1971), Aharony (1976), Patashinskii and Pok-
rovskii (1979).

1265ee Gorishny, Larin, and Tkachov (1984) but note that the
O(€®) polynomials in n are found accurately but some coeffi-
cients are known only within uncertainties.

127Recall Footnote 35.

128Recall the partition-function-preserving property set out in
Footnote 111 above which actually implies the basic relation
E(% (43).

129See Wilson (1971a), Wilson and Kogut (1974), and Fisher
(1983).
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HO=H maps on to that of HMD=H', and so on, as
illustrated by the bold flow lines in Fig. 5. Thus it is
instructive to follow the critical trajectories in H, i.e.,
those RG flow lines that emanate from a physical critical
point. In principle, the topology of these trajectories
could be enormously complicated and even chaotic: in
practice, however, for a well-designed or “apt” RG
transformation, one most frequently finds that the criti-
cal flows terminate—or, more accurately, come to an

asymptotic halt—at a fixed point H*, of the RG: see Fig.
S. Such a fixed point is defined, via Egs. (34) or (40),
simply by

Ry [H*]=H* or B[H*]=0. (44)

One then searches for fixed-point solutions: the role of
the fixed-point equation is, indeed, roughly similar to
that of Schrodinger’s Equation HW = EV, for stationary
states ¥, of energy E, in quantum mechanics.

Why are the fixed points so important? Some, in fact,
are not, being merely trivial, corresponding to no inter-
actions or to all spins frozen, etc. But the nontrivial fixed
points represent critical states; furthermore, the nature
of their criticality, and of the free energy in their neigh-
borhood, must, as explained, be identical to that of all
those distinct Hamiltonians whose critical trajectories
converge to the same fixed point! In other words, a par-
ticular fixed point defines a universality class of critical
behavior which “governs,” or “attracts’” all those sys-
tems whose critical points eventually map onto it: see
Fig. 5.

Here, then we at last have the natural explanation of
universality: systems of quite different physical character
may, nevertheless, belong to the domain of attraction of
the same fixed point H* in H. The distinct sets of inflow-
ing trajectories reflect their varying physical content of
associated irrelevant variables and the corresponding
nonuniversal rates of approach to the asymptotic power
laws dicated by H*: see Eq. (22).

From each critical fixed point, there flow at least two
“unstable” or outgoing trajectories. These correspond to
one or more relevant variables, specifically, for the case
illustrated in Fig. 5, to the temperature or thermal field,
t, and the magnetic or ordering field, 4. See also Fig. 4.
If there are further relevant trajectories then, as dis-
cussed in Sec. VII, one can expect crossover to different
critical behavior. In the space H, such trajectories will
then typically lead to distinct fixed points describing (in
general) completely new universality classes.'*

130A skeptical reader may ask: “But what if no fixed points
are found?”’ This can well mean, as it has frequently meant in
the past, simply that the chosen RG transformation was poorly
designed or “not apt.” On the other hand, a fixed point repre-
sents only the simplest kind of asymptotic flow behavior: other
types of asymptotic flow may well be identified and translated
into physical terms. Indeed, near certain types of trivial fixed
point, such procedures, long ago indicated by Wilson (1971a,
Wilson and Kogut, 1974), must be implemented: see, e.g.,
Fisher and Huse (1985).
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But what about power laws and scaling? The answer
to this question was already sketched in Sec. VIII; but
we will recapitulate here, giving a few more technical
details. However, trusting readers or those uninterested
in the analysis are urged to skip to the next section!

That said, one must start by noting that the smooth-
ness of a well-designed RG transformation means that it
can always be expanded locally—to at least some
degree—in a Taylor series.!®! It is worth stressing that it
is this very property that fails for free energies in a criti-
cal region: to regain this ability, the large space of
Hamiltonians is crucial. Near a fixed point satisfying Eq.
(43) we can, therefore, rather generally expect to be able
to linearize by writing

R,[H* +gQ]=H* +g1,Q+0(g) (45)

as g — 0, or in differential form,

d _
77 (M +8Q=gB1Q+o(g). (46)

Now L, and B, are linear operators (albeit acting in a
large space H). As such we can seek eigenvalues and
corresponding ‘“‘eigenoperators”, say Q, (which will be
“partial Hamiltonians”’). Thus, in parallel to quantum
mechanics, we may write

LyQr=Ar(b)Qr or B Q=N Q. (47)
where, in fact, (by the semigroup property) the eigenval-
ues must be related by A (h)=b™. As in any such lin-
ear problem, knowing the spectrum of eigenvalues and
eigenoperators or, at least, its dominant parts, tells one
much of what one needs to know. Reasonably, the QO
should form a basis for a general expansion

7757'_{*"‘];1 ngk' (48)

Physically, the expansion coefficient g, (=g{”) then
represents the thermodynamic field'* conjugate to the
““critical operator” Q, which, in turn, will often be close
to some combination of /ocal operators. Indeed, in a
characteristic critical-point problem one finds two rel-
evant operators, say Q; and Q, with Ay, N\,>0. Invari-
ably, one of these operators can, say by its symmetry, be
identified with the local energy density, Q; = &, so that
g1 = t is the thermal field; the second then characterizes
the order parameter, Q, = W with field g, = h. Under
renormalization each g, varies simply as g(kl)wb"klg,go).
Finally,'* one examines the flow equation (43) for the
free energy. The essential point is that the degree of
renormalization, b, can be chosen as large as one
wishes. When t — 0, i.e., in the critical region which it is
our aim to understand, a good choice proves to be b’

Blgee Wilson (1971a), Wilson and Kogut (1974), Fisher
(1974b), Wegner (1972, 1976), Kadanoff (1976).

132Reduced, as always, by the factor 1/kT: see e.g., Eq. (18).

133gee references in Footnote 131.
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=1/|t]"™, which clearly diverges to %. One then finds
that Eq. (43) leads to the basic scaling relation Eq. (19)
which we will rewrite here in greater generality as

&
)
(49)

h
fs(tv h’ e gj,...)%|t|2*af W ;e

This is the essential result: recall, for example, that it
leads to the “‘collapse” of equation-of-state data as de-
scribed in Sec. VI.

Now, however, the critical exponents can be ex-
pressed directly in terms of the RG eigenexponents A
(for the fixed point in question). Specifically one finds

d Ny \; 1
2—a=—, A=—, ¢=—, and v=—.

(50)

Then, as already explained in Secs. VI and VII, the sign
of a given ¢; and, hence, of the corresponding \; deter-
mines the relevance (for \;>0), marginality (for \;=0),
or irrelevance (for \;<0) of the corresponding critical
operator Q; (or ‘“perturbation”) and of its conjugate
field g;: this field might, but for most values of j will not,
be under direct experimental control. As explained pre-
viously, all exponent relations (15), (20), etc., follow
from scaling, while the first and last of the equations (50)
yield the hyperscaling relation Eq. (32).

When there are no marginal variables and the least
negative ¢; is larger than unity in magnitude, a simple
scaling description will usually work well and the
Kadanoff picture almost applies. When there are no rel-
evant variables and only one or a few marginal variables,
field-theoretic perturbative techniques of the Gell-
Mann-Low (1954), Callan-Symanzik'** or so-called
“parquet diagram” varieties'* may well suffice (assum-
ing the dominating fixed point is sufficiently simple to be
well understood). There may then be little incentive for
specifically invoking general RG theory. This seems,
more or less, to be the current situation in QFT and it
applies also in certain condensed matter problems.'*®

Xlll. CONCLUSIONS

My tale is now told: following Wilson’s 1971 papers
and the introduction of the e-expansion in 1972 the sig-
nificance of the renormalization group approach in

134See Wilson (1975), Brézin er al. (1976), Amit (1978), Ttzyk-
son and Drouffe (1989).

5L arkin and Khmel'nitskii (1969).

136See, e.g., the case of dipolar Ising-type ferromagnets in
d=3 dimensions investigated experimentally by Ahlers,
Kornblit, and Guggenheim (1975) following theoretical work
by Larkin and Khmel’nitskii (1969) and Aharony (see 1976,
Sec. 4E).
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statistical mechanics was soon widely recognized'>” and
exploited by many authors interested in critical and mul-
ticritical phenomena and in other problems in the broad
area of condensed matter physics, physical chemistry,
and beyond. Some of these successes have already been
mentioned in order to emphasize, in particular, those
features of the full RG theory that are of general signifi-
cance in the wide range of problems lying beyond the
confines of quantum field theory and fundamental high-
energy physics. But to review those developments would
go beyond the mandate of this Colloquium.'*

A further issue is the relevance of renormalization
group concepts to quantum field theory. I have ad-
dressed that only in various peripheral ways. Insofar as I
am by no means an expert in quantum field theory, that
is not inappropriate; but perhaps one may step back a
moment and look at QFT from the general philosophi-
cal perspective of understanding complex, interacting
systems. Then, I would claim, statistical mechanics is a
central science of great intellectual significance—as just

B7Footnote 86 drew attention to the first international con-
ference on critical phenomena organized by Melville S. Green
and held in Washington in April 1965. Eight years later, in late
May 1973, Mel Green, with an organizing committee of J. D.
Gunton, L. P. Kadanoff, K. Kawasaki, K. G. Wilson, and the
author, mounted another conference to review the progress in
theory in the previous decade. The meeting was held in a
Temple University Conference Center in rural Pennsylvania.
The proceedings (Gunton and Green, 1974) entitled Renor-
malization Group in Critical Phenomena and Quantum Field
Theory, are now mainly of historical interest. The discussions
were recorded in full but most papers only in abstract or out-
line form. Whereas in the 1965 conference the overwhelming
number of talks concerned experiments, now only J.JM.H. (An-
neke) Levelt Sengers and Guenter Ahlers spoke to review ex-
perimental findings in the light of theory. Theoretical talks
were presented, in order, by P. C. Martin, Wilson, Fisher,
Kadanoff, B. I. Halperin, E. Abrahams, Niemeijer (with van
Leeuwen), Wegner, Green, Suzuki, Fisher and Wegner
(again), E. K. Riedel, D. J. Bergman (with Y. Imry and D.
Amit), M. Wortis, Symanzik, Di Castro, Wilson (again), G.
Mack, G. Dell-Antonio, J. Zinn-Justin, G. Parisi, E. Brézin, P.
C. Hohenberg (with Halperin and S.-K. Ma) and A. Aharony.
Sadly, there were no participants from the Soviet Union but
others included R. Abe, G. A. Baker, Jr., T. Burkhardt, R. B.
Griffiths, T. Lubensky, D. R. Nelson, E. Siggia, H. E. Stanley,
D. Stauffer, M. J. Stephen, B. Widom and A. Zee. As the lists
of names and participants illustrates, many active young theo-
rists had been attracted to the area, had made significant con-
tributions, and were to make more in subsequent years.

138Some reviews already mentioned that illustrate applica-
tions are Fisher (1974b), Wilson (1975), Wallace (1976), Aha-
rony (1976), Patashinskii and Pokrovskii (1979), Nelson
(1983), and Creswick et al. (1992). Beyond these, attention
should be drawn to the notable article by Hohenberg and Hal-
perin (1977) that reviews dynamic critical phenomena, and to
many articles on further topics in the Domb and Lebowitz
series Phase Transitions and Critical Phenomena, Vols. 7 and
beyond (Academic, London, 1983).

Rev. Mod. Phys., Vol. 70, No. 2, April 1998

one reminder, the concepts of “spin-glasses” and the
theoretical and computational methods developed to
analyze them (such as “simulated annealing”) have
proved of interest in physiology for the study of neu-
ronal networks and in operations research for solving
hard combinatorial problems. In that view, even if one
focuses only on the physical sciences, the land of statis-
tical physics is broad, with many dales, hills, valleys and
peaks to explore that are of relevance to the real world
and to our ways of thinking about it. Within that land
there is an island, surrounded by water: I will not say
“by a moat” since, these days, more and broader bridges
happily span the waters and communicate with the
mainland! That island is devoted to what was “‘particle
physics” and is now ‘‘high-energy physics” or, more gen-
erally, to the deepest lying and, in that sense, the “most
fundamental” aspects of physics. The reigning theory on
the island is quantum field theory—the magnificent set
of ideas and techniques that inspired the symposium'®’
that lead to this Colloquium. Those laboring on the is-
land have built most impressive skyscrapers reaching to
the heavens!

Nevertheless, from the global viewpoint of statistical
physics—where many degrees of freedom, the ever-
present fluctuations, and the diverse spatial and tempo-
ral scales pose the central problems—quantum field
theory may be regarded as describing a rather special set
of statistical mechanical models. As regards applications
they have been largely restricted to d =4 spatial dimen-
sions [more physically, of course to (3+1) dimensions]
although in the last decade string theory has dramatically
changed that! The practitioners of QFT insist on the
preeminence of some pretty special symmetry groups,
the Poincaré group, SU(3), and so on, which are not all
so ‘mnatural” at first sight—even though the role of
guage theories as a unifying theme in modeling nature
has been particularly impressive. But, of course, we
know these special features of QFT are not matters of
choice—rather, they are forced on us by our explora-
tions of Nature itself. Indeed, as far as we know pres-
ently, there is only one high-energy physics; whereas, by
contrast, the ingenuity of chemists, materials scientists,
and of Life itself, offers a much broader, multifaceted
and varied panorama of systems to explore both concep-
tually and in the laboratory.

From this global standpoint, renormalization group
theory represents a theoretical tool of depth and power.
It first flowered luxuriantly in condensed matter physics,
especially in the study of critical phenomena. But it is
ubiquitous because of its potential for linking physical
behavior across disparate scales; its ideas and techniques
play a vital role in those cases where the fluctuations on
many different physical scales truly interact. But it pro-
vides a valuable perspective—through concepts such as
‘relevance,” ‘marginality’ and ‘irrelevance,” even when
scales are well separated! One can reasonably debate
how vital renormalization group concepts are for quan-

139See Cao (1998).
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tum field theory itself. Certain aspects of the full theory
do seem important because Nature teaches us, and par-
ticle physicists have learned, that quantum field theory
is, indeed, one of those theories in which the different
scales are connected together in nontrivial ways via the
intrinsic quantum-mechanical fluctuations. However, in
current quantum field theory, only certain facets of
renormalization group theory play a pivotal role.'*
High energy physics did not have to be the way it is!
But, even if it were quite different, we would still need
renormalization group theory in its fullest generality in
condensed matter physics and, one suspects, in further
scientific endeavors in the future.
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APPENDIX. ASYMPTOTIC BEHAVIOR

In specifying critical behavior (and asymptotic varia-
tion more generally) a little more precision than nor-
mally used 1is really called for. Following well-
established custom, I use = for “‘approximately equals”
in a rough and ready sense, as in 7> = 10. But to ex-
press “f(x) varies like x* when x is small and positive,”
i.e., just to specify a critical exponent, I write:

flx)~x* (x—0+). (A1)
Then the precise implication is
lim, - [In]f(x)] /In x]=X; (A2)

141t is interesting to look back and read in Gunton and
Green (1973) pp. 157-160, Wilson’s thoughts in May 1973 re-
garding the “Field Theoretic Implications of the Renormaliza-
tion Group” at a point just before the ideas of asymptotic free-
dom became clarified for non-Abelian gauge theory by Gross
and Wilczek (1973) and Politzer (1973).

“IMost recently under Grant CHE 96-14495.
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see Fisher (1967b, Sec. 1.4; 1983, Sec. 2.4). To give more
information, specifically a critical amplitude like D in
Eq. (2), I define ~ as “asymptotically equals” so that

fx)~g(x) (A3)
asx — 0 + implies

lim, o+ f(x)/g(x)=1. (A4)
Thus, for example, one has

(1—cos x)~1x?~x?, (AS)

when x—0. See Fisher (1967b, Secs. 6.2, 6.3, and 7.2) but
note that in Egs. (6.2.6)—(6.3.5) the symbol = should
read ~; note also De Bruijn’s (1958) discussion of ~ in
his book Asymptotic Methods in Analysis. The AIP and
APS “‘strong recommendation” to use ~ as ‘“‘approxi-
mately equals” is to be, and has been strongly
decried!'* It may also be remarked that few physicists,
indeed, use ~ in the precise mathematical sense origi-
nally introduced by Poincaré in his pioneering analysis
of asymptotic series: see, e.g., Jeffreys and Jeffreys
(1956) Secs. 17-02, 23-082, and 23-083. De Bruijn and
the Jeffreys also, of course, define the O(-) symbol
which is frequently misused in the physics literature:
thus f=0(g) (x—0), should mean |f| < c|g| for some
constant ¢ and |x| small enough so that, e.g. (1—cos x)
=O0(x) is correct even though less informative than
(1—cos x)=0(x?).
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Since the subject of traffic dynamics has captured the interest of physicists, many surprising effects
have been revealed and explained. Some of the questions now understood are the following: Why are
vehicles sometimes stopped by “phantom traffic jams” even though drivers all like to drive fast? What
are the mechanisms behind stop-and-go traffic? Why are there several different kinds of congestion,
and how are they related? Why do most traffic jams occur considerably before the road capacity is
reached? Can a temporary reduction in the volume of traffic cause a lasting traffic jam? Under which
conditions can speed limits speed up traffic? Why do pedestrians moving in opposite directions
normally organize into lanes, while similar systems “freeze by heating”? All of these questions have
been answered by applying and extending methods from statistical physics and nonlinear dynamics to
self-driven many-particle systems. This article considers the empirical data and then reviews the main
approaches to modeling pedestrian and vehicle traffic. These include microscopic (particle-based),
mesoscopic (gas-kinetic), and macroscopic (fluid-dynamic) models. Attention is also paid to the
formulation of a micro-macro link, to aspects of universality, and to other unifying concepts, such as
a general modeling framework for self-driven many-particle systems, including spin systems. While the
primary focus is upon vehicle and pedestrian traffic, applications to biological or socio-economic
systems such as bacterial colonies, flocks of birds, panics, and stock market dynamics are touched

upon as well.
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I. INTRODUCTION

A. Motivation: History of traffic modeling and the impact
of traffic on society

The interest in the subject of traffic dynamics is sur-
prisingly old. In 1935, Greenshields carried out early
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studies of vehicular traffic, and in the 1950s, there was
considerable publication activity in journals on opera-
tions research and engineering. These papers introduced
the fundamental diagram showing the relation between
traffic flow and vehicle density or the instability of traffic
flow, which are still relevant. The motivation for such
studies was self-evident. As Greenberg wrote in 1959,
“The volume of vehicular traffic in the past several years
has rapidly outstripped the capacities of the nation’s
highways. It has become increasingly necessary to un-
derstand the dynamics of traffic flow and obtain a math-
ematical description of the process.”

More than 40 years later, the situation has greatly de-
teriorated. Cities like Los Angeles and San Francisco
suffer from heavy traffic congestion around the clock. In
Europe, as well, the time that drivers spend standing in
traffic jams amounts to several days each year. During
holiday seasons, jams may grow up to more than 100 km
in size. Vehicle emissions of SO,, NO, , CO, CO,, dust
particles, smog, and noise have reached or even ex-
ceeded levels comparable to those from industrial pro-
duction or private households, and are harmful to the
environment and human health. On average, every sec-
ond driver is involved in one serious accident during his
or her lifetime. In Germany alone, the financial damage
from traffic due to accidents and environmental impact
is estimated to be $100 billion each year. The economic
loss due to congested traffic is of the same order of mag-
nitude. However, the volume of traffic is still growing
because of increased demands for mobility and modern
logistics.

Without doubt, an efficient transportation system is
essential for the functioning and success of modern in-
dustrialized societies. But the days when freeways were
free ways are over. The increasing problems of roadway
traffic raise the following questions: Is it still affordable
and publicly acceptable to expand the infrastructure?
Will drivers still buy cars when streets are effectively
turned into parking lots? Automobile companies, wor-
ried about their future market, have spent considerable
amounts of money for research on traffic dynamics and
on how the available infrastructure could be used more
efficiently by new technologies (telematics).

Physicists have also addressed the problems of traffic
dynamics. Although, among mathematicians, physicists,
and chemists, there were some early pioneers like
Whitham, Prigogine, Montroll, and Kuhne, the primary
research started in 1992 and 1993 with papers by Biham
etal. (1992), Nagel and Schreckenberg (1992), and
Kerner and Konhauser (1993). These papers initiated an
avalanche of publications in various international phys-
ics journals. Since then, it has been difficult to keep
track of the scientific developments and literature.
Therefore it is high time for a review on traffic that tries
to bring together the different approaches and to show
their inter-relations. In this review, I shall take into ac-
count many significant contributions by traffic engineers.
I hope that this will stimulate discussion and coopera-
tion among the different disciplines involved.
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In the following sections, I shall try to give an over-
view of the field of traffic dynamics from the perspective
of many-particle physics.

B. Driven many-particle systems in classical mechanics,
fluids, and granular media

Dynamics and pattern formation in systems far from
equilibrium, especially living systems, have long posed a
challenge for physicists.! Nonequilibrium systems are
characterized by not being closed, i.e., by having an ex-
change of energy, particles, and/or information with
their environment. Consequently they often show com-
plex behavior and, normally, there are no general results
such as the laws of thermodynamics and statistical me-
chanics for closed systems of gases, fluids, or solids in
equilibrium. Nevertheless, they can be cast in a general
mathematical framework (Helbing, 2001) as I shall show
here.

Let us start with Newton’s equation of motion from
classical mechanics, which describes the acceleration
X,(t) of a body a of mass m , subject to pair interactions
with other bodies S:

mx ()= 2, Fu1). (1)
B(#a)

(23

The interaction forces F,4(¢) are mostly dependent on
the locations x,(¢) and x4() of the interacting bodies «
and B at time t. Often, they depend only on the distance
vector d,z=(Xz—X,), but in special cases, they are also
functions of the velocities v,(1)=X,(t) and vg(?)
=Xg(¢). For potential forces, the above many-body sys-
tem can be characterized by a Hamilton function. A
typical example is the description of the motion of celes-
tial bodies.

In driven many-body systems such as fluids under the
influence of pressure gradients and boundary forces or
vibrated granular media like sand, we have to consider
additional interactions with the environment. Therefore
we need to consider additional terms. This includes (ex-
ternal) driving forces Fy(x,#) due to boundary interac-
tions and gravitational or electrical fields, (sliding) fric-
tion forces Fy(t)=—17y,v,(t) with friction coefficient
Yo, and individual fluctuations ¢,(¢) reflecting thermal
interactions with the environment (boundaries, air, etc.)
or a variation of the surface structure of the particles:

m K1) = Fo (%o (1),0) = YaVal )+ D Fop(t)
B(#a)
+L(1). (2)
ISee, for example, Haken, 1977, 1983, 1988; Nicolis and Pri-
gogine, 1977; Pasteels and Deneubourg, 1987; Feistel and
Ebeling, 1989; Weidlich, 1991; DeAngelis and Gross, 1992;

Kai, 1992; Vicsek, 1992; Vallacher and Nowak, 1994; Cladis
and Palffy-Muhoray, 1995; Helbing, 1995a.
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From this “microscopic,” molecular-dynamics type of
equation, one can systematically derive “macroscopic,”
fluid-dynamic equations for the spatio-temporal evolu-
tion of the particle density, the momentum density or
average velocity, and the energy density or velocity vari-
ance (related to the temperature). The methods for the
construction of this micro-macro link will be sketched in
Sec. IIL.E.

In driven systems, the ongoing competition between
the driving forces and the dissipative friction forces
leads to a spatio-temporal redistribution of energy,
which produces a great variety of self-organization phe-
nomena. These result from nonlinearities in the equa-
tions of motion, which allow small initial perturbations
to be enhanced and nonequilibrium patterns to be dy-
namically stabilized. In fluids one can find the formation
of waves or vortices, bifurcation scenarios like period-
doubling behavior, the Ruelle-Takens-Newhouse route
to chaos, intermittency, or turbulence, depending on the
particular boundary conditions (Joseph, 1976; Drazin
and Reid, 1981; Swinney and Gollub, 1985; Landau and
Lifshits, 1987; Schuster, 1988; GrofSmann, 2000). In this
review, it is important to know that turbulence normally
requires three- or higher-dimensional systems, so it is
not expected to appear in one- or two-dimensional ve-
hicle or pedestrian traffic. However, the instability
mechanism which explains the subcritical transition to
turbulence in the Hagen-Poiseuille experiment (Geb-
hardt and GroBmann, 1994; GroBmann, 2000) may also
be relevant to traffic systems, as pointed out by Krug
(see the discussion of metastability in Sec. IV.A.4).

In vibrated granular media, one can find emergent
convection patterns (Bourzutschky and Miller, 1995;
Ehrichs et al., 1995; Poschel and Herrmann, 1995), col-
lective oscillating states (so-called oscillons; see Umban-
howar et al., 1996), spontaneous segregation of different
granular materials (Poschel and Herrmann, 1995; Santra
et al., 1996; Makse et al., 1997), or self-organized critical-
ity with power-law distributed avalanche sizes in growing
sand heaps (Bak et al., 1987, 1988; Bak, 1996) or in the
outflow from hoppers (Schick and Verveen, 1974; Peng
and Herrmann, 1995).

In spite of the many differences between flows of flu-
ids, granular media, and vehicles or pedestrians, due to
different conservation laws and driving terms, one can
apply similar methodological approaches. For example:

(i)  microscopic, molecular dynamic models (see, for
example, Hoover, 1986; Buchholtz and Poschel,
1993; Goldhirsch et al., 1993; Hirshfeld et al., 1997,
Sec. II1.A);

(ii) lattice gas automata (Frisch eral., 1986; Chen
et al., 1991; Peng and Herrmann, 1994; Tan et al.,
1995) or cellular automata (see Sec. IIL.B);

(iii) gas-kinetic (Boltzmann- and Enskog-like) models
(Enskog, 1917; Chapman and Cowling, 1939;
Boltzmann, 1964; Cohen, 1968, 1969; Lun et al.,
1984; Jenkins and Richman, 1985; Cercignani and
Lampis, 1988; McNamara and Young, 1993; Dufty
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et al., 1996; Kobryn et al., 1996; Sela et al., 1996;
Lutsko, 1997; see Sec. IIL.E);

(iv) fluid-dynamic models (Haff, 1983; Du et al., 1995;
Goldhirsch, 1995; Hayakawa et al., 1995; Sela and
Goldhirsch, 1995; see Sec. I11.D).

C. Self-driven many-particle systems and the concept of
social (behavioral) forces

In self-driven many-particle systems, the driving force
is not of external origin (exerted from outside), but is
associated with each single particle and self-produced.
This requires each particle to have some kind of internal
energy reservoir (Schweitzer, Ebeling, and Tilch, 1998;
Ebeling et al., 1999).

Self-driven “particles” are a paradigm for many active
or living systems, in which they are a simplified and ab-
stract representation of the most important dynamic be-
havior of cells, animals, or even humans. In order to
reflect this, I shall generalize Eq. (2) a little, replacing
the external driving force Fy(x, ,f) by an individual driv-
ing force F'(r). Moreover, Newton’s third law Fg, (1)
=—F,p(t) (actio=reactio) does not necessarily apply
anymore to the self-driven, self-propelled, motorized, or
active “particles” we have in mind. I shall show that
these minor changes will imply various interesting phe-
nomena observed in nature, for example in biological,
traffic, or socioeconomic systems. In this context, the
masses m , are sometimes not well defined, and it is bet-
ter to rewrite the resulting equation by means of the
scaled quantities FO(1)=7y02%(1)e’(1), yo=m,/7,,
Fop(t)=mf,5(1), and £, (1) = y,&€,(t), where the accel-
erations f,4(¢) are often loosely called forces as well:

dva (1) v2)eX () + E(D) =V, (1)
= +
dt Ty

> L. (3)

B(#a)

From this equation we can see that, with a relaxation
time of 7,, the driving term v’(z)e’(¢)/7, and friction
term —v,(t)/ 1, together lead to an exponential-in-time
adaptation of the velocity v,(t) to the desired speed
v%(1) and the desired direction e’ () of motion. This is,
however, disturbed by fluctuations &,(z) and interac-
tions f,5() with other particles 8. It is clear that attrac-
tive forces f,5(r) will lead to agglomeration effects.
Therefore we shall usually investigate systems with van-
ishing or repulsive interactions, for which one can find
various surprising effects.

A further simplification of the model equations can be
achieved in the overdamped limit 7,~0 of fast (adia-
batic) relaxation. In this case and with the abbreviations

va’B(t): Tafaﬁ(t)’ ga(t):v?y(t)Xa(t)’ we obtain

V(D) =v4(0)e (1) =0(1)ed(1) + (E | Vag(D)F £al)
B(#

a

=00(O[eUN+ xa()]+ X Vap(0).
B(#a)

(4)
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Human behavior often seems to be chaotic, irregular,
and unpredictable. So why and under what conditions
can we apply the above force equations? First of all, we
need to consider a phenomenon of motion in some (qua-
si)continuous space, which may also be an abstract be-
havioral space or opinion scale (Helbing, 1992a, 1993b,
1994, 1995a). It is favorable to have a system in which
the fluctuations due to unknown influences are not large
compared to the systematic, deterministic part of the
motion. This is usually the case in pedestrian and vehicle
traffic, where people are confronted with standard situ-
ations and react automatically rather than making com-
plicated decisions among various possible alternatives.
For example, an experienced driver would not have to
think about the detailed actions to be taken when turn-
ing, accelerating, or changing lanes.

This automatic behavior can be interpreted as the re-
sult of a learning process based on trial and error (Hel-
bing, Molnar, et al., 2001), which can be simulated with
evolutionary algorithms (Klockgether and Schwefel,
1970; Rechenberg, 1973; Schwefel, 1977; Baeck, 1996).
For example, pedestrians have a preferred side for walk-
ing (Oeding, 1963; Older, 1968; Weidmann, 1993), since
an asymmetrical avoidance behavior turns out to be
profitable (Bolay, 1998). The related formation of a be-
havioral convention can be described by means of evo-
lutionary game theory (Helbing, 1990, 1991, 1992a,
1992c¢, 1993a, 1995a, 1996¢).

Another requirement is the vectorial additivity of the
separate force terms reflecting different environmental
influences and psychological factors. This is probably an
approximation, but there is some experimental evidence
for it. Based on quantitative measurements of animals
and human test subjects receiving separately or simulta-
neously applied stimuli of different natures and
strengths, one has shown that behavior in conflict situa-
tions can be described by a superposition of forces
(Miller, 1944, 1959; Herkner, 1975). This fits well with
the concept of Lewin (1951), according to which behav-
ioral changes are guided by social fields or social forces,
an idea that has been put into mathematical terms by
Helbing (1991, 1992a, 1993b, 1994, 1995a; see also Hel-
bing and Molnar, 1995). Newton’s third law, however, is
usually not applicable.

D. What this review is about

In the following sections,

(i) I shall focus on the phenomena actually observed
in traffic and their characteristic properties, and
discuss models only to the extent to which they
are helpful and necessary for an interpretation
and a better understanding of the observations;

(i) I shall discuss the main methods from statistical
physics relevant for modeling and analyzing traffic
dynamics (see the Table of Contents);

(iii) I shall discuss how far one can get with a physical,
many-particle description of traffic, neglecting so-
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ciopsychological factors and human behavior. The
limitations of this approach will be briefly dis-
cussed in Sec. IVE.

This review is intended to serve both experts and new-
comers to the field, so some matters will be simplified or
explained in greater detail for didactic reasons. More-
over, I shall try to identify open problems and to shed
new light on some controversial topics currently under
discussion. The main focus will be on the various kinds
of phenomena occurring in self-driven many-particle
systems and the conditions under which they appear. I
shall start with the subject of one-dimensional vehicle
traffic and continue with two-dimensional pedestrian
traffic and three-dimensional air traffic by birds.

Those physicists who do not feel comfortable with
such systems may instead imagine special kinds of
granular, colloidal, or spin systems driven by gravita-
tional or electrical forces, or imagine particular systems
with Brownian motors (Hanggi and Bartussek, 1996; As-
tumian, 1997; Julicher, Ajdari, and Prost, 1997; Re-
imann, 2000). Moreover, I would like to encourage ev-
eryone to perform analogous experiments in these
related physical systems.

Despite the complexity of traffic with unknown, la-
tent, or hardly measurable human factors, physical traf-
fic theory is nonetheless a prime example of a highly
advanced quantitative description of a living system.
There is agreement between the theory and empirical
data not only on a qualitative but also on a semiquanti-
tative level (see Sec. IV.B.1). Moreover, there are even
“natural constants” of traffic, emerging from nonlinear
vehicle interactions; see Sec. IV.A.5. But, before getting
into all this, I would like to mention some other inter-
esting (self-)driven many-particle systems loosely re-
lated to traffic.

E. Particle hopping models, power-law scaling, and self-
organized criticality

Many-particle systems in equilibrium can be well un-
derstood with methods from thermodynamics (Keizer,
1987) and statistical physics (Uhlenbeck and Ford, 1963;
Landau and Lifshits, 1980; Ma, 1985; Klimontovich,
1986; Huang, 1987). Two examples are phase transitions
between different aggregate states of matter like vapor,
water, and ice, or the magnetization of spin systems
composed of many “elementary magnets.” It is known
that the phase transition of disordered many-particle
systems with short-range interactions into states with
long-range order is easier in higher dimensions, because
of the greater number of neighbors with which to inter-
act. Often there is a certain upper dimension above
which the system can be described by a mean-field ap-
proach so that the fluctuations can be neglected. For
lower-dimensional spaces, one can usually develop ap-
proximate theories for the influence of noise by means
of suitable expansions and renormalization-group treat-
ments based on scaling arguments. These give universal
power-law scaling exponents for the (critical) behavior
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of the system close to the phase-transition point (critical
point; Stanley, 1971; Domb and Green, 1972-1976; Ma,
1976; Hohenberg and Halperin, 1977; Stinchcombe,
1983; Domb and Lebowitz, 1983-2000; Voss, 1985;
Schuster, 1988). In nonequilibrium systems, one can fre-
quently find self-organized criticality (Bak et al., 1987,
1988; Bak, 1996) and fractal properties (Mandelbrot,
1983; Family and Vicsek, 1991; Vicsek, 1992; Barabasi
and Stanley, 1995). Self-organized criticality means that
the respective system drives itself to the critical point,
which is normally characterized by long-range correla-
tions and scale-free power laws in analogy to thermody-
namics.

In the considered many-particle systems, there is of-
ten also a certain lower dimension below which the sys-
tem is always disordered because of the small number of
neighbors. For example, it is known that neither ferro-
magnetic nor antiferromagnetic order is possible in one-
dimensional equilibrium spin systems (Mermin and
Wagner, 1966). The discovery that the situation can be
very different in driven nonequilibrium spin systems has
initiated intense research activity regarding the phase
transitions in one-dimensional driven diffusive systems
far from equilibrium. It turns out that many properties
of equilibrium systems can be generalized to nonequilib-
rium systems, but others cannot.

By means of particle hopping models, it has been pos-
sible to gain a better understanding of directed percola-
tion (Domany and Kinzel, 1984), spontaneous structure
formation (Vilfan et al., 1994), spontaneous symmetry
breaking (Evans et al., 1995), the roughening transition
in certain growth processes (Alon et al., 1996), the non-
equilibrium wetting transition (Hinrichsen et al., 1997),
and phase separation (Evans et al., 1998; Helbing, Muka-
mel, and Schutz, 1999). Nevertheless, for these nonequi-
librium transitions there is still no general theory avail-
able that would be of comparable generality to that of
equilibrium thermodynamics or statistical physics. For
further reading, I recommend the books by Spohn
(1991), Schmittmann and Zia (1995, 1998), Derrida and
Evans (1997), Liggett (1999), and Schutz (2000a).

Note that the above-mentioned models usually as-
sume a random sequential (asynchronous) update, i.e.,
the state of each particle is randomly updated after an
exponentially distributed waiting time A¢. However, it is
known that this is not realistic for traffic systems, which
rather require a parallel (synchronous) update of the ve-
hicle locations (Schreckenberg et al., 1995), as in other
flow problems. To reflect driver reaction to a change in
the traffic situation, it is common to update the vehicle
speeds synchronously as well. However, it would also be
interesting to check out a random sequential velocity
update, as some models of spatio-temporal interactions
in social systems show artifacts if updated in parallel
(Huberman and Glance, 1993). For example, a parallel
update excludes dynamic attainment of certain states
(Schadschneider and Schreckenberg, 1998), which are
called paradisical or Garden of Eden states (Moore,
1962).
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The only particle hopping model I shall discuss here is
the asymmetric simple exclusion process.” For overviews
see Spohn (1991), Schmittmann and Zia (1995, 1998),
Liggett (1999), and Schiuitz (2000a). Here, I shall discuss
only the totally asymmetric simple exclusion process
(TASEP). This model is defined by L sites j of a one-
dimensional lattice, which can be either empty (corre-
sponding to the occupation number n;=0) or occupied
by one particle (n;=1). The particle locations and occu-
pation numbers are updated after every time step At.
When updated, a particle in cell j hops to the right
neighboring cell (j+1) with probability ¢, if this is
empty; otherwise it stays in cell j. The total rate of mo-
tion to the right is therefore given by gn;(1—n;,)/At.
The boundaries are characterized as follows: A particle
enters the system at the left-most cell j=1 with probabil-
ity q, if this is empty. Moreover, a particle in the right-
most cell j=L leaves the system with probability ¢; .
This corresponds to particle reservoirs at the boundaries
which can be described by constant occupation prob-
abilities ny=qy/q and n;1=(1—q,;/q). Although it
requires enormous effort, the stationary states and even
the dynamics of a TASEP can be analytically deter-
mined. For this, one has to solve the corresponding mas-
ter equation (see Secs. III.C.3 and IIL.D.1).

F. Active Brownian particles

Like ordinary Brownian particles, active Brownian
particles perform a random walk. However, they are not
only reactive to an external potential U(x,t), but also
driven by an internal energy reservoir (“pumped par-
ticles”) or can actively change the potential U(x,t) while
moving (“active walkers”). Therefore I have recently
suggested calling them Brownian agents. For an over-
view see Schweitzer (2001).

1. Pumped Brownian particles

Schweitzer, Ebeling, and Tilch (1998) suggest a model
describing how self-driven particles may take up and
consume the internal energy behind their driving force.
Their model corresponds to Eq. (2) with the specifica-
tions F,3=0 (i.e., no direct interactions), but Fy(x,(?)) is
replaced by the expression —VU(x,)+ vE  (1)v,(t),
where the first term is an external potential force and
the last term an internal driving force (7 being the fric-
tion coefficient). The dimensionless (scaled) energy res-
ervoir E,(t) is assumed to follow the equation

dE (1) ,
= 0y )~ e HdIV(OPIE(0).  (5)

ZParticularly relevant contributions to this model go back to
the work of Spitzer (1970), Liggett (1975), Domany and Kinzel
(1984), Katz et al. (1984), Liggett (1985), Krug (1991), Derrida
et al. (1992, 1993), Janowski and Lebowitz (1992), Schutz and
Domany (1993), Ferrari (1994), Stinchcombe and Schitz
(1995a, 1995b), Kolomeisky et al. (1998), and Schutz (1998).
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Herein Q(x) reflects the exploitation rate of energy re-
sources, while the last term describes the energy con-
sumption rate, which grows quadratically with the speed
(c and d being suitable parameter values). If the relax-
ation of this energy equation is fast, we can approximate
the driving term by

va(t)€e(t) _ 2 g (=L Qo(%a(1)Val1)

my ctd[v(N]*

so that the internal driving and the dissipative friction
together can be represented by an active friction coeffi-
cient y'(v)=9[1—Qy/(c+dv?)]. Moreover, the driv-
ing direction e’(¢) is given by the normalized actual ve-
locity e, (t)=v,(t)/|v,(¢)||, and the desired velocity
v%(¢) depends on the speed as well: v%(1)
=Qllva()|/{c+d[v,(t)]?}=0. Notice that particle «
takes up energy only when it moves with some finite
speed v, (1) =|v,(1)[#0 (i.e., exploits its environment).
Therefore, in the absence of a potential U(x,t), we find
the stationary solution v,=v%=0. However, this is
stable only under the condition 7,yQ,<cm,. Other-
wise, particle « will spontaneously start to move with
average speed

0 (Ton C>1’2

Ta

my,d d ©)
Depending on Qy(x) and U(x), this spontaneous mo-
tion displays interesting dynamics such as limit cycles,
deterministic chaos, or intermittency (Schweitzer, Ebel-
ing, and Tilch, 1998; see also Chen, 1997). It also allows
the particles to climb potential hills, e.g., in a periodic
ratchet potential U(x) (Schweitzer et al., 2000).

Vo=0,=

2. Dissipative Toda and Morse chains

Toda and Morse chains are particles coupled to a heat
bath and moving on a ring with particular asymmetrical
springs among neighbors, which are described by nonlin-
ear Toda or Morse potentials U’(xz—x,) (Bolterauer
and Opper, 1981; Toda, 1983; Jenssen, 1991; Ebeling and
Jenssen, 1992; Dunkel et al., 2001). Assuming pumped
particles with an active friction coefficient y’(v) similar
to that described in the previous paragraph, Ebeling
et al. (2000) have found interesting dynamical patterns
for overcritical pumping. These include uniform rota-
tions, one- and multiple-soliton-like excitations, and
relative oscillations. For Morse potentials, one also ob-
serves clustering effects reminiscent of jamming
(Dunkel et al., 2001).

3. Active walker models

By modifying their environment locally, active walkers
have indirect interactions with each other, which may
lead to the formation of global structures. The versatility
of this concept for the description of physical, chemical,
biological, and socioeconomic systems is discussed by
Schweitzer (2001). For example, a simple model is given
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by madv,/dt=[—VU(X,,t)— yv,(t)+&,(t)], while
changes of the environmental potential U(x,t) are de-
scribed according to

% =~ Box—x,(1)—CU(x.1)

+DAU(x,t).

Here, C and D are constants, and §(x—x,) denotes the
Dirac delta function, giving contributions only at x
=x,. Therefore the first term on the right-hand side
reflects particles « leaving attractive markings at their
respective locations x,. The last term describes a diffu-
sion of the field U(x,?) (e.g., a chemical one), and the
previous term its decay.

The result of the dynamics is a spatial agglomeration
process. While in the first stage one finds the emergence
of localized clusters at random locations, the clusters
eventually merge with each other, resulting in one big
cluster. The growth and competition of these clusters
can be described by an Eigen-Fisher-like selection equa-
tion (Fisher, 1930; Eigen, 1971; Eigen and Schuster,
1979; Schweitzer and Schimansky-Geier, 1994).

4. Pattern formation of bacterial colonies

In 1994, Eshel Ben-Jacob et al. proposed a communi-
cating walker model for the beautiful pattern formation
in certain bacterial colonies (for reviews see Ben-Jacob,
1997; Ben-Jacob et al., 2000). This model takes into ac-
count the consumption, diffusion, and depletion of food,
multiplication under good growth conditions, and the
transition to an immobile spore state under starvation,
as well as the effect of chemotaxis, i.e., the attractive or
repulsive reaction to self-produced chemical fields. The
model allows one to reproduce the observed growth pat-
terns of bacterial colonies as a function of the nutrient
concentration and the agar concentration determining
the mobility of the bacteria. The same bacterial patterns
have recently been reproduced by means of a macro-
scopic reaction-diffusion model (Golding et al., 1998).
The formation of the observed dendritic structures is
due to a diffusion instability (Ben-Jacob, 1993, 1997).

5. Trail formation by animals and pedestrians

Another example of an active walker model is the
observed formation of trunk trail systems by certain ant
species, which is also based on chemotaxis. It can be
modeled by two kinds of chemical markings, one of
which is dropped during the search for food, while the
other is dropped on the way back to the nest of the ant
colony (Schweitzer et al., 1997). Other models for ant-
like swarm formation have been developed by Deneu-
bourg et al. (1989) and Bonabeau (1996).

Further kinds of active walker models have been pro-
posed for the self-organization of trail systems by pedes-
trians or animals, where the markings correspond to
“footprints” or other kinds of modifications of the
ground that make it more comfortable to walk (Helbing,
Keltsch, and Molnar, 1997; Helbing, Schweitzer, et al.,
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FIG. 1. Schematic representation of a human trail system
(black solid lines) evolving between four entry points and des-
tinations (solid circles) on an initially homogeneous ground.
When the frequency of trail usage is small, the direct path
system (consisting of the four paths along the edges and the
two diagonal connections) is too long to be maintained in com-
petition with the regeneration of the vegetation. Here, by bun-
dling of trails, the frequency of usage becomes large enough to
support the depicted trail system. It corresponds to the optimal
compromise between the diagonal paths and those along the
edges, supplying maximum walking comfort at a minimal de-
tour of 22% for everyone, which is a fair solution. After Hel-
bing, Keltsch, and Molnar, 1997; Helbing, Schweitzer, et al.,
1997; Helbing, 1998b; Helbing and Vicsek, 1999; Helbing, Mol-
nar, et al., 2001.

1997; Helbing, 1998c¢). Interestingly enough, the model
yields fair solutions and optimal compromises between
short and comfortable ways; see Fig. 1 (Helbing, 1998c;
Helbing and Vicsek, 1999). The corresponding computer
simulations are therefore a valuable tool for developing
optimized pedestrian facilities and way systems.

G. Vehicle and pedestrian traffic

The next sections will focus mainly on unidirectional
freeway traffic, but bidirectional traffic and two-
dimensional city traffic are briefly sketched as well. I
shall start with an overview of the most important em-
pirical findings. Then, I shall discuss the different mod-
eling approaches, starting with one-lane traffic of identi-
cal vehicles and then adding more and more details
including heterogeneous traffic on multilane roads. Fi-
nally, I shall discuss two-dimensional pedestrian traffic
and three-dimensional flocks of birds.

Il. EMPIRICAL FINDINGS FOR FREEWAY TRAFFIC

As physics deals with phenomena in our physical
world, a physical theory must face comparison with em-
pirical data. A good theory should not only reproduce
all the empirically known properties of a system, but it
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should also make predictions allowing us to verify or
disprove the theory. To gain an overview of data analy-
ses, I recommend the review articles and books by Ger-
lough and Huber (1975), Koshi ef al. (1983), the Trans-
portation Research Board (1985), May (1990), Daganzo
(1997a, 1999a, 1999b), Bovy (1998), and Kerner (1998b,
1998c, 1999a, 1999b, 2000a, 2000b).

A. Measurement techniques

Probably the most refined technique for gathering em-
pirical data on traffic is based on aerial photography or
video recordings, allowing us to track the trajectories of
many interacting vehicles and even their lane-changing
maneuvers (Treiterer and Taylor, 1966; Treiterer and
Myers, 1974). Another method suitable for experimental
investigations uses car-following data. Depending on the
equipment of the cars, it is possible to determine the
location and speed, possibly the acceleration and clear-
ance (the net or netto distance), and sometimes even
lane-changing maneuvers of the equipped car or of a
following vehicle (see, for example, Koshi et al., 1983;
Bleile, 1997, 1999; Manstetten et al., 1997).

However, most data are obtained by detectors located
at certain cross sections x of the freeway. For example,
single induction-loop detectors measure the numbers
AN of crossing vehicles a during a certain sampling in-
terval AT as well as the times ¢ and ¢\ when a vehicle «
reaches and leaves the detector. This facilitates the de-
termination of the fime headways (the gross or brutto
time separations)

0_,0
Ata=(ta—ta,1)

and the time clearances (netto time separations) ¢
—t! | including their respective distributions, as well as
the vehicle flow

AN
Q(x.0=%x7 (7)

and the time occupancy O (x,t) =3 (¢}, —1°)/AT (where
ap<a<ay+AN and «, denotes the last vehicle before
the sampling interval begins). The newer double
induction-loop detectors additionally measure the ve-
hicle velocities v, and the vehicle lengths /,,, allowing us
to estimate the headways (brutto distances) d,=v ,At,
(assuming constant vehicle speeds) and the clearances
(netto distances) s,=(d,—,_1). The velocity measure-
ments are normally used to obtain the (arithmetic) aver-
age velocity
apgtAN

V)=(va)= 35 2 Ve ®)

but the velocity variance

0(x,0)={[Va= (V)] ={(v)?) = (v a)? )

and the local velocity distribution may be determined as
well. The vehicle density p(x,t) is often calculated via
the fluid-dynamic equation (46), ie., p(x,t)
=Q(x,t)/V(x,t). Another method is to relate the den-
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FIG. 2. Empirical velocity-density relations for different defi-
nitions of the average velocity. Symbols represent averages of
one-minute data determined via the harmonic velocity formula
V=1/1/v ), while the solid line is a fit function to the velocity
averages determined via the conventionally applied arithmetic
formula V=(v,). After Helbing, 1997a.

sity with the time occupancy, as in the formula p(x,t)
=0(x,t)/[[L(x,t)+Lp], where L(x,t) is the average
vehicle length during the measurement interval and L p
the detector length (i.e., the loop extension) in the driv-
ing direction (May, 1990).

The problem with the above measurement methods is
that the velocity distribution measured over a time inter-
val AT differs from that measured on a freeway section
of length AX. In other words, temporal and spatial av-
eraging yield different results, since fast vehicles cross a
section of the freeway more frequently than slow ones,
which is intuitive for a periodically closed multilane
freeway with fast and slow lanes. The problem with de-
termining the empirical density via the formula p
=Q/V is that it mixes a temporal average (the flow)
with a spatial one (the density). This can be compen-
sated for by the harmonic average velocity V(x,t) de-
fined by

1 /1
Vix,r) \vg/’ (10)

giving a greater weight to small velocities (Gerlough and
Huber, 1975; Leutzbach, 1988). Using Eq. (10) instead of
the commonly applied equation (8) together with the
relation p=Q/V results in similarly shaped velocity-
density relations, but the density range is much higher
(see Fig. 2). Moreover, the velocity and flow values at
high densities are somewhat lower. The disadvantage of
Eq. (10) is its great sensitivity to errors in the measure-
ment of small velocities v, .

B. Fundamental diagram and hysteresis

Functional relations between the vehicle flow Q(x,t),
the average velocity V(x,t), and the vehicle density
p(x,t) or occupancy O (x,t) have been measured for de-
cades, beginning with Greenshields (1935), who found a
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linear velocity-density relationship. The name funda-
mental diagram is mostly used for some fit function

Q.(p)=pV.(p) (11)

of the empirical flow-density relation, where V,(p)
stands for the fitted empirical velocity-density relation
(see Fig. 2), which is monotonically falling: dV,(p)/dp
=<(. Most measurements confirm the following features:

(i) At low densities p, there is a clear and quasi-one-
dimensional relationship between the vehicle flow
and the density. It starts almost linearly and is
bent downwards. The slope at low densities corre-
sponds to the average free velocity V), which can
be sustained at finite densities as long as there are
sufficient possibilities for overtaking. That is, the
velocity-density relation of a multilane road starts
horizontally, while it tends to have a negative
slope on a one-lane road.

(i) With growing density, the velocity decreases
monotonically, and it vanishes together with the
flow at some jam density pj,y, which is hard to
determine because of the above-mentioned mea-
surement problems. Estimates by different re-
searchers from various countries extend from 120
to 200 vehicles per kilometer and lane, but values
between 140 and 160 vehicles per kilometer are
probably most realistic.

(iii) The vehicle flow has one maximum Q. at me-
dium densities.

(iv) The empirical flow-density relation is discontinu-
ous and looks comparable to a mirror image of
the Greek letter lambda. The two branches of this
reverse lambda are used to define free low-
density and congested high-density traffic (see, for
example, Koshi et al., 1983; Hall et al., 1986; Neu-
bert, Santen, et al., 1999; Kerner, 2000a; see also
Edie and Foote, 1958). In congested traffic, the
average vehicle velocity is significantly lower than
in free traffic. Therefore the free and congested
part of the flow-density relation can be approxi-
mately separated by a linear flow-density relation
pVep, Where V., is the average velocity below
which traffic is characterized as congested.
Around this line, the density of data points is re-
duced [see Fig. 3(a)]. The reverse-lambda-like
structure of the flow-density data implies several
things: First, we have a discontinuity at some criti-
cal density p. (Edie, 1961; Treiterer and Myers,
1974; Ceder and May, 1976; Payne, 1984), which
has led researchers (Dillon and Hall, 1987; Hall,
1987; Gilchrist and Hall, 1989; Persaud and Hall,
1989) to relate traffic dynamics with catastrophe
theory (Thom, 1975; Zeeman, 1977). Second,
there is a certain density region p.<p=<p., with
Po2=Peor > IN Which we can have either free or con-
gested traffic, which points to hysteresis (Treiterer
and Myers, 1974). The tip of the lambda corre-
sponds to high-flow states of free traffic (in the
passing lanes), which can last for many minutes
(see, for example, Cassidy and Bertini, 1999).
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FIG. 3. Empirical time series of the hysteretic breakdown of
traffic flow plotted (a) as a function of the density and (b) as a
function of the time. High-flow states are observed only shortly
before the breakdown of traffic. Note that, immediately after
the breakdown, the flow drops temporarily below the typical
bottleneck flow (see Persaud et al., 1998; Cassidy and Bertini,
1999). While free traffic is characterized by a quasi-one-
dimensional flow-density relationship, in the congested regime
the flow-density data are widely scattered. The free and con-
gested traffic regimes can be separated by a line pV,; here

we have chosen V., =70 km/h.

However, these are not stable, since it is only a
matter of time until a transition to the lower, con-
gested branch of the lambda takes place (Persaud
et al., 1998; see also Elefteriadou et al., 1995). The
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FIG. 4. Probability of breakdown of free traffic as a function
of the flow for different waiting times. After Persaud et al.,
1998.



1076 Dirk Helbing: Traffic and related self-driven many-patrticle systems

transition probability from a free to a congested
state within a long time interval is 0 below the
flow Q.1=0.(p.;) and 1 above the flow Q.,
=Q0.(ps2)- Between Q. and Q,,, it is monotoni-
cally increasing; see Fig. 4 (Persaud et al., 1998).
The transition from congested to free traffic does
usually not go back to high-flow states, but to
flows Q.(p) belonging to densities p<p,,, typi-
cally around p.;. The high-flow states in the den-
sity range p.<p<p, are only metastable
(Kerner and Rehborn, 1996b, 1997, Kerner,
1998b, 1999a, 1999b, 1999c, 2000a, 2000b).

(v)  The flow-density data in the congested part are
widely scattered within a two-dimensional area
(see, for example, Koshi ef al., 1983; Hall et al.,
1986; Kuhne, 1991b). This complexity in traffic
flow is usually interpreted as an effect of fluctua-
tions, of jam formation, or of an instability of ve-
hicle dynamics. The scattering is reduced by in-
creasing the sampling interval AT of the data
averaging (Leutzbach, 1988).

(vi) By removing the data belonging to wide moving
jams (see Fig. 20 below), Kerner and Rehborn
(1996b) could demonstrate that the remaining
congested traffic data still display a wide and two-
dimensional scattering [see Fig. 3(a)], thereby
questioning the applicability of a fundamental
diagram and defining the state of synchronized
flow [“synchronized” because of the typical syn-
chronization between lanes in congested traffic—
see Fig. 15(a)—and “flow” because of flowing in
contrast to standing traffic in fully developed
jams]. Therefore Kerner suggests classifying three
phases (see Sec. IV.A.6):

e free flow,

e synchronized flow (see Secs. II.C, IL.D, and
IL.E.2 for details), and

e wide moving jams (moving jams whose longitu-
dinal extension is considerably longer than their
jam fronts).?

A wide moving jam propagates through free or
synchronized flow and through bottlenecks with
constant (phase) velocity (Kerner, 2000a, 2000b).
In contrast, the downstream front of synchronized
flow is normally fixed at the location of some
bottleneck, e.g., an on-ramp. In initially free flow,
two types of transitions are observed: either to
synchronized flow or to a wide moving jam. Both
of them appear to be first-order phase transitions
accompanied by different hysteresis and nucle-
ation effects (Kerner and Rehborn, 1997; Kerner,
1998a, 1999a, 2000c).

3The nonspecialist might find it more intuitive to refer to such
jams as “long moving jams.” However, the term “wide moving
jam,” introduced by Kerner, has become part of the technical
vocabulary in the field. Width in this case is measured by an
observer next to the highway and applies to the longitudinal
extension along the road.
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FIG. 5. Homogeneous-in-speed states scattered around a line
through the origin, indicating constant speeds. The data are
typical for “recovering traffic” at cross sections located down-
stream of a bottleneck, where congested traffic relaxes to free

traffic.

(vii)

(viii)

The slopes S8T(1)=[Q(x,t+AT)—Q(x,1))/
[p(x,t+AT)—p(x,t)] of the lines connecting suc-
cessive data points are always positive in free traf-
fic. In synchronized flow, however, they erratically
take on positive and negative values, reflecting a
complex spatiotemporal dynamics (Kerner and
Rehborn, 1996b). This erratic behavior is quanti-
tatively characterized by a weak cross correlation
between flow and density (Neubert, Santen, et al.,
1999). Banks (1999) showed that it could be inter-
preted as a result of random variations in the time
clearances (partly due to acceleration and decel-
eration maneuvers in unstable traffic flow). These
variations are, in fact, very large [see Fig. 6(b)].
Banks points out that, if drivers would keep a safe
clearance s*(v)=s'+ Tv in congested traffic, the
flow would grow with decreasing (effective) safe
time clearance T according to

_ 1
Qe(p) - 7—,

1--° ) (12)
Pjam

where s’ denotes the minimum rear-to-front dis-
tance kept and pjo,=1/I"=1/(l+s"), the jam den-
sity with the (average) minimum space require-
ment /' =(/+s"). Simplifying his argument, in the
congested regime positive slopes can result from a
reduction in the safe time clearance T with grow-
ing density, while negative slopes normally corre-
spond to a reduction in the speed. Hence the
slopes S27 (1) do not necessarily have the mean-
ing of a wave propagation speed.

The flow-density data depend on the measure-
ment cross section. While the congested branch is
very pronounced upstream of a bottleneck, that
is, in the traffic flowing towards it, it is virtually
not present far downstream of it, that is, in the
traffic that has proceeded past it. However, imme-
diately downstream of a bottleneck, one finds a
positively sloped congested area slightly below
the free branch (homogeneous-in-speed states). It
looks similar to the upper part of the free branch,
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FIG. 6. Empirical time-headway distributions for different ve-
hicle densities and traffic regimes: (a) Due to the larger pro-
portion of long vehicles (see Sec. IL.F), the time-headway dis-
tribution is broader in the right lane than in the left one; (b)
before the breakdown of free traffic flow, the time-headway
distribution is particularly narrow; afterwards it becomes wide.
After Tilch and Helbing, 2000.

but with a somewhat lower desired velocity. I sug-
gest that this indicates a transition to free traffic
along a portion of the road [see Figs. 5 and 42(b)]
and that this recovering traffic already bears some
signatures of free traffic (see also Persaud and
Hurdle, 1988; Hall ef al., 1992). For example, on-
ramp flows just add to the flows on the freeway,
which may produce states with high flows
(Kerner, 2000b). Some observations, however,
question the interpretation of homogeneous-in-
speed states as recovering traffic, since they can
extend over stretches of more than 3 km (Kerner,
1999a).

C. Time headways, headways, and velocities

Time headways show an astonishing individual varia-
tion, supporting Banks’s theory discussed above. When
distinguished for different density ranges, time-headway
distributions have an interesting property. It turns out
that the distribution becomes sharply peaked around ap-
proximately 1 s for densities close to congestion (Smul-
ders, 1990; Hoogendoorn and Bovy, 1998; Neubert,
Santen et al., 1999). For lower and higher densities, the
distribution is considerably broader; see Fig. 6 (Tilch
and Helbing, 2000). This indicates that congestion is an
overcritical phenomenon occurring when the maximum
efficiency in terms of time headways (related to high-
flow states) cannot be supported any longer. One may
conclude that the effective time clearance has then
reached the safe time clearance T,. A further increase
in the density forces a reduction in the speed, which
automatically increases the time headway At¢,=(T,
+1!/v,), even if the effective clearance remains T, (see
Banks, 1991b).

The distribution of vehicle headways d,=v ,At, can
be determined as well, but it is always surprisingly broad
(see Fig. 7). Therefore Bleile (1999) suggests considering
this by an individual distance scaling of the velocity-
clearance relation.
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FIG. 7. The distribution of vehicle distances d is rather broad
at all densities p, although the average vehicle distance de-
creases with the inverse density 1/p. After Tilch and Helbing,
2000.

What are the reasons for the wide scattering of time
headways and clearances, apart from driver-dependent
preferences? By detailed investigations of clearance-
over-speed relations, Koshi ef al. (1983) have observed
that vehicles keep larger distances in real congested traf-
fic than in free traffic or (undisturbed) congested traffic
under experimental conditions (see Fig. 8).

Plotting the speed over the vehicle distance, one can
find a density-dependent reduction of the speed (see Fig.
9), which has been called the “frustration effect.” In my
opinion, this is partly an effect of a reduction in the
vehicle speed with decreasing distance due to safety re-
quirements, combined with the wide distance scattering
illustrated in Fig. 7 (Tilch and Helbing, 2000). Another
relevant factor is the influence of the relative velocity
Av on driver behavior (Bleile, 1997, 1999). The average
clearances of vehicles that are driving faster or slower
than the respective leading vehicles are naturally in-
creased compared to vehicles driving at the same speed;
see Fig. 10 (Neubert, Santen, et al., 1999; Tilch, 2001). In
summary, driver behavior is influenced not only by the
clearance to the next car, but also by the relative velocity
and the driver velocity (Koshi et al., 1983; Bleile, 1997,
1999; Manstetten et al., 1997; Dijker et al., 1998; Neu-
bert, Santen, et al., 1999).

Note that the relative velocity in congested traffic is
oscillating because of the instability of traffic flow; see
Fig. 11 (Hoefs, 1972; Helbing and Tilch, 1998). As a con-
sequence, the relative velocity variance 6, as compared
to the average velocity V, is considerably higher in con-
gested than in free traffic (see Figs. 12 and 17). I suggest
that this, together with the factors mentioned in the pre-
vious paragraph, may explain the empirical relations de-
picted in Fig. 9. If this is confirmed, one may drop the
assumption of driver frustration in congested traffic.

Measurements of velocity distributions for traffic with
a small fraction of trucks are in good agreement with a
Gaussian distribution; see Fig. 13 (Pampel, 1955; Leong,
1968; May, 1990). However, if the sampling intervals AT
are taken too large, one may also observe bimodal dis-
tributions (Phillips, 1977; Kuhne, 1984a, 1984b), reflect-
ing a transition from free to congested traffic. As ex-
pected for a Gaussian distribution, one-minute averages
of single-vehicle data for the skewness ((v,—V)3)/6*?
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FIG. 8. Average vehicle distances d as a function of individual
vehicle velocity v, shown separately for time intervals with
free and congested traffic, according to the classification intro-
duced in Fig. 3(a). Vehicles keep increased distances in con-
gested traffic flow (dashed line) upstream of a bottleneck (a),
but not in an undisturbed section (b) far enough away from it.
The dashed and solid lines are fit curves in order to guide the
eyes. After Tilch and Helbing, 2000 (note the related studies
by Koshi et al., 1983; Dijker et al., 1998).

and the kurtosis [{(v,—V)*)/6*—3] are scattered
around the zero line (Helbing, 1997a, 1997¢, 1997e,
1998a).

Like the velocity distribution itself, the higher-velocity
moments are sensitive to the choice of the sampling in-
terval AT. Large values of AT may lead to peaks in the
variance # when the average velocity V changes
abruptly. The additional contribution can be estimated
as [dV(x,t)/dt]>(AT)?/4, where the overbar indicates a
time average over the sampling interval (Helbing, 1997a,
1997b, 1997e). One-minute data of the variance 6 are
more or less monotonically decreasing with the vehicle
density (see Fig. 14), while five-minute data have
maxima in the density range between 30 and 40 vehicles
per kilometer and lane, indicating particularly unstable
traffic (Helbing, 1997a).

Note that the average 0=3,p,6,/(3,;p;) of the velocity
variances 6; in the different lanes i is lower by an
amount of ((V;,—V)?) than the velocity variance evalu-
ated over all lanes, which is particularly important at low
densities p;. This is due to the different average veloci-
ties V; in the neighboring lanes. For a two-lane highway,
the difference in average speeds decreases almost lin-
early up to a density of 35 to 40 vehicles per kilometer,
while it fluctuates around zero at higher densities; see
Fig. 15(a) (Helbing, 1997a, 1997b; Helbing et al., 2001b).
This reflects a synchronization of the velocities V;(x,t)
in neighboring lanes in congested traffic, in both wide
moving jams and synchronized flow (Koshi et al., 1983;
Kerner and Rehborn, 1996b; for reduced speed differ-
ences in congested traffic see also Edie and Foote, 1958;
Forbes et al., 1967; Mika et al., 1969). However, accord-
ing to Figs. 15(b) and 15(c), there is a difference be-
tween the speeds of cars and of long vehicles (trucks),
which indicates that vehicles can still sometimes over-
take, apart from a small density range around 25 ve-
hicles per kilometer, where cars move as slowly as trucks
(Helbing and Huberman, 1998). However, direct mea-
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FIG. 9. Average vehicle velocities v as a function of the head-
ways d =v At for various density regimes, shown separately for
free traffic (f) and congested traffic (c) in (a) the left and (b)
the right lane for a cross section upstream of a bottleneck.
Headways of less than 5 m are due to measurement errors. The
dependence of the v(d) relation on the vehicle density and
traffic regime is called the frustration effect (see also Brilon and
Ponzlet, 1996). From Tilch and Helbing, 2000; note the related
study by Neubert, Santen, et al., 1999.

surements of the number of lane changes or of overtak-
ing maneuvers as a function of the macroscopic vari-
ables are rare (Sparmann, 1978; Hall and Lam, 1988;
Chang and Kao, 1991). It would be particularly interest-
ing to look at the dependence of lane-changing rates on
the difference in velocities among lanes.

D. Correlations

In congested traffic, the average velocities in neigh-
boring lanes are synchronized; see Fig. 16 (Mika et al.,
1969; Koshi et al., 1983; see also Kerner and Rehborn,
1996b, for the complex features of synchronized flow).
The synchronization is probably a result of lane changes
to the faster lane, until the speed difference is equili-
brated (for recent results see, for example, Lee et al.,
1998; Shvetsov and Helbing, 1999; Nelson, 2000). This
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FIG. 10. Empirical clearance s=(d—1/) as a function of the
relative velocity Av, for free traffic (f) and congested traffic
(c) in different density regimes. The clearance is minimal for
identical vehicle velocities. From Tilch, 2001, after Neubert,
Santen, et al., 1999.
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FIG. 11. Measured oscillations of the relative velocity Av
around Av =0 and of the clearance s=(d —/) (cf. Hoefs, 1972),
indicating an instability in car-following behavior. After Hel-
bing and Tilch, 1998.

equilibration process leads to a higher vehicle density in
the so-called “fast” lane, which is used by fewer trucks
(see, for example, Hall and Lam, 1988; Helbing, 1997a,
1997b). Nevertheless, density changes in congested
neighboring lanes are correlated as well. Less under-
stood and therefore even more surprising is the approxi-
mate synchronization of the lane-specific velocity vari-
ances 6; over the whole density range; see Fig. 16(b)
(Helbing, 1997a, 1997b, 1997e). It may be a sign of adap-
tive driver behavior.

Correlations are also found between the density and
flow or average velocity. At low densities, there is a
strong positive correlation with the flow, which is re-
flected by the almost linear free branch of the funda-
mental diagram. In contrast, at high densities, the veloc-
ity and density are strongly anticorrelated (see Fig. 16)
because of the monotonically decreasing velocity-
density relation (see Fig. 2). The average velocity and

1.6 v
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FIG. 12. Empirical standard deviation y/6() of vehicle veloci-
ties divided by the average velocity V(z), as a function of time.
The relative variation /6(r)/V(¢) is particularly large during
the rush hour, when traffic is congested. This reflects oscilla-
tions in following behavior due to unstable traffic flow (cf. Fig.
11) and implies that measurements of average velocities V are
unreliable in the congested traffic regime. From Tilch, 2001.
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FIG. 13. Comparison of empirical velocity distributions at dif-
ferent vehicle densities p (solid curves) with frequency poly-
gons of grouped normal distributions having the same mean
value and variance (dashed curves). A significant deviation is
observed only for p=40 veh./km/lane, probably because of the
instability of traffic flow. After Helbing, 1997a, 1997c, 1997e,
1998a.

variance are positively correlated, since both quantities
are related via a positive but density-dependent prefac-
tor; see Fig. 17 (Helbing, 1996b, 1997a, 1997c; Shvetsov
and Helbing, 1999; Treiber et al., 1999; Helbing et al.,
2001a, 2001b).

Finally, it is interesting to look at the velocity correla-
tions among successive cars. Neubert, Santen, et al
(1999) have found a long-range velocity correlation in
synchronized flow, while in free traffic vehicle velocities
are almost statistically independent. This finding is
complemented by results from Helbing et al. (2001b);
see Fig. 18. The observed velocity correlations may be
interpreted in terms of vehicle platoons (Wagner and
Peinke, 1997). Such vehicle platoons have been tracked
by Edie and Foote (1958) and Treiterer and Myers
(1974).
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FIG. 14. Density-dependent standard deviation /@ of vehicle
velocities in a single lane of the freeway: Fine dots, 1-minute
data; @, average values for a given density p. The velocity
variance € is more or less monotonically falling with increasing
density. The greater scattering above 30 vehicles per kilometer
indicates unstable traffic flows. After Helbing, 1997a, 1997b,
1997e.
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FIG. 15. Difference in average velocities: (a) Difference be-
tween the average velocity V,(p) in the left lane and V(p) in
the right lane as a function of the lane-averaged vehicle density
p. From Helbing et al., 2001b; see also Helbing, 1997a, 1997b;
Helbing et al., 2001a. (b),(c) Average velocities of cars and
trucks (short and long vehicles) in the left and the right lanes
as a function of the density. The difference between these em-
pirical curves shows a minimum around 25 vehicles per kilo-
meter, where cars are almost as slow as trucks. However, at
higher densities, cars are faster again, which shows that there
must be overtaking maneuvers in the congested density re-
gime. After Helbing and Huberman, 1998; Helbing, Hennecke,
et al., 2001b; Helbing, 2001.

E. Congested traffic
1. Jams, stop-and-go waves, and power laws

The phenomenon of stop-and-go waves (start-stop
waves) has been empirically studied by many authors,
including Edie and Foote (1958), Mika et al. (1969), and
Koshi et al. (1983). The latter have found that the parts
of the velocity profile that belong to the fluent stages of
stop-and-go waves do not significantly depend on the
flow (regarding their height and length), while their os-
cillation frequency does. Correspondingly, there is no
characteristic frequency of stop-and-go traffic, which in-
dicates that we are confronted with nonlinear waves.
The average duration of one wave period is normally
between 4 and 20 minutes for wide traffic jams (see, for
example, Mika et al., 1969; Kuhne, 1987; Helbing, 1997a,
1997c, 1997¢), and the average wavelength is between
2.5 and 5 km (see, for example, Kerner, 1998a). An
analysis of the power spectrum (Mika et al., 1969; Koshi
et al., 1983) points to white noise at high wave frequen-
cies w (Helbing, 1997a, 1997c, 1997¢), while a power law
o~ % with exponent ¢=1.4 is found at low frequencies
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FIG. 16. Comparison of the temporal evolution of different
aggregate (macroscopic) traffic variables on neighboring lanes
i upstream of a bottleneck: (a) The average velocities V,(?)
synchronize in the congested traffic regime during the rush
hours, and the densities p;(#) vary in a correlated manner. Be-
cause of the smaller truck fraction in the left lane, in free traf-
fice the speed is higher than in the right lane, while in con-
gested traffic the density is higher. (b) The standard deviations
V6,(t) of individual vehicle velocities always show a tendency
to be synchronized. If (and only if) the time interval of data
averaging is large (here it is 5 min), the variance shows peaks
due to sudden changes in the average velocity V;(¢). From
Helbing, 1997a, 1997b, 1997e.

(Musha and Higuchi, 1976, 1978). The latter has been
interpreted as a sign of self-organized criticality in the
formation of traffic jams (Nagel and Herrmann, 1993;
Nagel and Paczuski, 1995). That is, congested traffic
would drive itself towards the critical density p,, re-
flecting that it tries to reestablish the highest vehicle
density associated with free flow (see below regarding
the segregation between free and congested traffic and
Sec. IV.A.5 regarding the constants of traffic flow).
Based on evaluations of aerial photographs, Treiterer
and co-workers (1966, 1974) have shown the existence of
“phantom traffic jams,” i.e., the spontaneous formation
of traffic jams with no obvious reason such as an acci-
dent or a bottleneck (see Fig. 19). According to Da-
ganzo (1999a), the breakdown of free traffic “can be
traced back to a lane change in front of a highly com-
pressed set of cars,” which shows that there is actually a
reason for jam formation, but its origin can be a rather
small disturbance. However, disturbances do not always
lead to traffic jams, as del Castillo (1996a) points out.
Even under comparable conditions, some perturbations
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FIG. 17. The density-dependent variance prefactors A;(p;)
=0,(p;))/[Vi(p;)]? (reflecting something like squared relative
individual velocity variations) show significantly increased val-
ues in the congested traffic regime, which may be a result of
unstable traffic flow (see Figs. 11 and 12). The empirical data
can be approximated by fit functions of the form A;(p;)=A;
+AA; {1 +exp[—(pi—p.)/(0.5Ap;)]}, where A, and Ay
+AA; are the variance prefactors for free and congested traf-
fic, respectively, p,; is of the order of the critical density for the
transition from free to congested traffic, and Ap; denotes the
width of the transition. From Shvetsov and Helbing, 1999.

grow and others fade away, which is in accordance with
the metastability of traffic mentioned above (Kerner and
Konhauser, 1994; Kerner and Rehborn, 1996b, 1997;
Kerner, 1999c).

While small perturbations in free traffic travel down-
stream (ahead) with a density-dependent velocity C(p)
<V (Hillegas et al., 1974), large perturbations propagate
upstream, i.e., against the direction of the vehicle flow
(Edie and Foote, 1958; Mika et al., 1969). Some distur-
bances have been found to propagate without spreading
(Cassidy and Windover, 1995; Windower, 1998; Munoz
and Daganzo, 1999; see also Kerner and Rehborn,
1996a, and the flow and speed data reported by Foster,
1962; Cassidy and Bertini, 1999). The propagation veloc-
ity C in congested traffic seems to be roughly compa-
rable with a “natural constant.” In each country, it has a
typical value in the range Cy=15%5 km/h, depending
on the accepted safe time clearance and average vehicle
length (see, for example, Mika et al., 1969; Kerner and
Rehborn, 1996a; Cassidy and Mauch, 2001). Therefore
fully developed traffic jams can move in parallel over
long time periods and road sections. Their propagation
speed is not even influenced by ramps, intersections, or
synchronized flow upstream of bottlenecks; see Fig. 20
(Kerner and Rehborn, 1996a; Kerner, 2000a, 2000b).

Wide moving jams are characterized by stable wave
profiles and ‘“universal” parameters (Kerner and Reh-
born, 1996a). Apart from

(i)  the propagation velocity Cy, these are

(i)  the density pj,y inside of jams,

(iii) the average velocity and flow inside of traffic
jams, both of which are approximately zero,

(iv) the outflow Q, from jams (amounting to about
2/3 of the maximum flow reached in free traffic,
which probably depends on the sampling interval
AT),
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FIG. 18. Observed velocity correlations: (a) Velocity correla-
tion in synchronized flow as a function of the number of con-
secutive vehicles. The data indicate long-range correlations,
which are not observed in free traffic or for traffic variables
such as the time headway or headway. After Neubert, Santen
et al., 1999. (b) Correlation between the velocities of succes-
sive vehicles in the right lane as a function of the density (thin
solid, dashed, and dotted lines), determined from single-
vehicle data. As expected, the correlation coefficient is about
zero at small densities. It reaches a maximum at around 20 to
30 vehicles per kilometer, where the transition from free to
congested traffic occurs. Afterwards, it stays at a high level
(around 0.65). In the left lane (not displayed), the velocity
correlation is a little bit higher, probably because of the
smaller fraction of trucks (long vehicles). The correlation co-
efficient is not sensitive to the type of leading vehicle (car or
truck), but to that of the following vehicle, which is reasonable.
The heavy-dot-dashed line indicates that, even at small densi-
ties of 10 veh./km/lane, the velocity correlation between cars
depends strongly on the headway to the next vehicle ahead
and becomes almost one for very small headways. This is be-
cause different velocities would imply a high danger of acci-
dents. After Helbing, Hennecke, et al., 2001b.

(v)  the density p,, downstream of jams, if these are
propagating through free traffic (“segregation ef-
fect” between free and congested traffic). When
propagating through synchronized flow, the out-
flow QI of wide moving jams is given by the

out
i of the surrounding traffic (Kerner,

density piy
1998b).

The concrete values of the characteristic parameters
slightly depend on the accepted safe time clearances, av-

erage vehicle length, truck fraction, and weather condi-
tions (Kerner and Rehborn, 1998a).
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FIG. 19. Emergence of a “phantom traffic jam.” The depicted
vehicle trajectories were obtained by Treiterer and Myers
(1974) by aerial photography (reproduction after Leutzbach,
1988). Broken lines are due to lane changes. While the slopes
of the trajectories reflect individual vehicle velocities, their
density represents the spatial vehicle density. Correspondingly,
the figure shows the formation of a “phantom traffic jam,”
which stops vehicles temporarily. Note that the downstream
jam front propagates upstream with constant velocity.

2. Extended congested traffic

The most common form of congestion is not localized
like a wide moving jam, but spatially extended and often
persisting over several hours. It is related to a capacity
drop. The resulting flow is (at least in the United States)
typically 10% or less below the “breakdown flow” of the
previous high-flow states.* These high-flow states define
the theoretically possible capacity. For statistical rea-
sons, it is not fully satisfactory to determine capacity
drops from maximum flow values, as these depend on
the sampling interval AT. In any case, bottleneck flows
Qo after the breakdown of traffic are probably more
interesting. Because of Eq. (113), these may be more
than 30% below the maximum free flow Q.. [see Fig.
3(b)]. Note that bottleneck flows depend, for example,
on ramp flows O, and may therefore vary with loca-
tion. The congested flow immediately downstream of a

4See, for example, Banks, 1991a; Kerner and Rehborn, 1996b,
1998b; Persaud et al., 1998; Westland, 1998; Cassidy and Ber-
tini, 1999; see also May, 1964, for an idea on how to exploit this
phenomenon with ramp metering; Persaud, 1986; Banks, 1989,
1990; Agyemang-Duah and Hall, 1991; Daganzo, 1996.
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FIG. 20. Example of two wide moving traffic jams propagating
in parallel with constant speed through free and congested
traffic and across three freeway intersections 11, 12, and I3.
From Kerner, 2000a, 2000b; see also Kerner and Rehborn,
1996a; Kerner, 1998b.

bottleneck defines the discharge flow Q o= Qypor, Which
appears to be larger than (or equal to) the characteristic

outflow Q. from wide jams: Q= O oy -

In extended congested traffic, the velocity drops much
more than the flow, but it remains finite. Velocity pro-
files V(x,t) can differ considerably from one cross sec-
tion to another (see Fig. 22). In contrast, the temporal
profiles of congested traffic flow Q(x,t), when measured
at subsequent cross sections x of the road,
are often just shifted by some time interval that is vary-
ing (see Fig. 21). This may be explained by a linear flow-
density relation of the form of Eq. (12) with
dQ.(p)/dp=Cy=—=1/(Tpjam) (Hall et al., 1986, 1993;
Ozaki, 1993; Dijker et al., 1998; Westland, 1998), to-
gether with the continuum equation for the conservation
of the vehicle number (see the kinematic wave theory in
Sec. III.D.1; Daganzo; 1999a; Smilowitz and Daganzo,
1999; Cassidy and Mauch, 2001). However, a linear flow-
density relation in the congested regime is questioned by
the “pinch effect” (see Sec. I1.LE.3 and Fig. 22).

The extended form of congestion is classical and is
found mainly upstream of bottlenecks, so that it nor-
mally has a spatially fixed (“pinned”) downstream front.
In contrast, the “upstream front” or rear edge of the
congestion is moving back against the flow direction if
the (dynamic) capacity Q, of the bottleneck is ex-
ceeded, but downstream (forward) if the traffic volume,
i.e., the inflow to the freeway section, is lower than the
capacity. Hence this spatially extended form of conges-
tion occurs regularly and reproducibly during rush
hours. Note, however, that bottlenecks may have many
different origins: on-ramps, reductions in the number of
lanes, accidents (even in opposite lanes because of
driver curiosity), speed limits, road works, gradients,
curves, bad road conditions (possibly due to rain, fog, or
ice), bad visibility (for example, because of blinding
sun), or divergences [due to “negative” perturbations
(see Sec. IV.B), weaving flows by vehicles trying to
switch to the slow exit lane, or congestion on the off-
ramp; see Daganzo, 1999a; Daganzo et al., 1999; Lawson
et al., 1999; Munoz and Daganzo, 1999]. Moving bottle-
necks due to slow vehicles are possible as well (Gazis
and Herman, 1992), leading to a forward movement of
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FIG. 21. Example of time-dependent traffic flows at three sub-
sequent cross sections of a 3-km-long freeway section without
ramps. (This includes a hardly noticeable breakdown, from
free to synchronized congested flow, during the rush hours be-
tween 7:30 and 9:30 am; see the corresponding Fig. 16.) The
flow profiles at subsequent cross sections are mainly shifted by
some time interval, although fluctuations appear in the con-
gested regime. After Helbing, 1997a.

the downstream congestion front. Finally, in cases of two
subsequent inhomogeneities of the road, there are forms
of congested traffic in which both upstream and down-
stream fronts are locally fixed (Kerner, 2000a; Lee et al.,
2000; Treiber et al., 2000).

While Kerner calls the above extended forms of con-
gested traffic “synchronized flow” because of the syn-
chronization among lanes (see Secs. II.C, 11.D), Da-
ganzo (1999b) speaks of “one-pipe flow.” Kerner and
Rehborn (1997) have pointed out that the transition
from free to extended congested traffic is hysteretic in
character and looks similar to a first-order phase transi-
tion of supersaturated vapor to water (“nucleation ef-
fect”). It is often triggered by a small but overcritical
peak in the traffic flow (playing the role of a nucleation
germ). This perturbation travels downstream in the be-
ginning, but it grows eventually and changes its propa-
gation direction and speed until it travels upstream with
velocity Cy. When the perturbation reaches the bottle-
neck, it triggers a breakdown of traffic flow to the bottle-
neck flow Qy,,. In summary, synchronized flow typically
starts to form downstream of the bottleneck [cf. Fig.
38(b)].

Kerner (1997, 1998a) has attributed the capacity drop
to increased time headways due to delays in accelera-
tion. This is compatible with measurements of stopped
vehicles accelerating at a traffic light turning green (An-
drosch, 1978) or after an incident (Raub and Pfefer,
1998). According to these, the corresponding time-
headway distribution has its maximum around 1.8 to 2
seconds, compared to a peak at about 1 s in free flow [cf.
Fig. 6(b)]. The reachable saturation flows of accelerating
traffic are, therefore, Q,,~1800 to 2000 vehicles per
hour.

Kerner (1998b) points out that the above transition
to synchronized congested flow is, in principle, also
found on one-lane roads, but then it would no longer
be of hysteretic nature or connected with synchroniza-
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tion. Moreover, Kerner and Rehborn (1996b) distinguish
three kinds of synchronized flow:

(i)  Stationary and homogeneous states in which both
the average speed and the flow rate are stationary
over a relatively long time interval (see also Hall
and Agyemang-Duah, 1991; Persaud et al., 1998;
Westland, 1998). I shall call these homogeneous
congested traffic.

(ii)  States in which only the average vehicle speed is
stationary, named homogeneous-in-speed states
(see also Kerner, 1998b; Lee et al., 2000). I inter-
pret this state as “recovering traffic,” since it
bears several signatures of free traffic (see Secs.
II.B and IV.C.2).

(iii) Nonstationary and nonhomogeneous states (see
also Kerner, 1998b; Cassidy and Bertini, 1999;
Treiber et al., 2000). For these, I shall use the term
oscillating congested traffic.

Not all of these states are long lived, since there are
often spatio-temporal sequences of these different types
of synchronized flow, which indicates continuous
(second-order) transitions. However, at least states (i)
and (iii) are characterized by a wide, two-dimensional
scattering of the flow-density data, i.e., an increase in the
flow can be related to either an increase or a decrease in
the density, in contrast to free flow (see Sec. II.B).

3. The pinch effect

Recently, the spontaneous appearance of stop-and-go
traffic has been questioned by Kerner (1998a) and Da-
ganzo et al. (1999). In his empirical investigations,
Kerner (1998a) finds that jams can be born from ex-
tended congested traffic, which presupposes a previous
transition from free to synchronized flow. His proposed
mechanism for jam formation is as follows (see Fig. 22):
Upstream of a section with homogeneous congested
traffic close to a bottleneck, there is a pinch region char-
acterized by the spontaneous birth of small narrow den-
sity clusters, which are growing while they travel further
upstream. Wide moving jams are eventually formed by
the merging or disappearance of narrow jams, and the
mean distance between centers of (narrow) jams (i.e.,
the average “wavelength”) is increasing with the vehicle
speed in the synchronized flow. Once formed, the wide
jams seem to suppress the occurrence of new narrow
jams in between. Similar findings were reported by Ko-
shi et al. (1983), who observed that “ripples of speed
grow larger in terms of both height and length of the
waves as they propagate upstream.” Daganzo (1999b)
notes as well that “oscillations exist in the one-pipe re-
gime and that these oscillations may grow in amplitude
as one moves upstream from an active bottleneck,”
which he interprets as a pumping effect based on ramp
flows. The original interpretation by Koshi et al. suggests
a nonlinear self-organization phenomenon, assuming a
concave, nonlinear shape of the congested flow-density
branch (compare also with Sec. IV.B.2). Instead of form-
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FIG. 22. Examples of time-dependent average velocities in the
three lanes of a freeway at subsequent cross sections. After
Kerner, 1998a. The figures show a transition from free to syn-
chronized flow at cross section DS, the emergence of narrow
jams in the “pinch region” at the upstream cross section D4,
and the formation of a few stable wide jams (see further up-
stream cross section D1). The wide moving jams arise by the
merging or disappearance of narrow jams between cross sec-
tions D4 and D1.

ing wide jams, narrow jams may coexist when their dis-
tance is larger than about 2.5 km (Kerner, 1998a; Treiber
et al., 2000).

F. Cars and trucks

Distinguishing vehicles of different lengths (cars and
trucks), one finds surprisingly strong variations of the
truck fraction; see Fig. 23 (Treiber and Helbing, 1999a).
This point may be quite relevant for the explanation of
some observed phenomena, as quantities characterizing
the behavior of cars and trucks are considerably differ-
ent. For example, trucks exhibit a different distribution
of desired velocities as well as a different distribution of
time headways from those of cars (see Fig. 24).

G. Some critical remarks

The collection and evaluation of empirical data is a
subject with often underestimated problems. To reach
reliable conclusions, in original investigations one
should specify

(i)  the measurement site and conditions (including
applied control measures),

(ii)  the sampling interval,

(iii) the aggregation method,

(iv) the statistical properties (variances, frequency dis-
tributions, correlations, survival times of traffic
states, etc.),

(v) data transformations,

(vi) smoothing procedures,

and the respective dependencies on them.

The measurement conditions include ramps and road
sections with their respective inflows and outflows,
speed limits, gradients, and curves with the respectively
related capacities, in addition to weather conditions,
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FIG. 23. Variation of the truck fraction with time. As this
variation is considerable, it should be taken into account in
empirical analyses of traffic flow. From Treiber and Helbing,
1999a.

presence of incidents, and other irregularities. More-
over, one should study the dynamics of the long vehicles
separately, which may also have a significant effect (see
Sec. ILF).

Particular attention must also be paid to fluctuations
of the data, which requires a statistical investigation. For
example, it is not obvious whether the scattering of flow-
density data in synchronized flow reflects a complex dy-
namics due to nonlinear interactions or whether it is just
because of random fluctuations in the system. In this
connection, I remind the reader of the power laws found
in the high-frequency variations of macroscopic quanti-
ties (see Sec. IL.LE.1).

Statistical variations of traffic flows imply that all mea-
surements of macroscopic quantities should be comple-
mented by error bars (see, for example, Hall et al.,
1986). Due to the relatively small “particle” numbers
behind the determination of the macroscopic quantities,
the error bars are actually quite large. Hence many tem-
poral variations are within one error bar and are there-
fore not significant. As a consequence, the empirical de-
termination of the dynamical properties of traffic flows
is not a simple task. Fortunately, many hard-to-see ef-
fects are in agreement with predictions of plausible traf-
fic models, in particular with deterministic ones (see
Secs. IV.B and IV.C.2).

Nevertheless, I would like to call for more refined
measurement techniques, which are required for more
reliable data. These must take into account correlations
between different quantities, as is pointed out by Banks
(1995). Tilch and Helbing (2000) have therefore used the
following measurement procedures: In order to have
comparable sampling sizes, they have averaged over a
fixed number AN of cars, as suggested by Helbing
(1997¢). Otherwise the statistical error at small traffic
flows (i.e., at low and high densities) would be quite
large. This is compensated for by a flexible measurement
interval AT. It is favorable that AT becomes particu-
larly small in the (medium) density range of unstable
traffic, so that the method yields a good representation
of traffic dynamics. However, choosing small values of
AN does not make sense, since then the temporal varia-
tion of the aggregate values would mainly reflect statis-
tical variations. In order to have a time resolution of
about two minutes on each lane, one should select AN
=50, while AN =100 can be chosen when averaging over
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FIG. 24. Separate time-headway distributions for cars and
trucks in the right lane for two different density regimes. The
time headways in front of trucks (long vehicles) are consider-
ably longer than those of cars, especially in congested traffic.
From Tilch and Helbing, 2000.

both lanes. Aggregate values over both lanes for AN
=50 are comparable with one-minute averages, but
show a smaller statistical scattering at low densities
(compare the results in Helbing, 1997a, 1997c with those
in Helbing, 1997¢).

Based on the passing times ¢, of successive vehicles «
in the same lane, we are able to calculate the time head-
ways Af,. The (measurement) time interval

ag+AN
AT= Y, At (13)
a=ay+1
for the passing of AN vehicles defines the (inverse of
the) traffic flow Q via 1/Q=AT/AN=(At,), which is
attributed to the time r=(12)=3 %/AN.
Approximating the vehicle headways by d,=v Af,,
one obtains

1 A d, 4 1 N 4 1 )

Q_< toz>_ U, _< a’> U, cov a?va >
where cov(d,,1/v,) is the covariance between the head-
ways d, and the inverse velocities 1/v,. We expect this
covariance to be negative and particularly relevant at
large vehicle densities, which is confirmed by the empiri-
cal data (see Fig. 25). Defining the density p by

Up=(d,) (14)

and the average velocity V via Eq. (10), we obtain the
fluid-dynamic flow relation (46) by the conventional as-
sumption cov(d,,1/v,)=0. This assumption, however,
overestimates the density systematically, since the cova-
riance tends to be negative due to the speed-dependent
safety distance of vehicles. In contrast, the common
method of determining the density via Q/(v,) system-
atically underestimates the density (see Fig. 26). Conse-
quently, errors in the measurement of the flow and the
density due to a neglect of correlations partly account
for the observed scattering of flow-density data in the
congested regime.
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FIG. 25. Covariance between headways d, and inverse veloci-
ties 1/v,,, which shows significant deviations from zero in con-
gested traffic, while it approximately vanishes in free flow.
Even after traffic has recovered, weak correlations seem to
remain between headways and vehicle speeds for a consider-
able time. These probably reflect residual congestion due to
platoons that have not fully dissolved. After Tilch, 2001.

Ill. MODELING APPROACHES FOR VEHICLE TRAFFIC

Since the 1950s, people have simultaneously been
thinking about microscopic and macroscopic traffic
models, as shown by the development of fluid-dynamic
models on the one hand and of car-following (follow-
the-leader) models on the other hand. The mesoscopic
gas-kinetic (Boltzmann-like) models appeared in the
1960s, while cellular automata and the systematic inves-
tigation of the nonlinear dynamics of traffic flow were
trends of the 1990s. Recently the availability of better
data has stimulated an increasing number of experimen-
tal studies and their comparison with traffic models.

Altogether, researchers from engineering, mathemat-
ics, operations research, and physics have probably sug-
gested more than 100 different traffic models, which can-
not all be covered by this review.’

In the following subsections, I can introduce only a
few representatives for each modeling approach (se-
lected according to didactical reasons) and try to show
the relations among them regarding their instability and
other properties (see Secs. IVA-IV.D).

The following references provide further information: Buck-
ley (1974), Whitham (1974), Gerlough and Huber (1975), Gib-
son (1981), May (1981), Vumbaco (1981), Hurdle et al. (1983),
Volmuller and Hamerslag (1984), Gartner and Wilson (1987),
Leutzbach (1988), Brannolte (1991), Daganzo (1993), Pave
(1993), Snorek et al. (1995), Lesort (1996), the Transportation
Research Board (1996), Wolf er al. (1996), Daganzo (1997a),
Gartner et al. (1997), Helbing (1997a), Bovy (1998), Rysgaard
(1998), Schreckenberg and Wolf (1998), Brilon et al. (1999),
Ceder (1999), Hall (1999), Helbing, Herrmann, et al. (2000),
and Helbing, Hennecke, et al. (2001a, 2001b). Readers inter-
ested in an exhaustive discussion of cellular automata should
consult the detailed review by Chowdhury, Santen, and Schad-
schneider (2000).
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Before looking at these models, I should like to for-
mulate some criteria for good traffic models: For reasons
of robustness and calibration, such models should con-
tain only a few variables and parameters that have an
intuitive meaning. Moreover, these should be easy to
measure, and the corresponding values should be realis-
tic. In addition, it is not satisfactory to selectively repro-
duce subsets of phenomena by different models. Instead,
a good traffic model should at least qualitatively repro-
duce all known features of traffic flows, including the
localized and extended forms of congestion. Further-
more, the observed hysteresis effects, complex dynam-
ics, and the existence of the various self-organized con-
stants like the propagation velocity of stop-and-go waves
or the outflow from traffic jams should all be repro-
duced. A good model should also be theoretically con-
sistent and make new predictions allowing us to verify or
disprove it. Apart from that, its dynamics should not
lead to vehicle collisions or exceed the maximum vehicle
density. Finally, the model should allow for a fast nu-
merical simulation.

A. Microscopic follow-the-leader models

Early microscopic traffic models were proposed by
Reuschel (1950a, 1950b) and the physicist Pipes (1953).
Microscopic traffic models assume that the acceleration
of a driver-vehicle unit « is given by the neighboring
vehicles. The dominant influence on driving behavior
comes from the next vehicle («—1) ahead, called the
leading vehicle. Therefore we obtain the following
model of driver behavior from Eq. (3):

dv (1) Vot Ea()=v,(0)
dt T

+fa,(a—l)(t)- (15)
Here, f, (o—1)(#) <0 describes the normally repulsive ef-
fect of vehicle («—1), which is generally a function of

(i)  the relative velocity Av (1) =[v,(t) —v.-1(8)],

(ii)  the velocity v () of vehicle a due to the velocity-
dependent safe distance kept to the vehicle in
front,

(iii) the headway (brutto distance) d,(¢)=[x,_1(¢)
—x4(t)] or the clearance (netto distance) s,(¢)
=[d,(t)—1,_1], with [, meaning the length of
vehicle a.
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Consequently, for identically behaving vehicles with vg
=vg, T7,=7, and f, (o—1)=f, we would have

fa,(a*l)(t):f(sa(t)>va(t)aAva(t))~ (16)

If we neglect fluctuations for the time being and intro-
duce the traffic-dependent velocity

V(S0 AV ) =00t Tf(5,4,04,A0,), (17)

to which driver « tries to adapt, we can considerably
simplify the generalized (behavioral) force model (15):

dv, V(Sa,04,A0,)— U,
dr T

(18)

1. Noninteger car-following model

Models of the type of Eq. (18) are called follow-the-
leader models.® One of the simplest representatives re-
sults from the assumption that the netto distance is given
by the velocity-dependent safe distance s*(v,)=s’
+Tv,, where T has the meaning of the (effective) safe
time clearance. This implies s,(¢)=s*(v,(t)) or, after
differentiation with respect to time, dv,(¢)/dt
=[ds (t)/dt)IT=[dd (t)/dt]I T=[v4-1(t) —v(t)/T.
Unfortunately, this model does not explain the empiri-
cally observed density waves (see Sec. IL.LE.1). Therefore
one has to introduce an additional time delay Ar~1.3s
in adaptation, reflecting the finite reaction time of driv-
ers. This yields the following stimulus-response model:

dv  (t+Ar) 1
T T[Uafl(l)_va(l)]'

(19)

Response Stimulus

Here, 1/T is the sensitivity to the stimulus. This equation
belongs to the class of delay differential equations, which
normally have an unstable solution for sufficiently large
delay times At. For the above model, Chandler et al.
(1958) showed that a variation of individual vehicle ve-
locities will be amplified under the instability condition
At/T>1/2. The experimental value is At/ T~0.55. As a
consequence, the nonlinear vehicle dynamics finally
gives rise to stop-and-go waves, and also to accidents. In
order to cure this, to explain the empirically observed
fundamental diagrams, and to unify many other model
variants, Gazis et al. (1961) introduced a generalized
sensitivity factor with two parameters m; and m,:

I 1 [u,(t+An]™
T To[xa-1()—xa(0)]"2
The corresponding noninteger car-following model can

be rewritten in the form [duv,(t+Af)/dt]/[v,(t
+A1) )" =(1Ty)[dd,(t)/dt]/[d,(t)]"?, which is solved

(20)

“For examples, see Reuschel, 1950a, 1950b; Pipes, 1953;
Chandler et al., 1958; Chow, 1958; Kometani and Sasaki, 1958,
1959, 1961; Gazis et al., 1959; Herman et al., 1959; Gazis et al.,
1961; Newell, 1961; Herman and Gardels, 1963; Herman and
Rothery, 1963; Fox and Lehmann, 1967; May and Keller, 1967;
Hoefs, 1972.
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by fml(va(t+At)):CO+C1fm2(da(t)) with fk(z)zzlik
if k#1 and Inz otherwise (c(,c; being integration con-
stants). For m#1 and m,#1 we shall discuss the sta-
tionary case related to identical velocities and distances.
The vehicle density p is then given by the inverse brutto
distance 1/d, and the corresponding equilibrium veloc-
ity V, is identical with v, . Hence we obtain the velocity-
density relation V,(p)=V[1—(p/pma)™ T30
with the free velocity V|, and the maximum density p .y -
Most of the velocity-density relations under discussion
are special cases of the latter formula for different val-
ues of the model parameters 71; and m,. Realistic fun-
damental diagrams result, for example, for the noninte-
ger values m;~0.8 and m,~2.8 (May and Keller, 1967,
Hoefs, 1972) or m;=0.953 and m,=3.05 (Kuhne and
Rodiger, 1991; Kuhne and Kroen, 1992).

Finally, note that the above noninteger car-following
model is used in the traffic simulation package MITSIM
and has recently been made more realistic with
acceleration-dependent parameters (Yang and Koutso-
poulos, 1996; Yang, 1997). However, other car-following
models deserve to be mentioned as well (Gipps, 1981;
Benekohal and Treiterer, 1988; del Castillo, 1996b; Ma-
son and Woods, 1997). For a historical review see Brack-
stone and McDonald (2000).

2. The Newell and optimal velocity models

One of the deficiencies of the noninteger car-following
models is that it cannot describe the driving behavior of
a single vehicle. Without a leading vehicle, i.e., for d,
—oo, vehicle @ would not accelerate at all. Instead, it
should approach its desired velocity u(; in free traffic.
Therefore other car-following models do not assume an
adaptation to the velocity of the leading vehicle, but an
adaptation to a distance-dependent velocity v,(d,)
which should reflect the safety requirements and is
sometimes called the “optimal velocity.” While Newell
(1961) assumes a delayed adaptation of the form

Vo(t+AD)=0v,(d(1)=v,.(s,(1)), (21)
Bando et al. (1994) suggest using the relation
v,(d)=(vy/2)[tanh(d —d.)+tanhd,] (22)

with constants v, and d,, together with the optimal ve-
locity model

dva(t) _ Ué(da([))_va(t)
dt T ’

which may be considered as a first-order Taylor approxi-
mation v, (t+At)~[v,(t)+Atdv,(t)/dt] of Eq. (21)
with 7=Ar (see also Bando, Hasebe, Nakayama, et al.,
1995; Bando, Hasebe, Nakanishi, ef al., 1995). For the
optimal velocity model one can show that small pertur-
bations are eventually amplified to traffic jams, if the
instability condition

dv)(d,) dv(sq)_ 1
dd,  ds, 27

(23)

(24)
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is satisfied (Bando, Hasebe, Nakayama, et al., 1995), i.e.,
if we have large relaxation times 7 or large changes in
the velocity v,(s,) with the clearance s, (see Fig. 27).
Similar investigations have been carried out for analo-
gous models with an additional explicit delay Az (Bando
et al., 1998; Wang, Wang, ef al., 1998).

3. Intelligent driver model

As the optimal velocity model does not contain a
driver response to the relative velocity Av , with respect
to the leading vehicle, it is very sensitive to the concrete
choice of the function v,(d,) and produces accidents
when fast cars approach standing ones (Helbing and
Tilch, 1998). To avoid this, one has to assume particular
velocity-distance relations and choose a very small value
of 7, which gives unrealistically large accelerations
(Manstetten et al., 1997; Bleile, 1999). In reality, how-
ever, the acceleration times are about five to ten times
larger than the braking times. Moreover, drivers keep a
larger safe distance and decelerate earlier when the rela-
tive velocity Av,(¢) is high. These aspects have been
taken into account, for example, in models by Gipps
(1981), KrauB et al. (1996, 1997), Helbing (1997a), Man-
stetten et al. (1997), Helbing and Tilch (1998), Bleile
(1999), Wolf (1999), and Tomer et al. (2000); see also
Chang and Lai (1997).

The intelligent driver model (Treiber and Helbing,
1999b; Treiber et al., 2000) is a good example of the ef-
fort to more closely approximate what drivers do. It is
easy to calibrate, robust, accident free, and numerically
efficient, yields realistic acceleration and braking behav-
ior, and reproduces the empirically observed phenom-
ena. Moreover, for a certain specification of the model
parameters, its fundamental diagram is related to that of
the gas-kinetic-based, nonlocal traffic model, which is
relevant for the micro-macro link we have in mind (see
Sec. IILE). For other specifications, the intelligent driver
model shares certain features of the Newell model or the
Nagel-Schreckenberg model (see Sec. I11.B.1).

The acceleration assumed in the intelligent driver
model is a continuous function of the velocity v,, the
clearance s,=(d,—1[,_1), and the velocity difference
(approaching rate) Av, of vehicle « to the leading ve-
hicle:

dv, va\? [sE(va.Av,)\?
dr =a —(E) - T . (25)

[e3

This expression is a superposition of the acceleration
tendency a,[1—(v,/v")®] on a free road and the decel-
eration tendency fa,(oz,l):—aa[s’;(va,Ava)/sD(]2 de-
scribing interactions with other vehicles. The parameter
o allows us to fit the acceleration behavior. While 6=1
corresponds to an exponential-in-time acceleration on a
free road, as assumed by most other models, in the limit
56—, we can describe a constant acceleration with a,
until the desired velocity v? is reached. The deceleration
term depends on the ratio between the desired clearance
s* and the actual clearance s,, where the desired clear-
ance
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FIG. 27. Trajectories according to the optimal velocity model
of Bando, Hasebe, et al. (1995) for each fifth vehicle, if the
overall density @ on a circular road falls into the regime of
linearly unstable traffic. As in Fig. 19, small perturbations are
amplified and lead to the formation of “phantom traffic jams.”
From Helbing, 1997a.

¥ (Vg ,Avy) =5, +s" \/Uj\oy[—FT v +ﬂ (26)
(23 a a a a va a¥ a 2@

is dynamically varying with the velocity v, and the ap-
proaching rate Av,, reflecting an intelligent driver be-
havior. The parameters of this model can be chosen in-
dividually for each vehicle «, but for the moment we
shall drop the index « for readability and assume iden-
tical vehicle parameters. These are the desired velocity
vy, the safe time clearance 7, the maximum acceleration
a, the comfortable deceleration b, the acceleration expo-
nent &, the jam distances s’ and s”, and the vehicle
length /, which has no dynamical influence. To reduce
the number of parameters, one can assume 6=1, s"=0,
and /=0, which still yields good results.

In equilibrium traffic with dv,/dt=0 and Av,=0,
drivers tend to keep a velocity-dependent equilibrium
clearance s.(v,) to the front vehicle given by s,.(v)
=5*(v,0)[1—(v/v()°] "% Solving this for the equilib-
rium velocity v =v, leads to simple expressions only for
§"=0 and 6=1, §=2, or §—. In particular, the equi-
librium velocity for the special case 6=1 and s'=5"=0
is v, (s)={—1+V1+[4T?(vy)*1/s*}s*/(2v,T?). From
this equation and the micro-macro relation s=(d—/)
=(l/p—0)=(1/p—1/pmax) between clearance and den-
sity follows the corresponding equilibrium traffic flow
0.(p)=pV.(p) as a function of the traffic density p.
The acceleration coefficient ¢ influences the transition
region between the free and congested regimes. For &
—o0 and s"”=0, the fundamental diagram becomes trian-
gular shaped: Q.(p)=min(pvy,[1—p(/+s")]/T). For
decreasing 6, it becomes smoother and smoother.

B. Cellular automata

Cellular automaton models are interesting for their
speed and their complex dynamic behavior (Wolfram,
1984, 1986, 1994; Stauffer, 1991), including such fascinat-
ing phenomena as self-organized criticality (Bak et al.,
1987, 1988; Bantay and Janosi, 1992; Olami et al., 1992),

Rev. Mod. Phys., Vol. 73, No. 4, October 2001

formation of spiral patterns (Markus and Hess, 1990),
and oscillatory or chaotic sequences of states (Wolfram,
1984; Markus and Hess, 1990; Nowak and May, 1992).
The great speed and efficiency with which they can be
computed is a consequence of the following properties,
which are ideal preconditions for parallel computing: (i)
discretization of space into identical cells (lattice sites) j
of size Ax, (ii) a finite number of possible states g(x),
(iii) the (parallel) update at times t=iA¢ with an el-
ementary time step A¢, and (iv) globally applied update
rules, based on (v) short-range interactions with a finite
(small) number of neighboring sites. Despite these sim-
plifications, cellular automata and related lattice gas au-
tomata have a broad range of applications, from realistic
simulations of granular media (Peng and Herrmann,
1994) or fluids (including interfacial phenomena and
magnetohydrodynamics; Frisch et al., 1986; Chen et al.,
1991), to the computation of chemical reactions (Markus
and Hess, 1990; Dab et al., 1991) and even the modeling
of avalanches (Bantay and Janosi, 1992).

Their application to traffic dynamics has stimulated an
enormous amount of research activity, aimed at under-
standing and controlling traffic instabilities, which are
responsible for stop-and-go traffic and congestion, both
on freeways and in cities. The first cellular automaton
models for freeway traffic go back to Cremer and co-
workers (Cremer and Ludwig, 1986; Schiitt, 1990) and to
Nagel and Schreckenberg (1992). Other early cellular
automaton studies were carried out by Biham et al
(1992). Since then, there has been an overwhelming
number of proposals and publications in this field.
Nevertheless, I will keep my discussion short, since the
subject has recently been reviewed by Chowdhury,
Santen, and Schadschneider (2000). Complementarily,
it is worth checking out the Java applets supplied at
the Web sites http://www.trafficforum.org/RoadApplet/
and http://www.traffic.uni-duisburg.de/model/index.html,
which allow the interested reader to compare the dy-
namics of various cellular automata.

1. The Nagel-Schreckenberg model and its slow-to-start
variant

Cellular automata describe vehicle dynamics in a less
detailed manner than follow-the-leader models, but
their simplifications favor extremely fast simulation of
huge numbers of interacting vehicles. Nagel and
Schreckenberg (1992) suggest dividing the street into
cells j of length Ax and the time ¢ into intervals i of
duration Ar=1s. Each cell is either empty or occupied
by one vehicle with speed

Ax
arv
where 0;€{0,1,...,0 .} For freeways, one frequently
chooses the cell size Ax=7.5m and the scaled desired

velocity 0 ,.«=voAt/Ax=5. The car positions are updated
in parallel according to the following rules:

v (27)

(i)  Motion: Move the vehicle forward by o, cells.



Dirk Helbing: Traffic and related self-driven many-particle systems 1089

(ii)  Acceleration: If a vehicle has not yet reached its
maximum velocity, increase the velocity to o/
=(0;+1), corresponding to a constant accelera-
tion Ax/(At)>.

(ili)  Deceleration: However, if the distance (i.e., the
number of cells) to the next vehicle ahead is d;

<4¢/ , the velocity is reduced to 0= (d;—1), oth-
erwise 0] =0; .
(iv)  Randomization: With probability p, the velocity is
Al

reduced to ¢,;.1=(0;—1), if this yields a non-
negative velocity, otherwise ¢, =0.

According to steps (ii)—(iv), the updated velocity as a
function of the previous velocity ¢; can be summarized
by the formula

0,1 =max(0,min(6 . ,d;— 1.9;+ 1) — &), (28)

where the Boolean random variable £7)=1 with prob-
ability p and 0 otherwise.

Note that, according to rule (iii), drivers always move
below the speed that advances them by the clearance to
the car ahead within Az. Hence the parameter At plays,
at the same time, the roles of an updating step, of the
adaptation time 7, and of the safe time clearance T.
Moreover, the discretization length Ax agrees with the
minimum space requirement /', i.e., with the inverse jam
density. This makes the Nagel-Schreckenberg model ex-
tremely compact and elegant.

The model parameter (“slowdown probability”) p de-
scribes individual velocity fluctuations due to delayed
acceleration (imperfect driving). For freeway traffic, Na-
gel and Schreckenberg have often set p=0.5, which
leads to a relatively noisy dynamics (see Fig. 28), while
p=0.2 and 0 ,,,=2 are suitable values for city traffic (Es-
ser and Schreckenberg, 1997).

A variant of this model, the velocity-dependent ran-
domization model (Barlovic et al, 1998), contains a
slow-to-start rule. It assumes p =0.01 for finite velocities,
while py=0.5 for §;=0. A similar model was proposed
by Benjamin et al. (1996). The fundamental diagram of
the resulting model combines the properties of the
Nagel-Schreckenberg model with p=0.01 at low densi-
ties with the properties of the one with p=0.5 at high
densities. In between, one finds a crossover region in
which the solutions of both models can exist, but the
high-flow states are metastable. We shall come back to
this and other topics later (see Sec. IV.A).

2. Some other cellular automaton models

An interesting variant of the Nagel-Schreckenberg
model assumes a cruise control (Nagel and Paczuski,
1995), where the fluctuations are turned off for ;
=0max- LThen the lifetime distribution of traffic jams
changes from an exponential (Nagel, 1994) to a power-
law distribution which implies fractal self-similarity and
points to self-organized criticality (Nagel, 1994; Nagel
and Rasmussen, 1994).

The cellular automaton model of Brilon and Wu
(1999) modifies the Nagel-Schreckenberg model by ad-
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FIG. 28. Trajectories of each tenth vehicle for unstable traffic
in the Nagel-Schreckenberg model, if the slowdown probabil-
ity is (a) p=0.5 and (b) p=0.001. In the limit p—0, the jam
amplitude goes to zero.

ditionally introducing an acceleration probability and re-
quiring a minimal time clearance for acceleration.

Takayasu and Takayasu (1993) were the first to intro-
duce a slow-to-start rule. Their model, sometimes re-
ferred to as the TT or T2 model, is generalized by
Schadschneider and Schreckenberg (1997a); a standing
vehicle with velocity ;=0 will accelerate with probabil-
ity g=(1—p) if there is exactly one empty cell in front.
For d;>2 it will deterministically accelerate to ¢;,,=1.

A model by Nagel and Hermann (1993) can be viewed
as a continuum version of the Nagel-Schreckenberg
model. Its slightly generalized version by Sauermann
and Herrmann (1998) reads

max(d;— 8,0)

mln(ﬁl+ d»ﬁmax)

for ﬁi>ai_é¥
for 15,»<c;,',»—,3

0; otherwise.

UVi+t1—

Here, the acceleration coefficient is determined by d
=dn,min(1,d;/ %), where &, B, 9, and & are the param-
eters of the model.

Another collision-free continuum-in-space version of
the Nagel-Schreckenberg model is related to the model
of Gipps (1981) and given by the equation

v (t+1)=max[0,rnd(v (1) —aAr,08(1))],

where rnd(z;,z,) represents a random number uni-
formly distributed in the interval [z;,z,). The desired
velocity is determined by v9°(7)=min(v™ v*(¢),v
+aAr), while the safe velocity is calculated via v5"(z)
=0, 1(1)tb[sqg—v 4 1(t)At)/[v (1) +bAL]. This
model was developed and investigated in detail by
KrauB3 and co-workers (KrauB et al., 1996, 1997; Krauf3,
1998a, 1998Db).

A model developed by Ianigro (1994) is based on Pe-
tri nets. Yukawa and Kikuchi (1995, 1996) have studied
traffic models based on coupled maps (see also Tadaki
et al., 1998). Although there are many other cellular au-
tomaton models of traffic flow (e.g., Wolf, 1999), I shall
mention here only one more, the model of Fukui and
Ishibashi (1996a; see also Braude, 1996; Wang, Kwong,
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and Hui, 1998a). In it, 0,,;=max[0,min(0.y.d;i—1)
—§fp)] with unlimited acceleration capabilities.

Apart from the slow-to-start models, many cellular
automaton models have a principal difference from
other models of traffic flow, especially from determinis-
tic approaches like the car-following models described
before. They require fluctuations for the explanation of
traffic jams. That is, in the limit p—0, traffic jams will
normally disappear (see Fig. 28). This does not dis-
qualify cellular automaton models, since driver behavior
is certainly imperfect and traffic flow subject to random
influences. However, this raises the following questions:
(i) Are fluctuations a dominant or a subordinate effect?
(i) Which kinds of observations require the consider-
ation of noise? (iii) Can cellular automaton models of
traffic flow be mathematically connected with other traf-
fic models?

3. The discrete optimal velocity model

To construct a mathematical link between the Nagel-
Schreckenberg model and the optimal velocity model,
let us discretize the latter: v, (t+Af)~v,(1)
+v.(d(t))—v,(t)]At/ 7. Dropping the vehicle index «
and scaling the time by Ar=1 s, the distances by the cell
length Ax (to be specified later), and the velocities by
Ax/At results in 0;,,=0,+N[0.(d;)—0;], where X\
=At/7. In order to have integer-valued velocities & and
locations, we need to introduce a tabular function A(z).
Additionally, we shall add some noise for comparison
with the Nagel-Schreckenberg model. The resulting dis-
crete and noisy optimal velocity model reads (Helbing
and Schreckenberg, 1999)

0, 1=max[0,6;+h(X[0.(d;)—6,])— £P]. (29)

For the floor function h(z)=|z], the argument z is
rounded down to the largest natural number n=<z. Then

the above equation implies 0, ,1<\o.(d;)+(1—X)7;.

4. Comparison

The above model is practically as efficient and fast as
the Nagel-Schreckenberg model, but it allows a fine-
grained description of vehicle velocities and locations by
selecting small values of Ax. Moreover, it can be speci-
fied in such a way that vehicles will normally not jump
into the same cell or over each other. However, as in the
continuous optimal velocity model itself, the discrete

version is sensitive to the choice of the parameter X
=At/7 and the integer-valued velocity-distance function
9.(d). A value X~0.77 seems to be optimal. For city
traffic, the additional specifications ¢/ (d)=min(d—1,3)
and Ax=6.25m yield realistic results. The most attrac-
tive properties of this model are that (i) jam formation is
not affected by reducing the fluctuation strength (see
Fig. 29), (ii) the characteristic constants of traffic are
reproduced (see Secs. II.E.1 and IV.A.5), (iii) the critical
densities and the characteristic constants can be calcu-
lated, and (iv) a mathematical relation with other cellu-
lar automaton models can be constructed.
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For example, the Nagel-Schreckenberg model corre-
sponds to the selection X=1 and ©.(d)=min(d
—1,0 1may)- Moreover, h(z)=|z], if z<1, otherwise h(z)
=1, which limits acceleration, while deceleration capa-
bilities are unlimited. Nevertheless, these two math-
ematically related models lead to a different dynamics
(compare Figs. 28 and 29), probably because the as-

sumed velocity changes d.(d)/dd with the distance as-
sumed in the Nagel-Schreckenberg model are not suffi-
ciently large for a linear instability, and the ratio
between acceleration and braking capabilities is too
small [see Sec. IV.A .4, Fig. 36(a)].

C. Master equation

Some particle hopping models (see Sec. I.E) simplify
the description of transport processes even further than
do the above cellular automaton models, in order (i) to
identify the minimal requirements for certain phenom-
ena in self-driven many-particle systems, and (ii) to fa-
cilitate analytical investigations, although their treat-
ment is not necessarily easier. However, the main
difference is that cellular automata are discrete in time
rather than continuous, allowing us to specify determin-
istic processes with transition probability 1.

For a stochastic description, let us consider a system
with L states j occupied by n; particles. The distribution
P(n,t) shall denote the probability of finding the system
configuration, i.e., the occupation vector

n=(n1,...,nj,nj+1,...,nL) (30)

at time ¢. This probability is reduced by transitions to
other configurations n’, the frequency of which is pro-
portional to P(m,t). The proportionality factor is the
conditional transition probability P(n’,t+At|n,z) of
finding the configuration n’ at time (¢#+At), given that
we have the configuration n at time ¢. Conversely, the
probability P(m,?) increases by transitions from configu-
rations n’ to n, which are proportional to the occurrence
probability P(n’,z) of n’ and to the transition probabil-
ity P(m,t+Af|n’,t). Considering the normalization
S P(n' t+Af|nt)=1, the resulting balance equation
governing the dynamics of so-called Markov chains
reads

P(n,z+Az):§; P(n,t+At|n’,1)P(n’ 1), (31)
or, in the continuous limit Ar—0,
TR S W' poa)
n’'(#n)
— 2 W'[m)P(n,), (32)
n’(#n)

where we have introduced the transition rates
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FIG. 29. Trajectories of each tenth vehicle in the congested
regime according to the discrete version of the optimal velocity
model for slowdown probability (a) p=0.5 and (b) p=0.001.
Jam formation does not disappear for small values of p. These
just reduce the average distance between traffic jams, while
their amplitude remains constant (see Helbing and Schrecken-
berg, 1999).

P(n,t+At|n’ 1)

W(n|n';f)= lim A7

At—0

(n' #mn).

Note that the master equation (32) assumes the condi-
tional probabilities P(m,t+ At|n’,t) to depend on ¢ and
At only, but not on previous time steps.

For the totally asymmetric simple exclusion process
(TASEP; see Sec. 1.LE), we have

gni(l1—n;.q) if n'=n;;,y)
P(n',t+At|n,t)= .
( [n.0) 0 otherwise,
(33)
where
nj=ny,....,n;=1,....np+1,....np).

In the continuous limit, we assume lim,,_,oq/At=v.

1. Solution methods, mapping to spin chains, and the matrix
product ansatz

Since the master equation is linear, many solution
methods are available for it (cf. the books and reviews
by Feller, 1967; Haken, 1977; van Kampen, 1981; Gar-
diner, 1985; Haus and Kehr, 1987; Weiss, 1994; Helbing,
1995a; Schutz, 2000a; see also Helbing and Molini,
1995). For example, one can map the TASEP to a spin
system by identifying empty sites with down spins and
occupied ones with up spins. Following Doi (1976; see
also Sandow and Trimper, 1993b; Kaulke and Trimper,
1995), the probability distribution P(n,t) can be related
to a state vector |P(¢)) in Fock space, and with respect
to its orthonormal basis {|n;)} we have the relation
|P(1))=2,P(ny,t)|n;). The linear master equation be-
comes | P(t))/dt= L|P(t)), where the linear operator £
can, as in a second quantization, be expressed in terms
of creation and annihilation operators usually satisfying
Bose commutation rules (Doi, 1976; Grassberger and
Scheunert, 1980; Peliti, 1985; Sandow and Trimper,
1993a). When the occupation numbers per lattice site
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are limited to a maximum value, one has to take into
account the exclusion principle, leading to commutation
rules of Pauli operators or similar ones (Gwa and
Spohn, 1992; Rudavets, 1993; Sandow and Trimper,
1993b; Alcaraz et al., 1994; Schutz and Sandow, 1994).
Alternatively, one may rewrite the master equation
as a Schrodinger equation in imaginary time by
setting H=—L (Felderhof and Suzuki, 1971; Siggia,
1977; Alexander and Holstein, 1978; Schutz, 2000a).
The stochastic Hamiltonian H is defined by its matrix
elements (mg|H|m) =3 W(m|ng), and (n|H|n)
=—W(mg|n;). The stationary state corresponds to the
eigenvector of H or £ with eigenvalue 0, i.e., it can be
interpreted as the ground state. For discrete time dy-
namics, the corresponding equation (31) can be analo-
gously rewritten as |P(t+At))=7|P(t)). Here the sta-
tionary state is the eigenvector of the transfer matrix 7°
with eigenvalue 1. It can be determined by the matrix
product ansatz (Derrida et al., 1993; Hinrichsen, 1996;
Derrida and Evans, 1997; Rajewsky and Schreckenberg,
1997; Rajewsky et al., 1998; Karimipour, 1999¢; Klauck
and Schadschneider, 1999; see also Krebs and Sandow,
1997, for an existence theorem). The stationary solution

is
1 L
Py(n)= Z_L< w V> ; (34)

1'[1 [n;D+(1—n)E&]

=

where | V) and |W) are vectors characterizing the bound-
ary conditions, D and £ are suitable matrices, and Z;
=(W|(D+&)L|V) is a normalization constant. More
general formulas are available for dynamic solutions, us-

ing Bethe ansatz equations (Stinchcombe and Schutz,
1995a, 1995b; Sasamoto and Wadati, 1997; Schutz, 1998).

2. The mean-field approach and the Boltzmann equation

It is often useful to consider the mean-value equations
for the expected values (n;) =% ,n;P(n,t), which we ob-
tain by multiplying Eq. (32) with n;, summing over n,
and suitably interchanging n and n':

d(n]) S dPnt)

———=(my(n,1)). (35)
Here we have introduced the first jump moments,

mj(n,t)ZZ (n]—n)W(n'|mt). (36)
n
Let us assume spontaneous transitions with individual
transition rates w(j'|j) from state j to j and pair inter-
actions changing the states from j and k to j' and k' with
transition rates w,(j',k’|j,k). Defining
Kk

n, =(...,n

i ,i’lk_l,...,nkr

]'_1, ...,}’ljr+1,

+1,...),

we find that the corresponding configurational transition
rates are given by

w(j'|j)n if n'=ny;
W(n'[n)=9 wo(j".k'lj.k)njn; if n _ll]k]k (37)
0 otherwise.
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That is, the total rate of spontaneous transitions is pro-
portional to the number n; of particles that may change
their state j independently of each other, while the total
rate of pair interactions is proportional to the number
n;n; of possible interactions between particles in states j
and k. Inserting Eq. (37) into Eq. (36) eventually leads
to

njr

my(m) =2
7

w(ili+ 2 wali,klj’ k" Yng
k,k'

jr
(see, for example, Helbing, 1992a, 1995a). The mean-
field approach assumes

(mj(m))~m;({m)), (39)

i.e., that the system dynamics is determined by the mean
value (n), which is true for a sharply peaked, unimodal
distribution P(m,?). This leads to the generalized Boltz-
mann equation

w(i' )+ 2 wali' k' |k
k,k'

dp(j.t)
dt
w(ili)+ 2 walikli'k ek 1) (1)
jr k,k,
=2 | w(' i+ 2 ek k) k) | p(u),
j/ k,k’
(40)
where we have introduced wo(j'k'|j, k)

=w,(j',k'|j,k)Ax and the densities p(j,r)=(n;)/Ax.
Note that this Boltzmann equation neglects the covari-
ances

aj(t)=((n;—
and the

= jk/\ G-jjo-kk'

(n)(n—(ng)))=nn—(nj){ng))
ri(t)

corresponding correlations

3. The totally asymmetric simple exclusion process and the
Nagel-Schreckenberg model

For a TASEP with the transition rates of Eq. (33), the
mean-field approach of Eq. (40) yields

d( ,>

=Q;_1(t)— Q1) (41)

with the particle flow
Qi()y=v{nj(1—n;1))=v(n)(1—(n;)). (42)
While in open systems exact calculations are difficult
due to correlations, this relation becomes exact for the
stationary state of periodic systems (Spohn, 1991; Schad-
schneider and Schreckenberg, 1993; Schreckenberg
et al,, 1995; Liggett, 1999). A spatially continuous ap-
proximation of Eq. (41) results in the Burgers equation

(53) or, in lowest-order approximation, in the Lighthill-
Whitham equation (49).
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However, replacing the random sequential update of
the TASEP by a parallel update, we end up with the
traffic model of Nagel and Schreckenberg with 9 ,,,=1
and p=(1—q) (see Sec. III.B.1). For a parallel update,
the state changes of many particles are coupled, leading
to significant correlations. Consequently we have to take
into account higher-order interactions in the respective
transition rates W(n’|n). It turns out that the above re-
sult for the TASEP corresponds to the site-oriented
mean-field theory for the Nagel-Schreckenberg model
with 9 ,.,=1, which underestimates the flows by neglect-
ing the correlations (Nagel and Schreckenberg, 1992;
Schreckenberg et al., 1995). This can be corrected for by
eliminating so-called paradisical or Garden of Eden
states (Moore, 1962) that cannot be reached dynamically
when a parallel update is applied (Schadschneider and
Schreckenberg, 1998). Alternatively, one can develop a
car-oriented mean-field theory, which calculates the
probabilities P, (¢) of finding n empty sites in front of a
vehicle (Schadschneider and Schreckenberg, 1997b). A
superior method (Schadschneider, 1999) is a site-oriented
cluster-theoretic approach (Schadschneider and Schreck-
enberg, 1993; Schreckenberg et al., 1995), calculating oc-
currence probabilities of states composed of n successive
sites (Kikuchi, 1966; Gutowitz et al., 1987; ben-Avraham
and Kohler, 1992; Crisanti et al., 1993). Instead of Eq.
(39), a two-cluster approximation gives

(nj_1(nj(On; 1 (Hn; (1))

(a1 (D) (n 1 (Dng0(0)
(ni(ONnjw1(0) .

This allows us to calculate the time-dependent average
flow Q(1)=q{{n;(t)[1—n;1(1)1))/Ar=Q(1)/Ar (Wang
and Hui, 1997), if we take into account that the occupa-
tion numbers change according to

ni(t+1)=[1=E5P()]n; 1 ()[1-n,(1)]

+ni<r>nj+1<z)+f}”(r)nj(t)[l—n,»H(r)].

In the above formulas, ({(n;)) = @Ax indicates an average
over all lattice sites j. For the stationary case, one can
finally derive the correct stationary flow-density relation

L1
0= 3{1-[1=4g((n)(1=(n)1"} “3)

(Yaguchi, 1986; Schadschneider and Schreckenberg,
1993, 1997b, 1998; Schreckenberg et al, 1995). The
above rtesults can be gained using (g‘f’)(t» =p,
EP(n) e P (1) =0, [g<P>(t)]2 gP)(1), as well as the
statlstlcal 1ndependence of & (P )(t) g< (1), and §(p (¢
+1) (Wang and Hui, 1997). The dynamlcs and correla-
tion functions are also different from the TASEP
(Schadschneider, 1999).
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4. Nucleation and jamming transition

A master equation model for the jamming transition
on a circular road’ of length L has been developed by
Mahnke and Pieret (1997). It assumes that congested
regions eventually merge to form one big “megajam.” If
the spatial dynamics of the N cars is neglected, we need
only one single occupation number n to count the num-
ber of cars in the traffic jam. Moreover, the model as-
sumes that cars leave a standing traffic jam with the con-
stant rate w(n—1|n)=1/T. They join the queue with
the rate w(n+1|n)=v.(s(n))/s(n) given by the vehicle
speed v,(s)=vys?/[(so)*>+s%], divided by the average
clearance s(n)=(L—NI)/(N—n) of freely moving ve-
hicles (s, being some constant). Mahnke and Kaupuzs
(1999) derive the stationary distribution Py (n) of the
queue length n and show a transition from free to con-
gested traffic at a certain critical vehicle density. While
the maximum of the probability distribution P (n) is
located at n=1 in free traffic, in congested traffic it is
located at some finite value n>1, which is growing with
the vehicle density.

Mahnke and Kaupuzs compare the nucleation,
growth, and condensation of car clusters with the forma-
tion of liquid droplets in a supersaturated vapor
(Schweitzer et al., 1988; Ebeling et al., 1990). Moreover,
they recognize that, for fixed scaled parameters and
fixed vehicle length /, the fundamental flow-density dia-
gram of their model is dependent on the road length L.
This, however, results from the fact that they relate the
flow to the overall vehicle density ¢=N/L rather than
to the local density p=1/[[+s(n)].

5. Fokker-Planck equation

Kuhne and Anstett (1999) have obtained results simi-
lar to those of Mahnke and co-workers, and they have
managed to derive the distribution Py(n) and the loca-
tion of its maximum as well. Their calculations are based
on the related Fokker-Planck equation

aP(y.1)
ot

a .
=—@[rn(y,t)P(y»t)]

1 .

for the scaled, quasicontinuous variable y=n/N. This
Fokker-Planck equation can be viewed as a second-
order Taylor approximation of the master equation, af-

ter this has been rewritten in the form dP(y,t)/dt
=2 [W(yy=y)P(y=y'.t)=W(y".y)P(y,t)] with

"For the theoretical study of a spatially homogeneous system,
one often simulates a periodically closed, circular ring road
without on- and off-ramps. This allows the identification of the
properties of a closed system without impurities and without
the particular knowledge of measured boundary conditions.
However, the scenario of a ring road is not very characteristic
or relevant for real systems, as the study of inhomogeneous
roads with bottlenecks has shown (see Sec. IV.B).
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W(y'.y)=W((y+y )N|yN)=W(n+y'N|n).  Corre-
spondingly, the first jump moment, which has the mean-
ing of a drift coefficient, is m(y,t)IEy,y’W(y’,y),
while the second jump moment, which can be inter-
preted as a diffusion coefficient, is given by i,(y,t)
=Ey,(y')2W(y’,y). Details regarding the Fokker-
Planck equation and its solution can be found in the
books by van Kampen (1981), Horsthemke and Lefever
(1984), Gardiner (1985), and Risken (1989).

D. Macroscopic traffic models

As we shall see in Sec. IV.A 4, the above findings of
Mahnke, Kuhne, and co-workers regarding the funda-
mental diagram and the nucleation effect are quite com-
patible with those for macroscopic traffic models. In
contrast to microscopic traffic models, macroscopic ones
are restricted to the description of the collective vehicle
dynamics in terms of the spatial vehicle density p(x,t)
per lane and the average velocity V(x,t) as a function of
the freeway location x and time f. Macroscopic models
have often been preferred to car-following models for
numerical efficiency, but in terms of computation speed
they cannot compete with cellular automata. However,
some favorable properties are (i) their good agreement
with empirical data (see Sec. IV.B.1), (ii) their suitability
for analytical investigations (see Sec. IV), (iii) the simple
treatment of inflows from ramps (see Sec. IV.B), and (iv)
the possibility of simulating the traffic dynamics in sev-
eral lanes by effective one-lane models considering a
certain probability of overtaking (see Sec. IIL.E).

1. The Lighthill-Whitham model

The oldest and still the most popular macroscopic
traffic model goes back to Lighthill and Whitham (1955).
It appears that Richards (1956) developed the same
model independently of them. Their fluid-dynamic
model is based on the fact that, away from on- or off-
ramps, no vehicles are entering or leaving the freeway
(at least if we neglect accidents). This conservation of
the vehicle number leads to the continuity equation

ap(x,t) dQ(x,1)
+ -
dt ox

0. (45)

Here,

O(x,t)=p(x,t)V(x,t) (46)

is the traffic flow per lane, which is the product of the
density and the average velocity (see Sec. IILE).
We may apply the so-called total or substantial deriva-

tive

d, 0 iyt

dt ot~ x’
describing temporal changes in a coordinate system
moving with velocity V(x,t), i.e., with “the substance”
(the vehicles). With this, we can rewrite Eq. (45) in the
form d,p(x,t)/dt=—p(x,t)dV(x,t)/dx, from which we
conclude that the vehicle density increases in time
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(d,p/dt>0), where the velocity decreases in the course
of the road (dV/dx<0), and vice versa. Moreover, the
density can never become negative, since p(x,t)=0 im-
plies d,p(x,t)/dt=0.

Equation (45) is naturally part of any macroscopic
traffic model. The difficulty is to specify the traffic flow
QO(x,t). Lighthill and Whitham assume that the flow is
simply a function of the density:

Qx,0)=Q.(p(x,1))=pV (p(x,1))=0. (47)

Here, the fundamental (flow-density) diagram Q,(p)
and the equilibrium velocity-density relation V,(p) are
thought to be suitable fit functions of empirical data, for
which there are many proposals (see, for example, Sec.
III.A). The first measurements by Greenshields (1935)
had suggested a linear relation of the form

Vep)= VO(l_p/pjam)’ (48)

which is still sometimes used for analytical investiga-
tions.

Inserting Eq. (47) into the continuity equation (45),
we obtain

ap ap
E‘FC(p)a—O. (49)
This is a nonlinear wave equation (Whitham, 1974,
1979), which describes the propagation of kinematic
waves with velocity

o, av,
C(p)=%=Ve(p)+P%. (50)

Because of dV,(p)/dp<0, we have C(p)<V,.(p).
Hence the kinematic waves always propagate backwards
with respect to the average velocity V,(p) of motion,
namely, with the speed c¢(p)=[C(p)—V.(p)]
=pdV,(p)/dp=<0.

Note that C(p) is the speed of the characteristic lines
(i.e., of local information propagation), which is density
dependent. In contrast to linear waves, the characteristic
lines intersect, because their speed in congested areas is
lower. This gives rise to changes of the wave profile, that
is, to the formation of shock fronts, while the amplitude
of kinematic waves does not change significantly (see
Fig. 30). A shock front is characterized by the upstream
value p_ and the downstream value p, of the density
(see Fig. 31). The difference in the flow Q_ upstream
and the flow Q. downstream causes a density jump
(p+—p_) moving with speed S. Because of vehicle con-
servation, we have (Q.,—Q_)=(p.—p_)S. Conse-
quently, with Eq. (47), the speed of shock propagation is

S(p+.p-)=[Qc(p:)=Qclp)](pr—p-) (51)

(see Fig. 31).

Based on this information, we can understand the
phase diagram for the TASEP (see Fig. 32 and Secs. L.E,
III.C, and III.C.3). Stimulated by a study by Krug
(1991), the corresponding results were obtained by
Schiitz and Domany (1993) and Derrida et al. (1993). A
detailed overview is given by Schutz (2000a). For a sys-
tem with open boundary conditions with average occu-
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pation numbers {n,) at the upstream end and {n; ) at
the downstream end, they found the lower density to
dominate within the system if (ny)=qg,/¢<1/2 and
(n0)=q0/q<qr+1/q=(1=(np41)), while the higher
density dominated in the system if (ng)=qy/q
>qr1/q=(1—=(np+1)) and (1—=(np+1))=qr+1/q
<1/2. This is a consequence of downstream shock
propagation in the first case, while shocks propagate up-
stream in the second case. When the line {(ny)=q,/q
=qr11/q=(1—(n;,,)) is crossed, a phase transition
from a low-density state to a high-density state occurs.
Finally, under the condition (ng)=q,/¢>1/2 and
qr+1/9>172, ie., (ny,1)<1/2, the system takes on a
maximum flow state. For a more detailed analysis see
the review by Schutz (2000a). Related studies have been
also carried out by Nagatani (1995c).

2. The Burgers equation

The Lighthill-Whitham model is very instructive and
is the basis of an elaborate shock-wave theory (Haight,
1963; Gazis, 1974; Whitham, 1974; Hida, 1979; Newell,
1993; Daganzo, 1999b), but the development of shock
waves results in serious difficulties for solving the
Lighthill-Whitham model numerically. A suitable inte-
gration method is the Godunov scheme (Godunov, 1959;
Ansorge, 1990; Bui et al., 1992; LeVeque, 1992; Leb-
aque, 1995). As an alternative, Newell (1993), Daganzo
(1994, 1995a, 1995b), and Lebacque (1997) have recently
developed variants of the Lighthill-Whitham model.

To avoid the development of shock fronts, one often
adds a small diffusion term to the Lighthill-Whitham
model to smooth the wave fronts. Whitham himself
(1974) suggested generalizing Eq. (47) according to Q
=[Q.(p)—Ddpldx] or

Vix, )=V D dptx.0) 52
('xst)_ e(p(-x’t))_ p(x,l‘) &x ( )
The resulting equation reads
ap dV,ldp dp
= FIVelp)*p p 5—5( ek (53)

The last term is a diffusion term. For a diffusion con-
stant D >0, it yields a significant contribution only when
the curvature ¢*p/dx? of the density is great. In case of a
density maximum, the curvature is negative, which re-
sults in a reduction of the density. A density minimum is
smoothed out for analogous reasons.

For analytical considerations, we shall assume the lin-
ear velocity-density relation of Eq. (48). With the result-
ing propagation speed C(x,t)=V[1—2p(x,t)/pjym] of
kinematic waves, we can then transform Eq. (53) into

aC(x,1) aC(x,1) . PC(x,1)
ot ax x>

+C(x,t)

(54)

This equation, known as the Burgers equation, is the
simplest equation containing nonlinear propagation and
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FIG. 30. Formation of shock fronts: (a) Trajectories of each
tenth vehicle and (b) corresponding spatio-temporal density
plot illustrating the formation of a shock wave on a circular
road according to the Lighthill-Whitham model. Although the
initial condition is a smooth sinusoidal wave, the upstream and
downstream fronts grow steeper and steeper, eventually pro-
ducing discontinuous jumps in the density profile, which
propagate with constant speeds. The wave amplitude remains
approximately unchanged. From Helbing, 1997a.

diffusion. Surprisingly, it can be solved exactly, because
it is related to the linear heat equation

LGN {C)
a Ix?

(55)

by means of the Cole-Hopf transformation C(x,t)
=—[2D/¥(x,t)]o¥ (x,t)/dx (Whitham, 1974).
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Density (vehicles/km)

FIG. 31. Illustration of the geometrical relations between the
fundamental diagram Q,(p) (solid line) and other quantities
characterizing traffic flow. Dotted lines, the vehicle velocity
V.(p) corresponding to the slope of the line connecting the
origin (0,0) and the point (p,Q,.(p)). Short dashed line, propa-
gation speed C(p) of density waves corresponding to the slope
of the tangent dQ.(p)/dp. Long dashed line, speed S of shock
waves corresponding to the slope of the connecting line be-

tween (p_,0.(p-)) and (p ,Q,(p.)).
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FIG. 32. Phase diagram of the totally asymmetric simple ex-
clusion process (TASEP) with open boundaries and of other
models that can be macroscopically described by the Lighthill-
Whitham or Burgers equation, with representative density pro-
files (see insets). The diagonal line separates the areas A} and
Ay of downstream shock propagation from the areas By and
By of upstream shock propagation with corresponding
changes in the density profile. Consequently crossing this line
is related to a transition between a low-density phase con-
trolled by the upstream boundary and a high-density phase
controlled by the downstream boundary. Area C is character-
ized by the maximum possible flow. After Schiitz and Domany,
1993; Schiitz, 2000a.

The Burgers equation overcomes the problem of
shock waves, but it cannot explain the self-organization
of phantom traffic jams or stop-and-go waves (see Fig.
33). Recently, most research has focused on the noisy
Burgers equation containing an additional fluctuation
term (Forster et al., 1977, Musha and Higuchi, 1978; Na-
gel, 1995, 1996).

3. Payne’s model and its variants

Payne (1971, 1979a) complemented the continuity
equation (45) by a dynamic velocity equation, which he
derived from Newell’s car-following model (21) by
means of a Taylor approximation. Recently, related ap-
proaches have been pursued by Helbing (1998a), Nelson
(2000), and Berg et al. (2000).

Payne identified microscopic and macroscopic veloci-
ties according to v (t+Af)=V(x+VAtt+At)
~[V(x,t) +VAtoV(x,t)/dx+AtdV(x,t)/dt]. Moreover,
he replaced the inverse of the headway d, to the car in
front by the density p at the place x+d,(¢)/2 in the
middle between the leading and the following vehicle:

1/d (t)=p(x+d (1)12,1)
=p(e+1/(2p),1)
~[p(x,0)+1/(2p)dp(x,t)/dx].
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This yields
v (d(1)=V (1/d (1))
~ V. (p(x,0)+ 1/[2p(x,0)]
X[dV.(p)ldpldp(x,t)]dx}.
From the previous equations we can obtain Payne’s ve-
locity equation,
v av 1
+V—= A7 V.(p)

ot ox
where we have introduced the density-dependent diffu-
sion D(p)=-0.5dV ,(p)/dp=05|dV ,(p)/dp|=0. The
single terms of Eq. (56) have the following interpreta-
tion:

SR L NI €D

(i)  As in hydrodynamics, the term VdV/dx is called
the transport or convection term. It describes a
motion of the velocity profile with the vehicles.

(i) The term —[D(p)/(pAt)]dp/dx is called the an-
ticipation term, since it reflects the reaction of
identical drivers to the traffic situation in their
surrounding, particularly in front of them.

(ili) The relaxation term [V .(p)—V]/At describes the
adaptation of the average velocity V(x,t) to the
density-dependent equilibrium velocity V., (p).
This adaptation is exponential in time with relax-
ation time At.

The linear instability condition of Payne’s model
agrees exactly with that of the optimal velocity model, if
we set 7=At (see Secs. IIILA.2 and IV.A.1). In the limit
At—0, one can derive the stable model (52) as an adia-
batic approximation of Eq. (56). Inserting this into the
continuity equation, we obtain Eq. (53) with Payne’s
density-dependent diffusion function.

For numerical robustness, Payne (1979a, 1979b) used
a special discretization modifying his original model by
numerical viscosity terms. His model was taken up by
many people, for example, Papageorgiou (1983). Cre-
mer and co-workers multiplied the anticipation term by
a factor of p/(p+py) with some constant p,>0 to get a
more realistic behavior at small vehicle densities p~0
(Cremer, 1979; Cremer and Papageorgiou, 1981; Cremer
and May, 1986; Cremer and Meiliner, 1993). A discrete
version of this model is used in the simulation package
SIMONE (MeiBner and Boker, 1996). Smulders (1986,
1987, 1989) introduced additional fluctuation terms in
the continuity and velocity equations to reflect the ob-
served variations of the macroscopic traffic quantities.
Further modifications of Payne’s freeway simulation
package FREFLO (Payne, 1979b) were suggested by
Rathi et al. (1987).

4. The models of Prigogine and Phillips

An alternative model was proposed by Phillips
(1979a, 1979b), who derived it from a modified version
of Prigogine’s Boltzmann-like traffic model (see Sec.
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IILLE.1). Like Prigogine and Herman (1971), he obtained
the continuity equation (45) and the velocity equation

2% 2% 1 9P 1

ot ox - p Ix + T(p) [Ve(p) V]’ (57)
but with another density-dependent relaxation time 7(p).
The quantity P(x,t)=p(x,t)0(x,t) denotes the traffic
pressure, where 6(x,t) is the velocity variance of differ-
ently driving vehicles. For this variance, one can either
derive an approximate dynamic equation or assume a
variance-density  relation such as  O(x,t)=6y[1
—p(x,1)/ pjam]=0 (Phillips, 1979a, 1979b). According to
this, the variance decreases with increasing density and
vanishes together with the equilibrium velocity V,(p) at
the jam density pj,,, as expected.

Like the Payne model, the model by Phillips is un-
stable in a certain density range. Hence it could explain
emergent stop-and-go waves, but it is not numerically
robust. In particular, at high densities p the traffic pres-
sure decreases with p, so that vehicles would accelerate
into congested regions, which is unrealistic.

5. The models of Whitham, Kuhne, Kerner, Konhauser, and
Lee et al.

With Eq. (47), the Lighthill-Whitham model assumes
that the traffic flow is always in equilibrium Q,(p). This
is at least very questionable for medium densities
(Kerner and Rehborn, 1996b; Kerner et al., 1997), where
there is no unique empirical relation between flow and
density (see Secs. II.B and IV.A.3). Although some re-
searchers believe that the Lighthill-Whitham theory is
correct, implying that there would be no unstable traffic
in which disturbances are amplified, Daganzo (1999a)
recently noted that “large oscillations in flow, speed and
cumulative count increase in amplitude across the detec-
tors spanning a long freeway queue and its intervening
on-ramps” (cf. Figs. 22 and 41). Moreover, Cassidy and
Bertini (1999) state that “the discharge flows in active
bottlenecks exhibit near-stationary patterns that (slowly)
alternate about a constant rate... . The onset of up-
stream queueing was always accompanied by an espe-
cially low discharge flow followed by a recovery rate and
these are the effects of driver behavior we do not yet
understand” [cf. Figs. 3(b) and 38(d)].

Whitham himself (1974) suggested a generalization of
the Lighthill-Whitham theory, which is related to Phil-
lips’ model, but without the mentioned problem of de-
creasing traffic pressure. He obtained it from the conti-
nuity equation together with the assumption that the
adaptation to the velocity (52) can be delayed by some
relaxation time 7: d,V/dt=[V . (p)—(D/p)dplix
—V]/7. Therefore Whitham’s velocity equation reads
AVIat+VaVidx=—(0y/p)dpldx+[V.(p)—V]/ T with
suitable constants #,=D >0 and 7>0.

Unfortunately, this model shows the same problems
with numerical robustness as the models of Payne and
Phillips, since it eventually produces shocklike waves.
Therefore Kuthne (1984a, 1984b, 1987) added a viscosity
term v6°V/dx?, which has an effect similar to that of the
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diffusion term in the Burgers equation and resolves the
problem (cf. Fig. 33). In analogy with the Navier-Stokes
equation for compressible fluids, Kerner and Konhauser
(1993) preferred a viscosity term of the form
(7/p)3*V/dx?, leading to the velocity equation

av. . aV 6y dp 77(72V+Ve(p)—V

_+ —_—— e —— [ —
pradre p ox’

p ox (58)

A stochastic version of this Kerner-Konhauser model
has been developed by Kerner et al. (1995b) to consider
fluctuations in vehicle acceleration (Kuithne, 1987).

It turns out that the above Kerner-Konhauser model
is rather sensitive to the choice of parameters and the
velocity-density relation. This is probably for reasons
similar to those for the optimal velocity model, as both
have no dependence on the relative velocity between
cars. The probably best parameter set was specified by
Lee et al. (1998).

6. The Weidlich-Hilliges model

The basic version of the model by Weidlich and Hill-
iges (Weidlich, 1992; Hilliges, Reiner, and Weidlich,
1993; Hilliges and Weidlich, 1995) is discrete and related
to Daganzo’s cell transmission model (Daganzo, 1994,
1995a): The freeway is divided into cells j of equal length
Ax, reminiscent of cellular automaton models. More-
over, the density p(j,t)=p(jAx,t) is governed by the
spatially discretized continuity equation

ap(j.t)  0G.0N-0G—11)
a Ax -

(59)

However, Weidlich and Hilliges assume for the flow the
phenomenologically motivated relation

0(j,t)=p(j,)V(j+11), (60)

according to which the drivers in cell j adapt their speed
to the velocity in the next cell (j+1). This looks like a
generalization of the mean value equations of the totally
asymmetric simple exclusion process (see Sec. III.C.3)
and reflects an anticipatory behavior of the drivers. The
choice Ax~100m of the cell length is therefore deter-
mined by driver behavior. Under the assumption

V(j,t)=V,(p(j,t)), the model cannot describe emergent
stop-and-go waves, since the continuous version of the
Weidlich-Hilliges model corresponds to Eq. (53) with
the diffusion function D(p)=[V,.(p)—pdV,/dp]Ax/2
=(, as is shown by a Taylor expansion of p((j
—1)Ax,t) and V((j+1)Ax,t). For the linear velocity-
density relation (48), we have simply a diffusion con-
stant D=V Ax/2, which implies an equivalence to the
Burgers equation (54).

To model self-organized stop-and-go waves, Hilliges
and Weidlich (1995) have supplemented Egs. (59) and
(60) by the dynamic velocity equation

V(ii+10)-V(i—11)
2Ax

avi,e) .
gy +V{,

VGG~ VG0
T

; (61)
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FIG. 33. Illustration of the typical traffic dynamics according
to macroscopic models with a dynamic velocity equation. The
simulations were carried out with the nonlocal gas-kinetic-
based traffic model introduced in Sec. III.LE.4 and show the
spatio-temporal evolution of the traffic density p(x,t) on a cir-
cular road of circumference 10 km, starting with homogeneous
traffic, to which a localized initial perturbation (108) of ampli-
tude Ap=10vehicles/km/lane was added. (a) Free and stable
traffic at low vehicle density. (b) Formation of stop-and-go
waves in the range of linearly unstable traffic at medium ve-
hicle density. From Treiber et al., 1999; Helbing, Hennecke,
et al., 2001a, 2001b.

with 7=5 s. In the continuous limit Ax—0, the terms on
the left-hand side correspond to the substantial time de-
rivative d,V/dt=9V/dt+VaV/dx.

Moreover, Hilliges and Weidlich (1995) have shown
that 9p(j,t)/at=0 if p(j,t)=0, and aV(j,t)/9t=0 if
V(j,t)=0. This guarantees the required non-negativity
of the density and the average velocity. In addition, they
have developed simple rules for the treatment of junc-
tions, which allow the simulation of large freeway net-
works.

7. Common structure of macroscopic traffic models

The previous models are closely related to each other
(Helbing, 1997a, 1997¢), as they can all be viewed as
special cases of the density equation

L IR 62
G Vo =p D) &) (62)

and the velocity equation

aV+VaV_ 1dPap+ 32V+ -
o VT T pdpax Ve T 7 Ve V)

+&(x,1). (63)

The differences are in the specification of the diffusion
D(p), the fluctuations &(x,t),&(x,t), the traffic pres-
sure P(p), the viscositylike quantity v(p), the relaxation
time 7(p), and the equilibrium velocity V,(p). The
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Lighthill-Whitham model, for example, results in the
limit 7—0. Payne’s model is satisfied with r=A¢ and
P(p)=[Vy—V.(p))/(2At), while P(p)=p6, in the
Kerner-Konhauser model (58). Clearly, some param-
eters must be set to zero.

Section IILLE will show how to derive macroscopic
from microscopic traffic models. We shall see that D and
¢, should be nonvanishing only in first-order models re-
stricting themselves to a density equation. In second-
order models with a dynamic velocity equation, the pres-
sure P consists of a contribution p#, if there is a variation
of individual velocities due to fluctuations or different
driver-vehicle types, and other contributions that are
due to the nonlocality of vehicle interactions (Helbing,
1996b, 1997a, 1998a, 1998c; see also Secs. III.LE.5 and
111.D.3). Daganzo (1995c) has criticized second-order
macroscopic traffic models as fundamentally unsound,
but his arguments have been invalidated (Whitham,
1974; Paveri-Fontana, 1975; Helbing, 1995b, 1996a,
1996b, 1997a; Helbing and Treiber, 1999; Treiber et al.,
1999; Aw and Rascle, 2000; Zhang, 2000).

E. Gas-kinetic traffic models and the micro-macro link

In the following paragraphs, I shall show how the car-
following models of Sec. III.A can be connected with
macroscopic traffic models via a mesoscopic level of de-
scription.

1. Prigogine’s Boltzmann-like model

Starting in 1960, Prigogine and co-workers proposed,
improved, and investigated a simple gas-kinetic model
(Prigogine and Andrews, 1960; Prigogine, 1961). The re-
sults are summarized in the book by Prigogine and Her-
man (1971), to which I refer in the following.

Gas-kinetic theories are based on an equation for the
phase-space density,

Plx,0.0)=p(x,0)P(vix,0), (64)

which is the product of the vehicle density p(x,f) and

the distribution P(v;x,t) of vehicle speeds v at location
x and time ¢. Because of vehicle conservation, we find
again a kind of continuity equation for the phase-space

density:
dp dp
E) acc+ ( E) int . (65)

dp o
=—+v
dt ot x
However, compared to Eq. (45), this conservation equa-
tion is not zero on the right-hand side, because of veloc-
ity changes. In a coordinate system moving with speed
v, the temporal change of the phase-space density is
given by the acceleration behavior and interactions of
the vehicles.
Prigogine suggested that the acceleration behavior
can be described by a relaxation of the velocity distribu-

tion P(v;x,t) to some desired distribution Py(v):

7 _

p(x,1)

ap\ ) -
(ﬂ o o) T Pluxnl (66)
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The quantity 7(p) again denotes a density-dependent re-
laxation time. In this model, Po(v) reflects the variation
of the desired velocities among drivers, causing the scat-
tering of the actual vehicle velocities v. The distribution
Py(v) can be obtained by measuring the velocity distri-
bution of vehicles with large clearances (Tilch, 2001).

Interactions among the vehicles are modeled by the
Boltzmann-like term

.
(d_’;) N fw>vdw[1 —p(p)llw—v[p(x,w,0)p(x,v,1)

int
~ [ awt1=p(onlo = wlpce. 0500 m.0).

(67)

This assumes that fast vehicles with velocity w interact
with slower ones with velocity v<w at a rate |w
—v|p(x,w,t)p(x,v,t), which is proportional to the rela-
tive velocity |w—v| and to the product of the phase-
space densities of the interacting vehicles, describing
how often vehicles with velocities w and v meet at place
x. Given that the faster vehicle can overtake with some
density-dependent probability p(p), it will have to de-
celerate to the velocity v of the slower vehicle with
probability [1—p(p)], increasing the phase-space den-
sity p(x,v,t) accordingly. However, the phase-space den-
sity is decreased when vehicles of velocity v meet slower
vehicles with velocity w<<v. This is reflected by the last
term of Eq. (67).
The interaction term (67) can be simplified to

(i—f) im=[1—ﬁ(p(x,l))]p(x,t)[V(x,t)—v]"f)(x,v,t)
(68)
by introducing the average velocity
V(x,t)=J dv vAP(v;x,t)=J dv UM. (69)
p(x,1)
Additionally, we define the velocity variance
0(x,t)=J dv[v—V(x,0)]*P(v;x,1) (70)

and the average desired velocity V= [dvP(v). To de-
rive macroscopic density and velocity equations, we
multiply the kinetic equation given by Egs. (65), (66),
and (68) by 1 or v and integrate over v, taking into
account that the vehicle density is given by

p(x,t)zf dvp(x,v,t). (71)

We obtain Egs. (62) and (63) with D(p)=0=v(p),
&1(1)=0=¢,(¢), the traffic pressure

P(p,0)=pb, (72)
and the equilibrium velocity
Vlp,0)=Vo=1(p)[1-p(p)]lpo. (73)

That is, gas-kinetic approach allowed Prigogine and his
co-workers to derive mathematical relations for the
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model functions P and V,, which other researchers pre-
viously had to guess by phenomenological consider-
ations. Unfortunately, the above relations are valid only
for small densities, but theories for higher densities are
also available (see Secs. III.LE.3 and II1.E.4).

Analyzing the Boltzmann-like traffic model, Prigogine
(1961) found a transition from free to congested traffic
above a certain critical density, which he compared to
the phase transition from a gaseous to a fluid phase (see
also Prigogine and Herman, 1971). This congested state
is characterized by the appearance of a second maxi-
mum of the velocity distribution at v =0. That is, some
of the vehicles move, while others are completely at rest.
This bimodal equilibrium distribution is also found in
modern variants of Prigogine’s model (Nelson, 1995;
Nelson et al., 1997), as a consequence of the special ac-
celeration term (66).

To obtain a better agreement with empirical data,
Phillips (1977, 1979a, 1979b) modified Prigogine’s rela-
tions for the overtaking probability p(p) and the relax-
ation time 7(p). Moreover, he assumed that the distribu-

tion of desired velocities Py(v) depends on the density p
and the average velocity V. Finally, he made several
proposals for the velocity variance 6. Prigogine’s model
has also been improved by Andrews (1970a, 1970b,
1973a, 1973b), Paveri-Fontana (1975), Phillips (1977,
1979a), Nelson (1995), Helbing (1995¢c, 1995d, 1996a,
1996b, 1997a, 1997d, 1998a), Klar et al. (1996), Nagatani
(1996a, 1996b, 1996¢, 1997a, 1997b), Wagner et al.
(1996), Wegener and Klar (1996), Wagner (1997a, 1997b,
1997¢, 1998b), Klar and Wegener (1997, 1999a, 1999b),
Shvetsov and Helbing (1999). They modified the accel-
eration term, introduced velocity correlations among
successive vehicles, investigated interactions among
neighboring lanes, and/or considered space require-
ments.

2. Paveri-Fontana’s model

Paveri-Fontana (1975) carried out a very detailed in-
vestigation of Prigogine’s gas-kinetic traffic model and
recognized some strange features. He criticized the fact
that the acceleration term (66) would describe discon-
tinuous velocity jumps occurring with a rate propor-
tional to 1/7(p). Moreover, the desired velocities of ve-
hicles were a property of the road and not the drivers,
while there are actually different driver personalities—
aggressive ones, driving fast, and timid ones, driving
slowly (Daganzo, 1995c).

Paveri-Fontana resolved these problems by distin-
guishing different driver-vehicle types. These were char-
acterized by individual desired velocities v,. As a con-
sequence, he introduced an extended phase-space
density p, (x,v,v(,t) and the corresponding gas-kinetic
equation. By integration over v, one can regain Eq.
(65). While Paveri-Fontata specified the interaction term
analogously to Prigogine’s, a different approach was
chosen for the acceleration term. It corresponds to the
microscopic acceleration law

dvldt=(vy—v)/7(p), (74)
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finally resulting in the formula
T/O(v X,t)—v

&) =
dt m__ﬁ m(p(x,1))

(Helbing, 1995d, 1996a; Wagner et al., 1996). Here,
the quantity Vo(vix,t)=[dvovops (X,0,00,1)/P(x,0,1)
~Vo(x,t)+[v—=V(x,t)]C"(x,t)/6(x,t) denotes the av-
erage desired velocity of vehicles moving with velocity
v, which is greater for fast vehicles. While V(x,t)
=[dvy[dvvyp, (x,v,0¢,t)/p(x,t) represents the aver-
age desired velocity at place x and time ¢, C'(x,t)
=[dvofdv(v—=V)(ve—Vy)ps(x,v,0¢,t)/ p(x,t) repre-
sents the covariance between the actual and desired ve-
locities. In spite of these differences, the macroscopic
equations for the density and the average velocity agree
exactly with those of Prigogine. However, the equations
for the velocity variance, the covariance, the average de-
sired velocity, and so on are different.

The construction and properties of solutions to the
Paveri-Fontana equation have been carefully studied
(Barone, 1981; Semenzato, 1981a, 1981b). In addition, it
should be noted that there are further alternatives to the
specification (75) of the acceleration term. For example,
Alberti and Belli (1978) assume a density-dependent
driver behavior. In contrast, Nelson (1995) and others
(Wegener and Klar, 1996; Klar and Wegener, 1997) have
proposed an acceleration interaction leading to math-
ematical expressions similar to Prigogine’s interaction
term.

p(x,v,1) (75)

3. Construction of a micro-macro link

For the derivation of macroscopic equations from mi-
croscopic ones, one may start with the master equation
(32) together with the transition rates (37), if the state j
is replaced by the state vector (x,v) and the sums are
replaced by integrals due to the continuity of the phase
space. The spontaneous state changes are described by
the transition rate

1
x,v)= lim — 8(x' — (x+vAt))
At—0

w(x',v’

1 -
Xf dg e—(fAt/T) /(2D At)
V2mDAt

voté—v
v+ ——A¢
T

reflecting the motion and acceleration of identical ve-
hicles with Gaussian-distributed velocity fluctuations.
Inserting this into Eq. (40) and reformulating the respec-
tive terms as a Fokker-Planck equation (see Sec. II11.C.5)
gives, together with p(x,v,t) =(n( ,))/Ax, the following
kinetic equation:

B opv) 0 (~

X8lv' —

. (76)

2 9v? ot

vo—v|_1(pD) (7p
dt ax w\P )T :

nt(77)
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Here the quantity D represents a velocity diffusion co-
efficient, and

(%)im:fdx’fdv’J'dydede’de,

x["f’z(x’U»y,Wlx,,U,7y,,W/)ﬁ2(x,,U’7y,,W,,t)

—Wo(x" vy w! |xu,y,w)py(x,0,y,w,1)]
(78)

is the interaction term, where we have introduced the
pair-distribution function p,(x,v,y,w,t) =1y )1 (y.w))/
(Ax)%. The transition rates w,(x',v’,y",w’|x,v,y,w)
are proportional to the relative velocity |[v —w| and pro-
portional to the probability of transitions from the states
(x,v) and (y,w) of two interacting vehicles to the states
(x',v") and (y',w"). During the interactions, the car
locations do not change significantly, only the velocities.
Therefore we have

Walx" v’y  w'lx,v,y,w)

T
= lim - [1-p(p)lo—w|

At—0
X' —[v+flx,v,y,w)At])d(x" —x)
Xow'—=[w+f(y,w,x,v)At])8(y" —y) (79)

(Helbing, 1997a). Here the force f is specified in agree-
ment with Eq. (16). The location and velocity of the
interaction partner are represented by y and w, respec-
tively. Quantities without and with a prime (") represent
the respective values before and after the interaction. To
simplify the equations, we shall assume hard-core inter-
actions corresponding to abrupt braking maneuvers,
when neighboring particles approach each other and
have a distance d*, i.e., y=(x*=d*). Moreover, let us
assume the relations (v'—w')=—¢e(1—pu)(v—w) and
(v'+w)=(1—w)v+(1+u)w corresponding to

, l=p—e(l—pn) 1+uput+e(l—pw)
v'= v w,
2 2
1—put+e(l— 1+pu—e(l-
. 2( M)U+ M 2( M)w' (80)

By variation of the single parameter u reflecting the
asymmetry of interactions, we are able to switch be-
tween vehicle interactions for w=1 (velocity adapta-
tion) and granular interactions for =0 (conservation of
momentum, see Foerster ef al., 1994). In addition, the
parameter e allows us to control the degree of energy
dissipation in granular interactions, where e(1—u)=1
corresponds to the elastic case with energy conservation
relevant for idealized fluids.

Prigogine’s Boltzmann-like interaction term is ob-
tained for u=1, d* =0 (pointlike vehicles), and the so-
called vehicular chaos approximation p,(x,v,y,w,t)
~p(x,v,t)p(y,w,t), which assumes statistical indepen-
dence of the vehicle velocities v and w. This is justified
only in free traffic. At higher densities, we must take
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into account the increase in the interaction rate by a
density-dependent factor y=1 (Chapman and Cowling,
1939; Lun et al., 1984; Jenkins and Richman, 1985), since
the proportion 1/x=0 of free space is reduced by the
vehicular space requirements (Helbing, 1995b, 1995d,
1996a, 1996b; Wagner et al., 1996; Klar and Wegener,
1997). For simplicity, we shall assume that the overtak-
ing probability is given by just this proportion of free
space, i.e.,

p=1/x (81)
(Treiber et al., 1999). At high vehicle densities, the ve-
locities of successive cars will additionally be correlated.
This is particularly clear for vehicle platoons (Islam and
Consul, 1991), in which the variation of vehicle veloci-
ties is considerably reduced (see Sec. II.D). There have
been several suggestions for the treatment of vehicle
platoons (Andrews, 1970a, 1970b, 1973a, 1973b; Beylich,
1979, 1981). One possibility, related to an approach by
Lampis (1978) and others (Poethke, 1982; see Leutz-
bach, 1988; Hoogendoorn, 1999; Hoogendoorn and
Bovy, 1999a, 1999b), is to distinguish a fraction é(p) of
free vehicles and a fraction [1—¢(p)] of bound (i.e.,
obstructed) vehicles, for which separate but coupled
equations can be derived (Helbing, 1997a, 1997d). The
most realistic description of vehicle platoons, however, is
to set up equations for vehicle clusters of different sizes
(Beylich, 1979, 1981). Unfortunately, this produces a
very complex hierarchy of spatio-temporal equations,
from which useful macroscopic equations have not yet
been successfully derived. Instead, we may simply as-
sume a correlation r of successive vehicle velocities,
which increases from zero to positive values when the
density changes from low to high; see Fig. 18(b). Taking
also into account the fact that vehicle velocities are more
or less Gaussian distributed (see Figs. 13 and 34; Pam-
pel, 1955; Gerlough and Huber, 1975; May, 1990; cf. also
Alvarez et al., 1990), one may approximate the two-
vehicle velocity distribution function by a bivariate
Gaussian function,

' det R —R(v,w)/2

¢ (82)

with the quadratic form R(v,w)=[(v—V)*6-2r(v
VYW=V )OO, +(w—V ,)?/6,1/(1—r*) and its
determinant det R=1/606'(1—r?)] (Shvetsov and Hel-
bing, 1999). Here, V denotes the average velocity and 6
the velocity variance of vehicles at location x and time ¢,
whereas the variables with the subscript “+” refer to the
location x ; =[x+ d* (V)] of the interaction point. Often
one chooses the interaction distance

Py(v,w)=

+TV

; (83)

a* (V)= y(

max
where y=1 is an anticipation factor. I should mention
that an exact analytical solution of the gas-kinetic equa-
tions is not available, even for the stationary case, but
formula (82) seems to be a good approximation of nu-
merical results; see Fig. 34 (Wagner, 1997a). The bi-
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variate Gaussian distribution is also favorable for the
evaluation of the interaction integrals, and it makes
sense for 3\/#<V, so that negative velocities are negli-
gible.

Summarizing the above considerations, a good ap-
proximation for the pair distribution function p, at high
vehicle densities is given by

52(X,U,x+ 7W5t):)2+p(x9t)p(x+ 9I)P2(U’W;x’x+ Et):)
84

and the resulting Enskog-like gas-kinetic traffic equation
reads

Jp apv) 9 [_Ve—v\ # _.
=- (P +W(PD)

ar ox %

T

+(1=p)X+pp+ L dw(w—v)Py(w,v)

. (85)

—f dw(v—w)P,y(v,w)

4. The nonlocal, gas-kinetic-based traffic model

A realistic and consistent macroscopic traffic model is
obtained by multiplying Eq. (77) with v* (ke{0,1,2})
and subsequent integration over v. The corresponding
calculations are more or less straightforward, but very
cumbersome, so the results took some time to achieve
(Helbing, 1995d, 1996a, 1996b, 1997a, 1998a; Helbing
and Treiber, 1998a; Shvetsov and Helbing, 1999). They
can be cast into the general form of the continuity equa-
tion (62) and the velocity equation (63), but instead of
V. we have a nonlocal expression,

Ve=Vo=d1=p(p)IR(p)p+ B(AV,64).

Braking interaction term

(86)

This nonlocality has some effects that other macroscopic
models produce by their pressure and viscosity (or dif-
fusion) terms. Related to this is the higher numerical
efficiency of the nonlocal gas-kinetic-based traffic model
used in the simulation package MASTER (Helbing and
Treiber, 1999). The dependence of the braking interac-
tion on the effective dimensionless velocity difference
AV=(V-V,)/\J6, between the actual position x and
the interaction point x . takes into account effects of the
velocity variances 6, 6, and the correlation » among suc-
cessive cars [see Fig. 18(b)]: 0,=(6—-2ry66,.+6.).
The Boltzmann factor
B(AV,0,)=0,{AV®(AV)+[1+(AV)?]E(AV)}
(87)
in the braking term is monotonically increasing with AV
and contains the normal distribution ®(z)
=e’zz/2/\/ﬂ and the Gaussian error function E(z)
=[2.d7'®d(z).
To close the system of equations, we specify the ve-
locity correlation r as a function of the density according
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FIG. 34. Stationary velocity distributions at different vehicle
densities obtained by numerical solution of a gas-kinetic traffic
model. After Wagner, 1997a.

to empirical observations [see Fig. 18(b)]. Moreover, for
a description of the presently known properties of traffic
flows it seems sufficient to describe the variance by the

equilibrium relation 6=Dr of the dynamical variance
equation (Helbing, 1996b, 1997a), which also determines
the traffic pressure via P=p6 or, more exactly, Eq.
(119). Empirical data (Helbing, 1996b, 1997a, 1997c;
Treiber et al, 1999) suggest that the variance is a
density-dependent fraction A (p) of the squared average
velocity:

6=A(p)V>. (88)

This guarantees that the velocity variance will vanish if
the average velocity goes to zero, as required, but it will
be finite otherwise. The variance prefactor A is higher in
congested traffic than in free traffic (see Fig. 17).
Finally, the average time clearance of vehicles should
correspond to the safe time clearance 7, if the vehicle
density is high. Hence, in dense and homogeneous traffic
situations with V.=V and #,=60, we should have V
=(1/p—1/pmax)/T. This is to be identified with the equi-

librium velocity
4V3
-1+ 1+ -
1%

where V2=V, /[tpA(p)(1—p)x]. For the effective
cross section, therefore, we obtain

VopT?
TA (pmax)(1 - p/pmax)2 ’

which also makes sense in the low-density limit p—0,
since it implies x—1 and p—1.

"VZ
Ve(p) =

: 89
v (89)

[1=-p(p)1xX(p)= (90)

5. Navier-Stokes-like traffic equations

The above derivation of macroscopic traffic equations
was carried out up to Euler order only, based on the
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(zeroth-order) approximation of local equilibrium. This
assumes that the form py(x,v,t) of the phase-space den-
sity in equilibrium remains unchanged in dynamic situa-
tions, but it is given by the local values of the density
p(x,t) and possibly other macroscopic variables; see, for
example, Eq. (93). For fluids and granular media, how-
ever, it is known that the phase-space density also de-
pends on their gradients, which is a consequence of the
finite adaptation time 7, needed to reach local equilib-
rium (Huang, 1987). The related correction terms lead
to Navier-Stokes equations, which have also been de-
rived for gas-kinetic traffic models (Helbing, 1996b,
1998c; Wagner, 1997b; Klar and Wegener, 1999a, 1999b).
For ordinary gases, the Navier-Stokes terms (transport
terms) are calculated from the kinetic equation by
means of the Chapman-Enskog method (Enskog, 1917;
Chapman and Cowling, 1939; Liboff, 1990). Here I shall
sketch the more intuitive relaxation-time approximation
(Huang, 1987; for details see Helbing and Treiber,
1998c). This assumes that

(i)  the deviation ép(x,v,t)=[p(x,v,t)—po(x,v,t)] is
small compared to py(x,v,t), so that

dp 7 [ vo~v 1#@D) |
dr P 2w’ al
~d050+ Jd[_ Vo~V 0 &Py
T dt Jv Po T 27 Jv?
dpo
—(7) —L(3p) (91)
int

with d,/dt=dldt+vdldx=3d/dt+V ,d/dx+ dvdldx
and Sv(x,t)=[v—V, (x,0)],

(ii)  the effect of the linear interaction operator £ can
be characterized by its slowest eigenvalue —1/7,
<0 (which depends on the density and velocity
variance):

op(x,v,t)

L(op)~— T

92)

In order to reach a time-scale separation, the equilib-
rium distribution is usually expressed in terms of the
macroscopic variables with the slowest dynamics related
to the conserved quantities. In fluids, these are the par-
ticle number, momentum, and kinetic energy, while in
traffic, this is the particle number only. Between the dy-
namics of the velocity moments (v*) and (v**!) with k
=1, there is no clear separation of time scales. There-
fore one should express the equilibrium phase-space
density as a function of the vehicle density p(x,t) only:

) [v—ve<p>12]
200 | P
where 6,(p)=A(p)[V.(p)]>. The same is done with the

pair distribution function P,(v,w). This allows us to de-
termine

Polx,v,t)= Wexp[
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d,po _dpod,p dpg(dp ap ap
di —% dl‘_% V,—+dv—]. (94)

_ + e

ot ox ox
The relation dpy/dp can be simply obtained by differ-
entiation of p,, whereas dp/dt+V dpl/dx=—pdV,/dx
follows from the continuity equation (45) in the Euler
approximation. Inserting Egs. (92)—(94) into Eq. (91)
finally yields

53 ) 7= [1+5v av,
xX,0,t)=— -+ —
p 0\ Po p 6, dp
1 [6v? deo, v, ap
+2ae(7_ )dp}(‘P PR
7)0 UO_Ve 502
+—| - + —
7 o, vty !

P (512_ 1) - (@)
27\ 0, ac ). ’
Integrating this over v gives exactly zero, i.e., there are
no corrections to the vehicle density. However, multiply-
ing this by dv and afterwards integrating over dv yields
corrections 8V (x,t)=[V(x,t) =V, (p(x,t))] to the equi-
librium velocity according to

0,9p db,dp dV,

p Jx

&Ve " Ve_UQ

poV=—Top dp ax dp P ox T

+(1=pi)x+p+B

apb,) [ AV,\dp p
_TO[_ Ix +(p dp)_+;(v_ve)a (95)

ox

where B is again the Boltzmann factor (87). Interest-
ingly enough, this Navier-Stokes correction contains all
terms and therefore captures all effects of the dynamic
velocity equation (63) in the Euler approximation,
which makes the success of the Euler-like gas-kinetic-
based traffic model understandable. Considering
Vi=V.ps)=Velp(x+d,t)) ~[V.(p(x,0)) +d(dV,/
dp)dplox] and 0,~[6,(p(x,t))+d(db,/dp)dplix], we
can carry out the linear Taylor approximation

p pd[oVe ogVe dV, aVede,\ ip
—(Ve=V,)=~—|—+ —_—t—— |
T T \dp, IV, dp 96, dp)ox
d(pb JP Jd
_ (P e)_ eff)_p (96)
dap dp | dx

for the purpose of linear stability analysis. This defines
the effective traffic pressure Py which, apart from the
kinematic dispersion effect p6, contains additional terms
arising from vehicle interactions, as in Payne’s model
and in Sec. III.LE.6. It can be shown that, in contrast to
d(p0,)/dp, dPldpis non-negative for reasonably cho-
sen parameter values and thereby resolves the problem
of vehicle acceleration into congested areas (see Hel-
bing, 1996b, 1997a; Helbing and Greiner, 1997). Insert-
ing Egs. (95) and (96) into the continuity equation (45)
results in an equation of type (53) with the diffusion
function
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D( )_T {dpeff
P 0 dp

97)

dve)2
Pdp | |
This diffusion function in the Navier-Stokes-like traffic
model without a dynamic velocity equation becomes
negative exactly when the Euler-like traffic model with a
dynamic velocity equation becomes linearly unstable.
Unfortunately, the resulting equation is even more diffi-
cult to solve numerically than the Lighthill-Whitham
model. This problem can, however, be resolved by tak-
ing into account higher-order terms suppressing high-
frequency oscillations.

6. Simultaneous microsimulation and macrosimulation

We shall now discuss a way of obtaining macroscopic
from microscopic traffic models that is different from
the gas-kinetic approach (see Hennecke et al., 2000; Hel-
bing et al., 2001b). For this, we define an average veloc-
ity by, for example, linear interpolation between the ve-
locities of neighboring vehicles:

Vo)X a1 () =X ]H 04— 1 (D[x—x,4(1)]
xa*l(t)_xa(t)

Vix,t)=
(98)

where (x,_{=x>=x,). While the derivative with respect
to x gives us IV/dx=[v,_1(t)—v (t)]/[x4_1(2)
—x,4(t)], the derivative with respect to ¢ gives us the
exact equation

J P
STV o |[V=AGD, 99)

where

ay(O[x,—1(t)—x]+a, ()[x—x,(1)]
Ax.0= X o1 (1) —x (1)

(100)

is the linear interpolation of the vehicle accelerations
a,=dv,/dt characterizing the microscopic model. For
most car-following models, the acceleration function can
be written in the form a/=a’'(s,,v,,Av,), where s,
=(x4_1—Xx,—l,_1) is the netto distance to the vehicle
in front and Av,=(v,—v,—1) the approaching rate. In
order to obtain a macroscopic system of partial differen-
tial equations for the average velocity and density, the
arguments v,, Av,, and s, of the vehicle acceleration
have to be expressed in terms of macroscopic fields, in
particular the local vehicle density p(x,t) defined by

v
p(x,t) a Pmax
sa(t)[xafl(t)_x]+Sa*1(t)[x_xa(t)]
+
xa*l([)_xa(t)

(101)
Specifically, we make the following approximations:
A(x,t)y~a'(S(x,t),V(x,t),AV(x,t)), with  S(x,t)
=120p (6, 0) +p ()] prae AV(x,0)=[V(x,0)
=V, (x,t)], and the nonlocality given by g, (x,t)=g(x
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+1/p(x,t),t) with ge{p,V}. In this way, we obtain a
nonlocal macroscopic velocity equation, which supple-
ments the continuity equation (45) for the vehicle den-
sity and defines, for a given microscopic traffic model, a
complementary macroscopic model. Note that it does
not contain a pressure term (1/p)dP/dx with P=p#, in
contrast to the gas-kinetic-based traffic model described
above, since we have assumed identical vehicles and a
deterministic dynamics corresponding to #=0. For het-
erogeneous traffic, we expect the additional term
—(1/p)a(pb,)/dx, where 6,(p) reflects the resulting,
density-dependent velocity variance of the vehicles. For
the intelligent driver model (see Sec. III.A.3), the above
procedure leads to a remarkable agreement, at least for
identical vehicles. It is even possible to carry out simul-
taneous microsimulations and macrosimulations of
neighboring freeway sections without any significant
changes in the density and velocity profiles or their
propagation speed. This has been shown for down-
stream propagating perturbations, for traffic jams propa-
gating upstream, and for complex spatio-temporal traffic
patterns (Hennecke et al., 2000; Helbing et al., 2001b).

7. Mesoscopic traffic models

For the sake of completeness, I also mention some
“mesoscopic” traffic models, which describe the micro-
scopic vehicle dynamics as a function of macroscopic
fields. Examples are the model by Wiedemann and
Schwerdtfeger (1987) applied in the simulation tool
DYNEMO (Schwerdtfeger, 1987) and the model of Kates
et al. (1998) used in the simulation tool ANIMAL.

IV. PROPERTIES OF TRAFFIC MODELS

In order to see which model ingredients are required
to reproduce certain observations, we shall start with
simple one-lane models for identical vehicles and add
more and more aspects throughout the next sections.

A. Identical vehicles on homogeneous freeways

1. “Phantom traffic jams” and stop-and-go traffic

For a long time, traffic research has aimed at repro-
ducing the fundamental diagram and the kind of phan-
tom traffic jams observed by Treiterer and others (see
Sec. ILLE.1). In the past, the fundamental diagram was
normally fitted by calibration of the parameters in the
equilibrium flow-density relation of the model under
consideration. This procedure, however, makes sense
only in the density regime(s) of stable traffic, as we shall
see that unstable traffic does not just oscillate around
the fundamental diagram.

Most traffic models have the following mechanism of
traffic instability in common:

(i)  Overreaction of drivers, which is either reflected
by a positive slowdown probability p or a delayed
reaction (relaxation time 7 or reaction time Aft).

(il)  Chain reaction of followers: Before a decelerated
vehicle manages to return to its previous speed,
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the next car approaches and has to brake as well
(Nagel and Paczuski, 1995). Overreacting follow-
ers are getting slower and slower, until traffic
comes to a standstill, although everyone likes to
drive fast.

The instability condition for the cellular automaton
model of Nagel and Schreckenberg with small slowdown
probability p~0 follows directly from (ii). Starting with
equally distributed vehicles on a circular road, a vehicle
reaches the leader in one time step At, if the average
clearance (L—NAx)/N=(L/N—Ax) becomes smaller
than the average distance moved with the free velocity
(0 max—p)Ax/At. Hence the average vehicle density @
=N/L above which jams are formed is ©=~1/[ (0 nax
+1)Ax] (Nagel and Herrmann, 1993; Eisenblatter et al.,
1998; Lubeck et al., 1998). A formula for finite slowdown
probabilities p >0, which takes into account that fluctua-
tions may add up and initiate jam formation, has re-
cently been derived by Gerwinski and Krug (1999).
They calculated the resolution speed Cy(p)

=Cy(p)Ax/At of the downstream front of a “megajam”
and obtained

~ Co(p)
e

_ ’ (102)
[ﬁmax_p + CO(P)]AX

with Co(p)=<(1-p).

For most traffic models, however, the instability of
traffic flow is investigated by means of a linear stability
analysis. This will be sketched below.

For microscopic models of the form

dv o (t+A1)  v(s,(1),04(1),A04(1)) v o(1)
dt B T ’

often with the simple specification v¢(s,v,Av)=v.(s),
we start our analysis by assuming a circular road of
length L with homogeneous traffic flow of density o.
Homogeneity implies that all N=pL vehicles « are
separated by identical distances d=(s+/)=1/¢, and the
relative velocity Av,, is zero. Hence the situation is simi-
lar to a lattice of coupled particles in solid-state physics,
with the difference that

(i)  the particles move with identical velocity v
=v,.(s) along the trajectories xy(0)—a(s+/)
+ut=xy(0)— ad+vt,

(i)  the interactions are repulsive and anisotropic, and

(iii) there is a driving force counteracting the repul-
sion.

The dynamics of this spatially homogeneous equilibrium
state in the presence of disturbances is therefore not
obvious, but as usual we can carry out a stability analysis
of the linearized model equations:
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d dv (1) A d? v (1)
ar ATz

_1 Jv’ 5 5 +(9ve5
= K[ X o 1(1) = 0x (1) ] 0 v o(1)

dv®
+m[6va<z)—5va1<t)]—5va(t>].

Due to linearization, this equation is valid only for small
disturbances 6v,(t)=dbx,(t)/dt=[v(t)—v]<v and
Sx (1)=x,(t) —[x0(0) —ad+vt]<d. Its general solu-
tion has the form of a Fourier series:
N-1
_ak :
Ox (1) = N /;::0 Cr exp( 2 i N + ()\k—lwk)t) ,

where ¢, are the amplitudes of oscillations with wave-
length L/k, frequency w;, and exponential growth pa-
rameter N, (ke{1,2,...,N}). Inserting this into the
linearized model equations gives consistency relations
for (A\;—iwy), which have the form of characteristic
polynomials. These determine the possible eigenvalues
(Ax—iwy). The homogeneous solution is stable with re-
spect to small perturbations only if N, <O for all k
e{1,2,...,N}. Otherwise it is potentially unstable with
respect to fluctuations &,(t). Specific analyses for differ-
ent car-following models yield the instability conditions
presented in Sec. III.A. For details see Herman et al.
(1959) or Bando, Hasebe, Nakayama, et al. (1995). Typi-
cally one finds that traffic becomes unstable if the reac-
tion time A¢ or the relaxation time 7 exceed a certain
critical value.

For macroscopic traffic models, we proceed similarly.
Let us assume spatially homogeneous traffic of average
density o and velocity V,.(@), which is slightly disturbed
according to Jdp(x,t)=[p(x,t)—@]<o and &V (x,t)
=[V(x,t)=V,(0)]<V.,(0). The linearized density
equation (62) reads, apart from fluctuations,

a6p v asp 36V b & 6p 103
= TVel@)o=—e——+D(e)—- >, (103
while the linearized velocity equation (63) is
aavﬂ/ asv _ 1.dP(@) (95p+ P’V
o Vel =T o e e gz
1 1dVv.e)
—+ op(x,t
r(eJ dp P
—SV(x,1)|. (104)

The general solution of Eq. (104) is given by Fourier
series of Sp(x,t) and 6V (x,1):

o) =3 [ kol explikx+INi(@)-iw (o)1),

5V(x,t)=21 f dkV' explikx+[Ni(@)—iwk(@)]t},
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where p! and V' are amplitudes. The possible values of
(A —iwh) are given by the eigenvalues X; =[N} —i(w
—kV,(@))] of the matrix

~D(@)k* =X —ike
ik dP(¢) 1 dV, 1 -
¢ dp T He) dp O M

Stability requires the real values A\, (@) of the solutions
of the corresponding characteristic polynomial to be
negative for all wave numbers k. This leads to the sta-
bility condition

dv.(e) dP(p) 12
evr(e) p dp +D(e)| ,

where equality yields the critical densities p., and p.3
determining the range of linear instability. For details
see Kuhne and Rodiger (1991) and Helbing (1997a). As
a consequence, traffic flow in the Lighthill-Whitham
model with D(p)=0 and 7—0 is marginally stable,
while Eq. (53) and the related Burgers equation (54) are
always stable, if D(0)>0. Payne’s model with D (@)
=0 and dP(o)/dp=|dV,(0)/dp|/(27) becomes un-
stable on the condition ¢|dV,(e)/dp|>1/(2¢7). This
agrees with the instability condition (24) of the optimal
velocity model, if we consider that dv./dd
=(dV,ldp)/(ddldp)=—p*(dV,ldp). According to
this, stability can be improved by decreasing the relax-
ation time 7 (i.e., by higher acceleration). The instability
condition for the models of Kuhne, Kerner, and Kon-
hauser with D(0)=0 and dP(p)/dp=6, is
0ldV (o)/dp|>\6,, if the road is long (Kiihne and Ro-
diger, 1991; Kerner and Konhauser, 1993). Hence traffic
flow becomes unstable if the velocity-density relation
V.(p) falls too rapidly with increasing density, so that
drivers cannot compensate for changes in the traffic situ-
ation sufficiently fast.

() (105)

‘ =

2. (Auto)Solitons, the Korteweg—de Vries equation, and the
Ginzburg-Landau equation

Instead of using the original equations, in nonlinear
science it is common to investigate spatio-temporal pat-
terns appearing in the vicinity of an instability threshold
by means of approximate model equations based on se-
ries expansions (Cross and Hohenberg, 1993; Haken,
1977). In this way, the original equations can sometimes
be replaced by the Korteweg—de Vries equation

PV
66'(3

v - 9V
—~+(1+V)F+7/ =0, (106)

at X
where the tilde (7) indicates a scaling of the variables,
or by the Ginzburg-Landau equation (Cross and Hohen-
berg, 1993). Kuhne (1984b) was the first to apply this
approach to the study of traffic dynamics (see also Sick,
1989). Moreover, Kurtze and Hong (1995) were able to
derive a perturbed (modified) Korteweg—de Vries equa-
tion and solitonlike solutions from the Kerner-
Konhauser model for densities immediately above the
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critical density p... A similar result was obtained by Ko-
matsu and Sasa (1995) for the microscopic optimal ve-
locity model (see also Whitham, 1990; Igarashi et al.,
1999).

A valid derivation of such model equations requires
that the solutions of the original equations in the vicinity
of the instability threshold be of small amplitude and
stable, otherwise the approximate equations can be
completely misleading (Cross and Hohenberg, 1993).
Therefore the application of approximate model equa-
tions to traffic is restricted to the practically irrelevant
case with p. =~ po~ps=~pq, Where instability barely ex-
ists. In the optimal velocity model, this condition would
be fulfilled, if the inverse density and relaxation time
were close to the critical point (d.,1/7)
=(d.2dv,(d.)/d d), where d. is the turning point of the
velocity-distance relation (22) with d?v)(d.)/d d*=0.
For that case, Nagatani (1998b, 1998c; see also Mura-
matsu and Nagatani, 1999) derived the time-dependent
Ginzburg-Landau equation

as' g 1 ¢\ 8D (S 107
R (107)

with x' = a+2t7{dv)(d.)/dd)?, S'=(d—d.),

1 dvl(d.)[aS"\>
48 dd \ox’

ax'
and the thermodynamic potential

+¢’(S’)},

CI>’(S’)=fdx’

. dv)(d.) | dv.(d.) 1) s
¢8)="—74q (T ad 23
1 |d,(d)|
T ulTaas :

Moreover, Nagatani (1998b, 1998c) calculated the uni-
form and kink solutions, the coexistence curve defined
by d¢'/9S'=0, and the spinodal line given by
3*¢'19S"?=0 (see also Komatsu and Sasa, 1995). In his
formalism, the inverse relaxation time 1/7 plays the role
of the temperature in a conventional phase transition,
and the headways d corresponds to the order parameter.
See also the study by Reiss et al. (1986) for an earlier
application of thermodynamic ideas to traffic.

Approximate equations for nonlinear solutions at
large amplitudes have been developed by Kerner et al.
(1997), based on the theory of autosolitons (Kerner and
Osipov, 1994). Moreover, the features of wide moving
jams have been compared with autosolitons in physical
systems (Kerner, 1995). They are reminiscent of proper-
ties found in some reaction-diffusion systems
(Mikhailov, 1991a, 1991b; Meron, 1992; Kapral and
Showalter, 1995; Woesler et al., 1996).

3. Jam formation: Local breakdown and cluster effects,
segregation, and self-organized criticality

Wave formation in traffic has some particular features.
It turns out that the traffic equations are so highly non-
linear that a linear approximation is only of very limited
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use. For example, the wave number k* associated with
the largest growth rate )\f{*(g) at a given average den-
sity ¢ does not at all determine the finally resulting
wavelength via 27/k*. Moreover, the forming waves are
typically not periodic. Even when starting with a small
sinusoidal perturbation, the wave amplitude will not just
grow linearly. Instead, the extended perturbation will
drastically change its shape until it eventually becomes
localized. Kerner and Konhauser (1994) call this the lo-
cal breakdown effect. The resulting perturbation has a
characteristic form that can be approximated by the
function

p(x,to)=e0+Ap

x—xo)

cosh™2
W
Wy

X xp—(witw_)
—W—cosh 2(

w_

” (108)

with suitable parameters ¢y, xy, w,, and w_ determin-
ing its location and width; see Fig. 35(a). When this
shape has been reached, the perturbation grows more
and more, playing the role of a nucleus for jam forma-
tion (Kerner and Konhauser, 1994). While small-
amplitude perturbations flow with the traffic, the propa-
gation speed becomes slower with increasing
perturbation amplitude and eventually becomes nega-
tive. The final result is a wide traffic jam of characteristic
form, which propagates upstream. This is because ve-
hicles are leaving the standing jam at the front, while
new ones are joining the traffic jam at its end. The traffic
jam is localized, which is known as the local cluster effect
(Kerner and Konhauser, 1994; Herrmann and Kerner,
1998). Moreover, it is normally surrounded by free traf-
fic flow. Hence one could say that there is a phase sepa-
ration (segregation) between free and congested traffic
(Kerner and Konhauser, 1994; Kerner and Rehborn,
1996a). The result of this noise-induced ordering process
(Helbing and Platkowski, 2000) is similar to an equilib-
rium between two different phases (a freely moving,
“gaseous” state and a jammed, “condensed” state). In
other words, traffic jams absorb as many cars as neces-
sary to have free traffic in the rest of the system. The
resulting state of the system is not a partial congestion
with all vehicles moving slowly, as the velocity-density
relation V,(p) would suggest.

After a traffic jam has developed a stationary shape, it
moves with constant velocity C<(0 upstream along the
road. Therefore we have the relations p(x,t)=p(x
—Ct,0) and Q(x,t)=Q(x— Ct,0). Inserting this into the
continuity equation (45) gives —Cdp(x,,0)/dx,
+d0(x,,0)/dx, =0 with x, =(x— Ct), which is solved
by

Q(x,.0)=0Q¢+ Cp(x,,0)=J(p(x,.0)) (109)

with a suitable constant Q, (Kerner and Konhauser,
1994). Hence the flow-density relation of a fully devel-
oped traffic jam is a linear curve with negative slope C
<0, the so-called jam line J(p). While first-order mac-
roscopic traffic models like the Lighthill-Whitham
model have to assume this linear relation for congested
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FIG. 35. States and structures in traffic flow: (a) The chosen
localized perturbation and the density-dependent perturbation
amplitudes Ap,. required for jam formation in the metastable
density regime. (b) Instability diagram of homogeneous (and
slightly inhomogeneous) traffic flow. (c) Finally resulting traffic
patterns as a function of density regime. Simplified diagram
after Kerner et al., 1995a, 1996; see also Kerner and Kon-
hauser, 1994.

traffic, in second-order models with a dynamic velocity
equation the linear jam line is normally the result of
self-organization and often differs significantly from the
fundamental diagram Q,(p) (Kerner and Konhauser,
1994; Kerner and Rehborn, 1996a). Therefore the fun-
damental diagram should be fitted only in the range of
stable traffic flow, while congested traffic flow does not
necessarily relate to the fundamental diagram.

Finally, note that the above-described mechanism of
jam formation and the existence of the jam line J(p)
seems to apply to all models with a deterministic insta-
bility mechanism, i.e., to models with a linearly unstable
density regime (Bando, Hasebe, Nakanishi, ef al., 1995;
Herrmann and Kerner, 1998; Helbing and Schrecken-
berg, 1999; Treiber et al., 1999, 2000). Many cellular au-
tomaton traffic models and other probabilistic models
have a different mechanism of jamming, but show a ten-
dency for phase segregation between free and congested
traffic as well (Nagel, 1994, 1996; see also Schreckenberg
et al., 1995; Chowdhury, Ghosh, et al, 1997, Lubeck
et al., 1998; Roters et al., 1999). In a strict sense, phase
segregation is found in slow-to-start models, while it is
restricted in the Nagel-Schreckenberg model. Interest-
ingly enough, the “cruise control” variant of the latter
and a few other cellular automaton models display
power-law behavior in the density variations (Choi and
Lee, 1995; Csanyi and Kertész, 1995; Nagatani, 1995b,
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1998a; Yukawa and Kikuchi, 1995; Zhang and Hu, 1995).
Therefore Nagel and Herrmann (1993) as well as Nagel
and Paczuski (1995) have interpreted jam formation as a
self-organized critical phenomenon (Bak et al., 1987),
which is related to fractal self-similarity (Nagel and Ras-
mussen, 1994).

4. Instability diagram, stop-and-go waves, metastability, and
hysteresis

Phase diagrams are a very powerful method for char-
acterizing the parameter dependence of the possible
states of a system. They are of great importance in ther-
modynamics, with various applications in metallurgy,
chemistry, etc. Moreover, they allow us to compare very
different kinds of systems like equilibrium and nonequi-
librium ones, or microscopic and macroscopic ones,
whose equivalence cannot simply be shown by transfor-
mation to normal forms (Kuramoto, 1989; Manneville,
1990; Eckmann et al., 1993). Defining universality classes
by mathematically equivalent phase diagrams, one can
even compare systems as different as physical, chemical,
biological, and social ones, which is done in general sys-
tems theory (Buckley, 1967; von Bertalanffy, 1968; Rapo-
port, 1986).

The phase diagram for the different traffic states on a
homogeneous, circular one-lane road as a function of
the density @ is usually called the instability diagram.
Most traffic models predict a stable traffic flow at small
vehicle densities and unstable traffic flow above a cer-
tain critical density p... At very high densities, many
models with a deterministic instability mechanism be-
come stable again, corresponding to creeping traffic,
while the Nagel-Schreckenberg model and other cellular
automaton models predict unstable traffic. Based on the
calculation of limiting cases, a more detailed picture has
been suggested by Kuhne (1991a). He distinguishes su-
percritical and subcritical regimes, solitary waves, and
shock fronts with either increasing or decreasing densi-
ties in the downstream direction.

Simplifying matters a little, based on a numerical
analysis of their macroscopic traffic model, Kerner and
Konhauser found the following picture (see Fig. 35): Be-
low some density p.;, any kind of disturbance eventu-
ally disappears. Between the densities p; and p,, one
wide traffic jam builds up, given a large enough pertur-
bation. A series of traffic jams appears in a density range
between p, and some density p.;. An “anticluster” or
“dipole layer” can be triggered if the density ¢ is be-
tween pg and poy, while any disturbance disappears in
stable traffic above some density p.4. The critical densi-
ties po depend mainly on the choice of the pressure
function, the relaxation time, and the velocity-density
relation.

The interpretation of these findings is as follows
(Kerner and Konhauser, 1994): Traffic is linearly un-
stable between the densities p, and p.. Therefore the
slightest inhomogeneity can cause a traffic jam. Such an
inhomogeneity can even be the transition region be-
tween a traffic jam and the surrounding traffic. Hence an
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existing traffic jam will produce a new traffic jam (down-
stream of it), which generates another traffic jam, and so
on, until there are not enough vehicles left to form an-
other jam. Such an irregular series of traffic jams is
called stop-and-go traffic. Kuhne’s (1991a) interpretation
of this irregularity was based on chaotic dynamics, mo-
tivated by an approximate mapping of his traffic model
on the Lorenz equation (Kuhne and Beckschulte, 1993).
However, numerical investigations indicate that the larg-
est Lyapunov exponent stays close to zero (Koch, 1996).

Stop-and-go waves have been compared with waves in
shallow water (Kuhne, 1984b; Hwang and Chang, 1987),
as well as with the clogging of sand falling through a
vertical pipe (Schick and Verveen, 1974; Baxter et al.,
1989; Lee, 1994; Poschel, 1994; Peng and Herrmann,
1995) and of lead spheres falling through a fluid column
(Horikawa et al., 1996; Nakahara and Isoda, 1997), al-
though the propagation direction is mostly opposite.

Kerner and Konhauser (1994) have shown that, in the
density ranges [ p.1,pe2] and [ pg,pesl, an existing traffic
jam does not trigger any further jams, because traffic
flow is no longer linearly unstable. In these density re-
gimes, they found metastable traffic, which is character-
ized by a critical amplitude Ap.(¢) for the formation of
traffic jams. This amplitude is zero for ¢=p, and @
=p, While it grows towards the stable regimes and is
expected to diverge at ¢ =p, and ¢ =p. (see Fig. 35).
Perturbations with subcritical amplitudes Ap<<Ap, are
eventually damped out (analogous to the stable density
ranges), while perturbations with supercritical ampli-
tudes Ap>Ap,. grow and form traffic jams (similar to the
linearly unstable density ranges). The situation in meta-
stable traffic is, therefore, similar to that in supersatu-
rated vapor (Kerner and Konhauser, 1994), where an
overcritical nucleus is required for condensation
(“nucleation effect”).

Interestingly, there are also traffic models without the
phenomenon of metastability. Investigations by Krauf3
(1998a, 1998b) for a Gipps-like family of traffic models
(Gipps, 1981; see also McDonald et al., 1998) suggest the
following general outline (see Fig. 36):

(i)  Models with a high ratio between maximum accel-
eration a and maximum deceleration b never
show any structure formation, since traffic flow is
always stable.

(i)  Models with a relatively high maximum decelera-
tion b display a jamming transition, which is not
hysteretic. As a consequence, there are no meta-
stable high-flow states and the outflow from jams
is maximal.

(iii) A hysteretic jamming transition with metastable
high-flow states and a characteristic, reduced out-
flow Q. from traffic jams (see Sec. IV.A.S) is
found for relatively small accelerations and me-
dium decelerations.

The existence of high-flow states requires the flow
Qo= 0.(pou) to be smaller than the flow QO
=Q0.(p.) at which traffic becomes linearly unstable, so
that there is a density range of metastable traffic. By
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variation of model parameters, it is also possible to have
the case Q.<Q .., Where traffic breaks down before it
can reach high-flow states. This corresponds to case (ii)
of the above classification by KrauB (1998a, 1998b), in
which traffic flow never exceeds the jam line J(p) (see
Fig. 36). The Nagel-Schreckenberg model belongs to
class (ii). Based on an analysis of its correlation function
(Eisenblatter et al., 1998; Neubert, Lee, and Schrecken-
berg, 1999; Schadschneider, 1999) and other methods, it
has been shown that the jamming transition in the
Nagel-Schreckenberg model is not hysteretic in nature,
but continuous for p=0. For 0<p<1, there is strong
evidence for a crossover (Sasvari and Kertész, 1997,
Eisenblatter et al., 1998; Neubert, Lee, and Schrecken-
berg, 1999; Schadschneider, 1999; Chowdhury, Kertész,
et al., 2000), although some people believe in critical be-
havior (Roters et al., 1999, 2000).

Note that cellular automaton models with metastable
high-flow states do exist, basically all slow-to-start mod-
els (Takayasu and Takayasu, 1993; Benjamin et al., 1996;
Barlovic et al., 1998). However, it remains to be seen
whether this metastability is of the same type as de-
scribed above, since in probabilistic models the transi-
tion from high-flow states to jamming is due to the un-
fortunate adding up of fluctuations. One would have to
check whether perturbations of the form of Eq. (108)
tend to fade away when they are smaller than a certain
critical amplitude Ap,., but always grow when they are
overcritical. Alternatively, one could determine the
phase diagram of traffic states in the presence of bottle-
necks (see Sec. IV.B.1).

5. Self-organized, “natural” constants of traffic flow

If the fundamental diagram Q,(p) is not linear in the
congested regime, the jam line J(p) could, in principle,
be a function of the average density ¢ throughout the
system. The same applies to the propagation velocity C
of the jam, which is given by the slope of the jam line.
However, in some traffic models, the jam line J(p) and
the propagation velocity C are independent of the aver-
age density @, the initial conditions, and other factors
(Kerner, 1999b), which is very surprising. This was first
shown by analytical investigations for wide jams in the
limit of small viscosity (Kerner and Konhauser, 1994;
Kerner et al., 1997), based on the theory of autosolitons
(Kerner and Osipov, 1994). Since then, empirical evi-
dence has been found for this independence (Kerner
and Rehborn, 1996a).

Note that the characteristic jam line J(p) defines
some other constants as well: The intersection point
(Pout » Q out) With the free branch of the fundamental dia-
gram Q,(p) determines, because of the phase segrega-
tion between jammed and free traffic, the density pgy
downstream of traffic jams. The quantity p,, is a char-
acteristic density between p.; and p.,, which depends on
the choice of the traffic model and the specification of
the model parameters. Moreover, the value Q ,, charac-
terizes the outflow from traffic jams. Finally, the density
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FIG. 36. Comparison of traffic models by their dynamical
properties: (a) Schematic phase diagram of model classes as a
function of the acceleration strength a and the deceleration
strength b. (b) Models belonging to phase (i) have no critical
density p. and display stable traffic in accordance with the
fundamental diagram (heavy solid and dashed lines), while
models belonging to phase (ii) show a nonhysteretic jamming
transition with a resulting flow-density relation represented by
solid lines. (c) A hysteretic phase transition with metastable
high-flow states is found for models belonging to phase (iii).
The model behavior is determined by the relative magnitude
of the outflow Q,, from congested traffic compared to the
flow Q.,=0.(p.) at which traffic becomes linearly unstable
with respect to small perturbations. After Krauf3, 1998a.

Pjam at which the jam line J(p) becomes zero agrees with
the density inside of standing traffic jams.

In summary, we have the following characteristic con-
stants of wide traffic jams: the density p,,, downstream
of the jam (if it is not traveling through “synchronized”
congested traffic; see Kerner, 1998b), the outflow Q
=0.(pou) from the jam, the density pj,p, of traffic inside
the jam, for which J(pj,m) =0, and the propagation ve-
locity Co=0Q.(pout)/(Pout— Pjam) Of the jam. Note that
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these “natural constants” of traffic have not been imple-
mented into the models described above. They are
rather a result of self-organization of traffic, i.e., dynami-
cal invariants. These are related to an attractor of the
system dynamics, determining the form of the wave
fronts. In nonlinear systems, however, the size and shape
of an attractor would usually change with the control
parameter, in this case the density. The attractor in the
congested traffic regime can only be independent of the
density if the transition is hysteretic and associated with
phase segregation between free and jammed traffic.

Not all traffic models display this independence. For
example, although the microscopic optimal velocity
model produces a similar dynamics to that of the
Kerner-Konhauser model (58) (Berg et al., 2000), for
certain velocity-distance functions v, (d) its propagation
velocity depends on the average density ¢ (Herrmann
and Kerner, 1998). This happens if the jam density pjum
varies with the vehicle velocity when approaching a jam
and, therefore, with the average density ¢ and the initial
conditions. The density dependence can, however, be
suppressed by suitable discretizations of the optimal ve-
locity model (Helbing and Schreckenberg, 1999) or by
models in which the approaching process depends on
the relative velocity, for example the gas kinetic-based
traffic model or the intelligent driver model (Treiber
et al., 1999, 2000). It is also suppressed by particular
velocity-distance functions such as the simplified rela-
tion v,(d)=vy®'(d—d,), where ®'(z) denotes the
Heaviside function, which is 1 for z>0 and otherwise 0.
For this choice, the optimal velocity model can be ex-
actly solved. Sugiyama and Yamada (1997) find that the
dynamics of fully developed jams can be represented by
a hysteresis loop in the speed-over-distance plane rather
than the above Heaviside function (see Fig. 37). More-
over, the characteristic constants of traffic flow are re-
lated through the equation 1/pqy=1/pjam+voT’, where
T'=(t,—t, ;) is the characteristic time interval be-
tween the moments ¢,, when successive cars « have a
distance d, to the respective leading car (a«—1) and
start accelerating in order to leave the downstream jam
front. The densities po, and pj,, of free and jammed
traffic, respectively, follow from 1/py=do+tvT'/2.
Moreover, the resolution velocity of jam fronts can be
determined as Co=[x,(t,) —Xq 1(to_1) 1/ (ta=ta 1)
=—1/pjamT' = —1/pjamT. Finally, the time interval T’
=T between accelerating vehicles is given by 7'/t
=2(1—e"T"7).

Summarizing the above results, one finds characteris-
tic traffic constants if the jam density pj,,, developing at
the upstream end of traffic jams is independent of the
surrounding traffic. In contrast to pj,y,, the time interval
T’ between accelerating vehicles is determined by the
dynamics at the downstream jam front. It results from
the fact that the initial conditions for accelerating ve-
hicles at jam fronts are more or less identical: The cars
have equal headways dj,n~1/pjsn to the respective lead-
ing vehicle and start with the same velocity v~0. The
calculation of the characteristic constants is nevertheless
a difficult task. For some models, analytical results have
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FIG. 37. Hysteresis loop of fully developed traffic jams (solid

lines with arrows), emerging in the optimal velocity model (23)

with the equilibrium speed-distance relation v,.(d)=v,0®’'(d

—d,) (dashed line). After Sugiyama and Yamada, 1997.

been obtained by Kerner eral (1997), Helbing and
Schreckenberg (1999), and Gerwinski and Krug (1999).

6. Kerner’s hypotheses

It appears that the above theoretical results cover
many of the observations summarized in Sec. IL.LE. How-
ever, Kerner (1998a, 1998b, 1999a, 1999b, 2000a, 2000b,
2000c) was surprised by the following aspects and has,
therefore, questioned previously developed traffic mod-
els:

(i)  Synchronized flows of types (i) and (ii) (see Sec.
I1.LE.2) can exist for a long time (Kerner and Reh-
born, 1996b), i.e., they can be stable, at least with
respect to fluctuations of small amplitude (see
also the discussion of stable congested flow by
Westland, 1998).

(ii)) Wide jams and stop-and-go traffic are rarely
formed spontaneously (Kerner and Rehborn,
1997; Kerner, 1999¢, 2000c), but occur reproduc-
ibly at the same freeway sections during rush
hours. Instead of a transition from free traffic to
stop-and-go traffic, one normally observes two
successive transitions: a hysteretic one from free
flow to synchronized flow (Kerner and Rehborn,
1997) and another one from synchronized flow to
stop-and-go waves (Kerner, 1998a; see Sec.
IL.E.3).

In conclusion, the transition to synchronized flow ap-
pears more frequently than the transition to stop-and-go
traffic. To explain this, Kerner (1998a, 1998b, 1999a,
1999c, 2000a, 2000b) has developed a set of hypotheses
for his three-phase traffic theory (see Secs. II.B and
IL.LE), which can be outlined as follows:

(i)  The whole multitude of hypothetical homoge-
neous and stationary (steady) states of synchro-
nized flow is related to a two-dimensional region
in the flow-density plane. This region is the same
for a multilane road and for a one-lane road.
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(i)  All hypothetical homogeneous and stationary
(steady) states of free flow and synchronized flow
are stable with respect to infinitesimal perturba-
tions.

(ili) There are two qualitatively different kinds of
nucleation effects and the related first-order
phase transitions in the homogeneous states of
traffic flow:

—the nucleation effect responsible for jam forma-
tion, and

—the nucleation effect responsible for the phase
transition from free to synchronized flow.

(iv) At each given density in homogeneous states of
free flow, the critical amplitude of a local density
perturbation and/or velocity perturbation, which
is needed for a phase transition from free flow to
synchronized flow, is considerably lower than the
critical amplitude of a local perturbation needed
for jam formation in free flow. In other words, the
probability of a phase transition from free flow to
synchronized flow is considerably higher than the
probability of jam emergence in free flow.

(v)  The jam line J(p) (see Sec. IV.A.3) determines
the threshold for jam formation. All (i.e., an infi-
nite number of) states of traffic flow related to the
line J are threshold states with respect to jam for-
mation: Traffic states below the jam line J(p)
would always be stable, while states above it
would be metastable. At the same distance above
the line J(p), the critical amplitude of local per-
turbations triggering jam formation is higher in
free flow than in synchronized flow. Therefore a
transition to a wide moving jam occurs much
more frequently from synchronized than from
free flow.

(vi) The transition from free to synchronized flow is
due to an avalanche self-decrease in the mean
probability of overtaking, since it is associated
with a synchronization among lanes.

(vii) The hysteretic transition to wide jams is related to
an avalanchelike growth of a critical perturbation
of the density, average velocity, or traffic flow; see
the nucleation effect described in Sec. IV.A 4.

Simulation models reflecting these hypotheses could
certainly be constructed, but further empirical evidence
for them is still to be found.

B. Transition to congested traffic at bottlenecks and
ramps

The effects of changes in the number of lanes and
ramps have been simulated since the early days of ap-
plied traffic simulations (see, for example, Munjal et al.,
1971; Phillips, 1977; Cremer, 1979; Makigami et al.,
1983), but no systematic study of the observed phenom-
ena, their properties, mechanisms, and preconditions
was carried out. More recently, various theoretically mo-
tivated studies have been carried out by physicists as

well. These assume, for example, local “defects,” “impu-
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rities,” or bottlenecks with reduced ‘“permeability,”
which are mostly associated with a locally decreased ve-
locity. Typical results for one single defect are

(i)  a drop in the freeway capacity to a value Qy,, at
the impurity,

(ii)  segregation into one area of free and and one
area of congested traffic,

(iii) localization of the downstream front of congested
traffic at the bottleneck,

(iv)  shocklike propagation of the upstream congestion
front in agreement with the Lighthill-Whitham
theory, particularly Eq. (51) with Q , = Oy,

(v)  astationary length of the congested area on circu-
lar roads, since the inflow Q _ is determined by
the outflow Q. from the bottleneck.

Investigations of this kind have been carried out for
particle hopping models like the TASEP with random
sequential update (Janowky and Lebowitz, 1992, 1994)
and for traffic models with parallel update (Chung and
Hui, 1994; Csahok and Vicsek, 1994; Emmerich and
Rank, 1995). One is certainly tempted to compare the
congested traffic appearing in these models with the ob-
served “synchronized” congested flow discussed earlier,
but several elements seem to be missing:

(i)  the hysteretic nature of the transition, character-
ized by the nucleation effect, i.e., the requirement
of an overcritical perturbation,

(ii)  the typical dynamics leading to the formation of
synchronized congested flow (see Sec. I1.E.2), and

(iii) the wide scattering of flow-density data.

In other simulations with inhomogeneities, research-
ers have recognized wavelike forms of congested traffic
behind bottlenecks (Csahok and Vicsek, 1994; Hilliges,
1995; Klar et al., 1996; Nagatani, 1997c; Lee et al., 1998).
One can even find period-doubling scenarios upstream
of stationary bottlenecks (Nagatani, 1997¢c) or due to
time-dependent local perturbations (Nicolas et al., 1994,
1996; Koch, 1996), which are analytically understand-
able. Moreover, Kerner et al. (1995a) have simulated
slightly inhomogeneous traffic on a circular freeway with
on- and off-ramps, for which inflows and outflows were
chosen identically. They found the interesting phenom-
enon of a localized stationary cluster along the on-ramp,
which triggered a traffic jam when the on-ramp flow was
reduced. However, these and other simulations with the
Kerner-Konhauser model (58) were not fully consistent
with the above-outlined phenomena, so that Kerner de-
veloped the set of hypotheses sketched in Sec. IV.A.6. 1
believe the reason for the discrepancy between observa-
tions and simulations may have been the assumptions of
periodic boundary conditions and uniform traffic, i.e.,
identical driver-vehicle units (see below and Sec.
IV.C.2). This is, however, still a controversial topic,
which certainly requires more detailed investigations in
the future.

In 1998, Lee et al. tried to reproduce the hysteretic
phase transition to synchronized congested flow by
simulation of a circular road with the Kerner-Konhauser
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model, including on- and off-ramps, but with different
parameters and a modified velocity-density function
V.(p). By a temporary peak in the on-ramp flow, they
managed to trigger a form of stop-and-go traffic that was
propagating upstream, but its downstream front was
pinned at the location of the ramp. They called it the
“recurring hump” state and compared it to autocatalytic
oscillators. Free traffic would correspond to a point at-
tractor and the oscillating traffic state to a stable limit
cycle. In terms of nonlinear dynamics, the transition cor-
responds to a Hopf bifurcation, but a subcritical one,
since the critical ramp flow depends on the size of the
perturbation (from Helbing and Treiber, 1998b).

Lee et al. have pointed out that free traffic survives a
pulse-type perturbation of finite amplitude if the ramp
flow is below a certain critical value. However, once a
recurring hump state has formed, it is self-maintained
until the ramp flow falls below another critical value,
which is smaller than the one for the transition from free
traffic to the recurring hump state. This proves the hys-
teretic nature of the transition. Moreover, Lee et al. have
shown a gradual spatial transition from the recurring
hump state to free flow downstream of the ramp. They
have also demonstrated a synchronization among neigh-
boring freeway lanes as a result of lane changes. There-
fore they have suggested that their model can describe
the empirically observed first-order phase transition to
synchronized flow, where the two-dimensional scattering
of synchronized congested traffic is understood as a re-
sult of the fact that the amplitude of the oscillating traf-
fic state depends on the ramp flow. The similarity to
empirical data, however, was rather loose. Moreover the
central question, how to explain homogeneous and sta-
tionary congested traffic (see Secs. IV.A.6 and IL.E.2)
remained unanswered.

Independently of Lee et al, Helbing and Treiber
(1998a) submitted another study two weeks later. Based
on the nonlocal, gas-kinetic-based traffic model, they
simulated a freeway section with open boundary condi-
tions and one on-ramp, since the transition to synchro-
nized congested flow had been mostly observed close to
ramps. Ramps were modeled by means of a source term
in the continuity equation:

ap(x,1)
at

. Qrmp(t)
+ 5[p(x,t)V(x,z)]— 7

(110)

Here Q.pp(?) represents the ramp flow entering the
I-lane freeway over a ramp section of effective length L.
The simulation scenario assumed that the sum

Qdown:Qup+ Qrmp(t)/l (111)

of the flow Q,, upstream of the ramp and the ramp flow
Qmp(2)/1 per freeway lane had reached the regime of
metastable traffic flow with O.(p:1) <O 4own<O0.(pc2)
downstream of the ramp. Hence, without any perturba-
tion, there was free traffic flow. However, a short over-
critical peak in the ramp flow Q ,,(¢) triggered a grow-
ing perturbation, which traveled downstream in the
beginning but changed its propagation speed and direc-
tion as it grew larger. Consequently, it returned to the
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ramp (“boomerang effect”) and initiated a continuously
growing region of extended congested traffic when it ar-
rived there (see Fig. 38). The reason for this is basically
the dynamical reduction of the freeway capacity to the

outflow Q,, from congested traffic (see Secs. ILLE and
IV.A.5). This allows us to understand what Daganzo
et al. (1999) call the “activation” of a bottleneck. Note

that the outflow @Om depends on the ramp length L
(Helbing and Treiber, 1998a; Treiber et al., 2000), but in
some traffic models and in reality it is also a function of
the ramp flow O, the average speed Vy,, in the con-
gested area, and possibly other variables (such as the
delay time owing to congestion, since drivers may
change their behavior). We expect the relations

90 ot/ IL=0, 90 o4/ IQ mp=<0, 90 o/ IV =0, and

im  lm  m Qou( Qrmp/ L. Vot L) = Qou-
Qrmp—>0 meﬂ() L—o»
(112)

Note that both Q. and Q,, are also functions of the
model parameters V,, T, etc. (and of their spatial
changes along the road).

The (congested) bottleneck flow

Qbotzéout_Qrmp/I:@()ut_AQ (113)
immediately upstream of the ramp is given by the out-

flow O, minus the ramp flow Q.. /1 per lane defining
the bottleneck strength AQ.% Let py.> p., be the associ-
ated density according to the congested branch of the
fundamental diagram, i.e., Qpo=0.(pPpo). Then the
congested traffic flow upstream of the bottleneck is ho-
mogeneous if py falls in the stable or metastable range;
otherwise one observes different forms of congestion
(see Sec. IV.B.1). Hence the above hysteretic transition
to homogeneous congested traffic can explain the occur-
rence of homogeneous and stationary (steady) con-
gested traffic states. The scattering of synchronized con-
gested flow can be accounted for by a mixture of
different vehicles types such as cars and trucks (Treiber
and Helbing, 1999a; see Sec. IV.C.2). However, apart
from a heterogeneity in the time headways (Banks,
1999), there are also other proposals for this scattering,
which are more difficult to verify or disprove empiri-
cally: complex dynamics with forward- and backward-
propagating shock waves (Kerner and Rehborn, 1996a;
Kerner, 1998b, 2000a, 2000b), changes in the behavior of
“frustrated” drivers (Krauf}, 1998a), anticipation effects
(Wagner, 1998a; Knospe et al., 2000a, 2000b), nonunique
equilibrium solutions (Nelson and Sopasakis, 1998; Nel-
son, 2000), or multiple metastable oscillating states

8At particularly long on-ramps (e.g., at freeway intersec-
tions), some part @’ Q ., (With 0<a’<1) of the ramp flow may
enter the freeway downstream of the congestion front as if it
would enter over an additional downstream on-ramp. In such
cases, the formula (113) for the bottleneck flow must be re-
placed by Qpo=0ou—(1— a@")Qmy/l, and the resulting

downstream flow is given by Oout a' Q1.
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FIG. 38. Spatio-temporal evolution of the density after a small
peak in the inflow from the on-ramp. The on-ramp merges
with the main road at x=0 km. Traffic flows from left to right.
In (a), the parabolically shaped region of high density corre-
sponds to the resulting synchronized congested flow. Plot (b)
illustrates in greater detail that the congestion starts to build
up downstream of the bottleneck (see Sec. ILLE.2). (c) The
time-dependent inflows Q, at the upstream boundary and
Q:mp/1 at the on-ramp. (d) Simulated traffic flows at two cross
sections showing the temporary drop below the finally result-
ing bottleneck flow (dashed line) and discharge flow (solid
line) observed in real traffic; cf. Fig. 3(b). After Helbing and
Treiber, 1998a; Helbing, Hennecke, et al., 2001a, 2001b.

(Tomer et al., 2000). Nonunique solutions are also ex-
pected for the noninteger car-following model (19),
where the vehicle acceleration dv/dt is always zero
when the relative velocity Av becomes zero, no matter
how small the distance is. However, most of these states
are not stable with respect to fluctuations, if no discon-
tinuous driver reaction is introduced.

Let us now explain why the downstream front of ex-
tended congested traffic is located at the bottleneck and
stationary: If it were located downstream of the ramp
for some reason, its downstream front would travel up-
stream as in traffic jams. So the question is why it does
not continue to move upstream when the downstream
front has reached the bottleneck. When it would pass

the on-ramp, it would continue to emit the flow O out»

leading to an increased flow (Qom+ Omp/1)>(Qyp
+O:mp/I) at the ramp, which would again queue up.
The spatial extension of the congested area is reduced
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only when the traffic flow O, falls below the bottleneck
flow Q- This is usually the case after the rush hour.

Finally, I should mention that congested traffic can
also be triggered by a perturbation in the traffic flow
Qp(1) entering the upstream freeway section. It can
even be caused by a supercritical “negative” perturba-
tion with a reduction of the vehicle density and flow as,
for example, at an off-ramp (Helbing, 2001). This is be-
cause vehicles will accelerate into the region of reduced
density, followed by a successive deceleration. Therefore
a negative density perturbation is rapidly transformed
into the characteristic perturbation that triggers con-
gested traffic (see Sec. IV.A.3).

1. Phase diagram of traffic states at inhomogeneities
(bottlenecks)

Theoretical investigations of traffic dynamics have
long been carried out mainly for circular roads. The cor-
responding results were, in fact, misleading, since it is
usually not possible to enter the linearly unstable region
0>p, of congested traffic on a homogeneous road.
High densities were produced by means of the initial
condition, but they normally cannot be reached by natu-
ral inflows into a homogeneous freeway with open
boundaries, no matter how high the inflow is. Conse-
quently, spontaneously forming traffic jams are rather
unlikely, apart from temporary ones caused by suffi-
ciently large perturbations. However, the situation
changes drastically for inhomogeneous roads with ramps
or other bottlenecks.

Helbing et al. (1999) have systematically explored the
resulting traffic states at inhomogeneities, triggered by a
fully developed perturbation (jam), as a function of the
ramp flow Q. /I per freeway lane and the upstream
traffic flow Q,,. In this way, they found a variety of
congested traffic states and their relation to each other
(see Fig. 39). Free traffic was, of course, observed if the
total downstream traffic flow Q jown=(Qupt+ Qrmp/I)
was stable with respect to large perturbations, i.e., if
Q 4own<0Q.(pc1). As expected, extended congested traf-
fic states were found when the traffic flow (Q,,
+Omp/l) exceeded the maximum flow O,y
=max, Q.(p), i.e., the theoretical freeway capacity for
homogeneous traffic. However, congested traffic oc-
curred even for smaller traffic flows (Qup+ Qmp/l)
<Qnax triggered by perturbations. Consequently, it
could be avoided by suppressing perturbations with suit-
able technical measures (see Sec. IV.G.).

The classical form of extended congested traffic is so-
mogeneous congested traffic [see Fig. 40(a)], which is
formed if the density p, in the congested region falls
into the (meta)stable regime. Decreasing the ramp flow

O mp Will increase the flow Qpy= (O out— Qmp/I) in the
congested region and decrease the related density py.
When it falls into the unstable regime, i.e., when we
have ppo<pez or Qpoi™>0.(pe3), We can expect oscillat-
ing congested traffic [see Fig. 40(b)]. However, in deter-
ministic models and without any additional perturba-
tions, homogeneous congested traffic extends up to
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Qo> 0.(pey) with a smaller density p.,<pe. The rea-
son is that, above a density of p.,, traffic flow is convec-
tively stable (Helbing et al., 1999), i.e., perturbations are
convected away from the location of the disturbance
(Manneville, 1990; Cross and Hohenberg, 1993). While
the transition from free traffic to congested traffic is hys-
teretic (see Sec. IV.B), the transition from the homoge-
neous congested traffic state to the oscillating congested
traffic state is continuous. A suitable order parameter
for characterizing this transition is the oscillation ampli-
tude.

Let us assume that we further reduce the ramp flow,
so that congestion is expected to become less serious.
Then, at some characteristic ramp flow Q?mp, the oscil-
lation amplitude becomes so large that the time-
dependent flow-density curve reaches the free branch of
the fundamental diagram Q.(p). For O, < Q?mp we
therefore speak of triggered stop-and-go traffic [see Fig.
40(c)]. A suitable order parameter would be the average
distance between locations of maximum congestion.
Drivers far upstream of a bottleneck will be very much
puzzled by the alternation of jams and free traffic, since
these jams seem to appear without any plausible reason,
analogous to phantom traffic jams. The triggering
mechanism of repeated jam formation is as follows:
When the upstream traveling perturbation reaches the
bottleneck, it triggers another small perturbation, which
travels downstream. As described in Secs. ILLE and
IV.A.3, this perturbation changes its propagation speed
and direction while growing. As a consequence, the
emerging jam returns like a boomerang and triggers an-
other small perturbation when reaching the bottleneck.
This process repeats time and again, thereby causing the
triggered stop-and-go state.

If the traffic flow Q jow, downstream of the inhomoge-
neity is not linearly unstable, the triggered small pertur-
bation cannot grow, and we will have only a single local-
ized cluster, which normally passes the inhomogeneity
and moves upstream. The condition for this moving lo-
calized cluster or wide moving jam is obviously (Q,,
+ Qrmp/l) < Qe(pcz) . However, if Qup< Qe(pcl) > i-e-’
when the flow upstream of the bottleneck is stable, a
congested state cannot survive upstream of the inhomo-
geneity. In that case, we find a standing or pinned local-
ized cluster at the location of the bottleneck [see Fig.
40(d)]. Oscillatory forms of pinned localized clusters are
possible as well (Lee et al., 1999; Treiber et al., 2000).
The transition between localized clusters and extended
forms of congested traffic is given by the condition

(Qupt Omp/1)> O out» requiring that the overall traffic

flow (Qupt Qimp/I) exceeds the outflow 0 oy from con-
gested traffic.

Finally, I would like to repeat that the transition be-
tween free and congested traffic is of first order (i.e.,
hysteretic), while the transitions between extended
forms of congested traffic (homogeneous, oscillating,
and triggered stop-and-go traffic) seem to be continu-
ous. As a consequence of the former, one can have di-
rect transitions from free traffic to homogeneous or os-
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FIG. 39. Numerically determined phase diagram of the traffic
states forming in the vicinity of an on-ramp as a function of the
inflows O, and Q,,, /I per freeway lane on the main road and
the on-ramp: HCT, homogeneous congested traffic; OCT, os-
cillatory congested traffic; TSG, triggered stop-and-go traffic;
MLC, moving localized clusters; PLC, pinned localized clus-
ters; FT, free traffic. These states are triggered by a fully de-
veloped localized cluster traveling upstream and passing the
ramp (cf. Fig. 40). Dashed lines indicate the theoretical phase
boundaries. The lowest diagonal line (Qup+ Qmy/l)
=Q.(p.1) separates free traffic from wide jams, while the cen-
tral diagonal line (Qyp+ QO mp/1) = 0 ou~0.(p.) separates lo-
calized from extended forms of congested traffic. The localized
cluster states between these two diagonals require metastable
downstream traffic. Finally, the highest (solid) diagonal line
represents the condition (Q yp+ Qmp/I) = O max limiting the re-
gion in which a breakdown of traffic flow is caused by exceed-
ing the theoretically possible freeway capacity Q..x (upper
right corner). All congested traffic states below this line are
caused by perturbations and are therefore avoidable by tech-
nical control measures. After Helbing, Hennecke, and Treiber,
1999; Helbing, Hennecke, et al., 2001a.

cillating congested traffic without crossing localized
cluster states or triggered stop-and-go waves. Normally
the traffic flows Q ,(¢) and Q,n,() increase so drasti-
cally during the rush hour that a phase point belonging
to the area of extended congested traffic is reached be-
fore free traffic flow breaks down. The theory predicts
that this will happen on weekdays characterized by high
traffic flows, while at the same freeway section localized
cluster or triggered stop-and-go states should appear on
days with less pronounced rush hours.

It should be stressed that the above analytical rela-
tions for the transitions between free traffic and the five
different forms of congested traffic are in good agree-
ment with numerical results (see Fig. 39). Moreover, ac-
cording to the quantities appearing in these analytical
relations, the transitions are basically a consequence of
the instability diagram, combined with the fundamental
diagram and the jam line. Therefore we expect the
above phase diagram to be universal for all microscopic
and macroscopic traffic models having the same instabil-
ity diagram. This prediction has been confirmed for sev-
eral models. Lee et al (1999) have found analogous
transitions for the Kerner-Konhauser model (58), but
recognized a region of tristability, where it is a matter of
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FIG. 40. Spatio-temporal dynamics of typical representatives
of congested states that are triggered at an on-ramp by a fully
developed perturbation traveling upstream. The center of the
on-ramp is located at x=8.0km. The displayed states are (a)
homogeneous congested traffic, (b) oscillatory congested traf-
fic, (c) triggered stop-and-go traffic, and (d) a pinned localized
cluster. From Helbing, Hennecke, et al., 2001a, 2001b; after
Helbing, Hennecke, and Treiber, 1999.

history whether one ends up with free traffic, a pinned
localized cluster, or oscillating congested traffic. This tri-
stability is probably the result of a dynamical variation
of Quy., as pointed out by Treiber er al. (2000), who
have also reproduced the phase diagram for the intelli-
gent driver model (see Sec. III.A.3). Moreover, they
have presented empirical data confirming the existence
of all five congested traffic states. These were success-
fully reproduced in simulation scenarios with the intelli-
gent driver model using the measured boundary condi-
tions. Only one parameter, the safe time clearance 7,
was varied to calibrate both the capacity of the different
freeway sections and their bottlenecks. It was also dem-
onstrated that different kinds of bottlenecks have quali-
tatively the same effects. This requires a generalized
definition of bottleneck strength AQ,

AQ=0mp/ I+ Ooui— Ol

where Q. denotes the outflow from congested traffic at
the freeway section with the largest capacity and Q

(114)

!
out
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the outflow at the bottleneck. Spatial changes in the
number /(x) of lanes can be reflected by virtual ramp
flows (Shvetsov and Helbing, 1999):

OQmyp PV dlx)
1L I ox

(115)

This follows from the continuity equation J(Ip)/dt
+d(IpV)/dx=0.

Recently Lee etal. (2000) presented an empirical
phase diagram, for which the corresponding freeway
stretch contains several capacity changes, which compli-
cate matters. Such freeway sections often show conges-
tion with a stationary (pinned) upstream end. It can also
happen that a jam travels through a short section of
stable traffic, because there is a finite penetration depth
(Treiber et al., 2000). Finally, I would like to mention a
number of other simulation studies with open bound-
aries that have recently been carried out (Bengrine
et al., 1999; Mitarai and Nakanishi, 1999, 2000; Popkov
and Schutz, 1999; Popkov et al., 2000; Cheybani et al.,
2001a, 2001b).

To summarize, a comparison between numerical simu-
lations and empirical data suggests the following: Homo-
geneous congested traffic seems to be the same as syn-
chronized traffic flow of type (i) (see Sec. I1.LE.2), while
oscillating congested traffic seems to be related to syn-
chronized flow of type (iii). Homogeneous-in-speed
states, which are also called synchronized flow of type
(ii), are found where congested traffic relaxes towards
free traffic [see Figs. 42(b) and 5; Tilch and Helbing,
2000, Fig. 3, right]. Moreover, the term “recurring hump
state” (see Lee et al, 1998, 1999) summarizes all oscil-
lating forms of congested traffic, while “nonhomoge-
neous congested traffic” was used for all forms of un-
stable traffic (Tomer et al., 2000).

Let us now ask what the above theory predicts for
models with different instability diagrams. If the model
is stable over the whole density range, as is the Burgers
equation or the TASEP, we expect just two states: free
traffic and homogeneous congested traffic, in agreement
with numerical results (Janowsky and Lebowitz, 1992,
1994) and exact analytical ones (Schutz, 1993). If the
model displays stable traffic at low densities and un-
stable traffic at high densities, we expect free traffic and
oscillating traffic, including the possibility of triggered
stop-and-go waves. This was, for example, observed by
Emmerich and Rank (1995) for the Nagel-
Schreckenberg model (see also Diedrich et al, 2000;
Cheybani et al., 2001b). For the case of stable traffic at
low and high densities, but unstable traffic at medium
densities (without metastable density ranges), one
should find free traffic, oscillating traffic states (includ-
ing triggered stop-and-go waves), and homogeneous
congested traffic. This could possibly be tested with the
Weidlich-Hilliges model. The existence of moving and
pinned localized clusters would normally require a meta-
stable state between free traffic and linearly unstable
traffic.

Finally, assume models with stable traffic at low den-
sities and metastable traffic above a certain critical den-



Dirk Helbing: Traffic and related self-driven many-particle systems 1115

sity p.;, but no range of linearly unstable traffic, as sug-
gested by Kerner (see Sec. IV.A.6). In such kinds of
models, which would probably have to assume discon-
tinuous switches between different driver behaviors
(strategies) (see Sec. IV.F), oscillatory congested traffic
and triggered stop-and-go waves should not exist. Iden-
tifying localized cluster states, both moving and pinned
ones, with wide moving jams, but homogeneous con-
gested traffic with synchronized flow, would give a simi-
lar picture to the three-phase traffic theory proposed by
Kerner (see Secs. I1.B. and IV.A.6): The possible traffic
states would be free traffic, wide jams, and synchronized
flow. Transitions to synchronized flow would occur when
the traffic flow (Qu,+ Qmp/I) exceeded the maximum
capacity Q.. This would tend to happen at bottle-
necks, where the metastable density regime is entered
first. The transition would cause a queueing of vehicles
and a capacity drop due to the increased time headways
of accelerating vehicles at downstream congestion
fronts. In contrast, transitions to wide moving jams
would always have to be triggered by supercritical per-
turbations. This would most frequently happen in con-
gested areas upstream of bottlenecks (“pinch effect”;
see Sec. I1I.LE.3), as metastable traffic is rather unlikely
on homogeneous stretches of a freeway. Moreover, the
scattering of flow-density data in synchronized con-
gested traffic could be explained by some source of fluc-
tuations, e.g., heterogeneous driver-vehicle behavior
(see Sec. IV.C.2).

The above considerations demonstrate how powerful
the method of the phase diagram is. Based on a few
characteristic quantities (the critical flows), one can pre-
dict the dynamical states of a given model as well as the
phase boundaries. Moreover, one can classify traffic
models into a few universality classes. It does not matter
whether the model is of microscopic or macroscopic, of
deterministic or probabilistic nature.

2. Spatial coexistence of states and the pinch effect

In simulations with the intelligent driver model,
Treiber and Helbing (1999b) have simulated a scenario
that is reminiscent of the pinch effect reported by
Kerner (1998a) and similar observations by Koshi et al.
(1983). This scenario is characterized by the spatial co-
existence of different kinds of congested traffic, which
can occur upstream of bottlenecks even on rampless
road sections, as the transitions between the concerned
congested states are continuous (see Sec. IV.B.1). Start-
ing with homogeneous congested traffic at a bottleneck,
Treiber and Helbing found oscillating congested traffic
upstream of it, but stop-and-go traffic even further up-
stream (see also Helbing, Hennecke, et al., 2001b). For
comparison, upstream of a bottleneck Kerner has ob-
served transitions from synchronized flow to a “pinch
region” characterized by narrow clusters, which eventu-
ally merged to form wide moving jams (see Fig. 41 and
Sec. 11.LE.3). Personally, I consider this phenomenon as
strong evidence for the existence of linearly unstable
traffic.
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According to the model of Treiber and Helbing
(1999b), the conditions for this spatial coexistence of
congested traffic states are the following. The density
Puot In the congested region immediately upstream of
the bottleneck should be in the linearly unstable, but
convectively stable, range [ p.,,pc3], where perturbations
are convected away in the upstream direction (Manne-
ville, 1990; Cross and Hohenberg, 1993). In this case,
traffic flow will appear stationary and homogeneous
close to the bottleneck, but small perturbations will
grow as they propagate upstream in the congested re-
gion starting at the bottleneck. If the perturbations
propagate faster than the congested region expands,
they will reach the area of free traffic upstream of the
bottleneck. During rush hours, it is quite likely that this
free flow is in the metastable range between p.; and p,.
Consequently, sufficiently large perturbations can trigger
the formation of jams, which continue traveling up-
stream, while small perturbations are absorbed. Note
that this phenomenon should be widespread, since the
range [ p.,,pe3] of convectively stable traffic can be quite
large, so it is likely to appear when the freeway flow QO
exceeds the critical flow Q.(p¢)-

C. Heterogeneous traffic

In reality, driver-vehicle units are not identical, but
behave differently, which may be reflected by individual
parameter sets. This is easy to do in microscopic traffic
models, while gas-kinetic and macroscopic models re-
quire generalizations. Such generalized models have
been developed for a continuous distribution of desired
velocities (Paveri-Fontana, 1975; Helbing, 1995c¢, 1995d,
1996a, 1997a; Wagner et al., 1996; Wagner, 1997a, 1997b,
1997c). However, if several driver-vehicle parameters
are varied, it is more practical to distinguish several
classes of vehicles, such as aggressive drivers (“rabbits”)
and timid ones (“slugs”) (Daganzo, 1995¢c, 1999a) or cars
and trucks (short and long vehicles; see, for example,
Helbing, 1996d, 1997a, 1997d; Hoogendoorn, 1999; Hoo-
gendoorn and Bovy, 1999a, 1999b, 2000b; Shvetsov and
Helbing, 1999). New phenomena arising from the het-
erogeneity of driver-vehicle units are platoon formation
and scattering of flow-density data, as is outlined below.

1. Power-law platoon formation and quenched disorder

The simplest models for heterogeneity are particle
hopping models with quenched disorder. For example,
Evans (1996), Krug and Ferrari (1996), Karimipour
(1999a, 1999b), and Seppalainen and Krug (1999) study
a simplified version of a model by Benjamini ef al.
(1996). It corresponds to the one-dimensional driven lat-
tice gas known as TASEP, but with particle-specific, con-
stant jump rates g, . Since overtaking is not allowed in
this model, Krug and Ferrari found a sharp phase tran-
sition between the low-density regime, where all par-
ticles are queueing behind the slowest particle, and the
high-density regime, where the particles are equally dis-
tributed. While at low densities the slow particles “feel
free traffic” until the critical density is reached [cf. the
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FIG. 41. Illustration of the spatial coexistence of homogeneous
congested traffic, oscillatory congested traffic, and triggered
stop-and-go waves in a simulation with the intelligent driver
model for an inhomogeneous freeway without ramps. Traffic
flows in the positive x direction. The spatio-temporal density
plot shows the breakdown to homogeneous congested traffic
near the inhomogeneity and stop-and-go waves emanating
from this region. The inhomogeneity corresponds to an in-
creased safe time clearance 7'>T between x=0km and x
=0.3km, reflecting more careful driving. Downstream of the
inhomogeneity, vehicles accelerate into free traffic. From
Treiber and Helbing, 1999b; Helbing, Hennecke, et al., 2001b.

truck curve in Figs. 15(b), 15(c), and 43(a)], the growth
of particle clusters (“platoons”) is characterized by a
power-law coarsening. If particles move ballistically with
individual velocities v, and form a platoon when a faster
particle reaches a slower one, the platoon size np(t)
grows according to

npl(t)wt(m'+l)/(m’+2)’ (116)

where the exponent m' characterizes the distribution

Po(v)~(v—vmm)m’ of free velocities in the neighbor-
hood of the minimal desired velocity v, (Ben-Naim
et al., 1994; Nagatani, 1996c; Ben-Naim and Krapivsky,
1997, 1998, 1999; see also Nagatani, 1995a; Nagatani
et al., 1998; for spatial inhomogeneities see the results of
Krug, 2000). Above the critical density, the differences
among fast and slow particles become irrelevant, be-
cause there is so little space that all particles have to
move slower than preferred. The formation of platoons
has been compared with Bose-Einstein condensation,
where the steady-state velocity of the particles is analo-
gous to the fugacity of the ideal Bose gas (Evans, 1996;
Krug and Ferrari, 1996; Chowdhury, Santen, and Schad-
schneider, 2000).

Platoon formation and power-law coarsening has also
been found in microscopic models with parallel update
(Ben-Naim et al., 1994; Nagatani, 1996¢; Ben-Naim and
Krapivsky, 1997, 1998, 1999; Nagatani et al., 1998; see
also Fukui and Ishibashi, 1996a; Nagatani, 2000). An ex-
ample is the Nagel-Schreckenberg model with quenched
disorder, i.e., vehicle-specific slowdown probabilities p ,
(Ktitarev et al., 1997; Knospe et al., 1999).

In real traffic, platoons remain limited in size (see Sec.
I1.D). This is probably because of occasional possibilities
for lane changes on multilane roads. A model for pla-
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toon size distributions has been developed by Islam and
Consul (1991).

2. Scattering

In order to model the observed scattering of con-
gested flow-density data, Helbing ef al. have simulated
traffic with different driver-vehicle units. In contrast to
the models discussed in Sec. IV.C.1, they used traffic
models with a linearly unstable density regime, namely,
the gas-kinetic-based model (Treiber and Helbing,
1999a), the discrete optimal velocity model (Helbing
and Schreckenberg, 1999), and the intelligent driver
model (Treiber et al., 2000). Since they could determine
the time-dependent variation of the percentage of long
vehicles in their empirical data, they distinguished two
vehicle classes, cars and trucks (short and long vehicles).
These were characterized by two different sets of pa-
rameters, i.e., two different fundamental diagrams. Con-
sequently, the effective fundamental diagram was a func-
tion of the measured proportion of long vehicles.
Performing simulations with the empirically obtained
boundary conditions and truck proportions (see Fig. 23),
they managed to reproduce the observed transition from
free to synchronized congested flow semi-quantitatively;
see Fig. 42 (Treiber and Helbing, 1999a).

In particular, the spatial dependence of the flow-
density data on the respective freeway cross section was
well reproduced, including the relaxation to free traffic
downstream of the bottleneck, which Ileads to
homogeneous-in-speed states, i.e., synchronized flow of
type (ii). Moreover, the flow-density data had a one-
dimensional dependence in the regime of free traffic,
while they were widely scattered in the congested re-
gime. The most important requirement for this was a
considerable difference in the safe time clearance 7', of
cars and trucks. This is certainly in agreement with the
facts (see Fig. 24), and it is also compatible with the
explanation of the randomly sloped flow-density
changes suggested by Banks (see Sec. I1.B). If this inter-
pretation of the scattering of flow-density data is correct,
one should observe a smaller variation of flow-density
data on days when truck traffic is reduced or prohibited.
However, some scattering is always expected due to the
wide distribution of time headways (see Figs. 6 and 24).

D. Multilane traffic and synchronization

1. Gas-kinetic and macroscopic models

Traffic models have also been developed for multilane
traffic (Gazis et al., 1962; Munjal et al., 1971; Munjal and
Pipes, 1971; Makigami et al., 1983; Daganzo, 1997b; Da-
ganzo et al., 1997; Holland and Woods, 1997). In gas-
kinetic and macroscopic traffic models, this is reflected
by additional lane-changing terms (Rgrbech, 1976;
Michalopoulos et al., 1984; Helbing, 1996d, 1997a,
1997d; Helbing and Greiner, 1997; Hoogendoorn, 1999;
Hoogendoorn and Bovy, 1999a, 1999b; Klar and Wege-
ner, 1999a, 1999b; Shvetsov and Helbing, 1999). Repre-
senting the vehicle density in lane i by p;(x,z) and the
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lane-specific average velocity by V,(x,t), the lane-
specific density equations of the form of Eq. (110) are
complemented by the additional contributions

+Pi+—1_P_i+Pi+1_P_i'

Ti-1 T Tiv1 T

(117)

Here, 1/7; is the density-dependent lane-changing rate
from lane i to lane (i+1), while 1/7; describes analo-
gous changes to lane (i —1). Empirical measurements of
lane-specific data and lane-changing rates are rare (Spar-
man, 1978; Hall and Lam, 1988; Chang and Kao, 1991;
McDonald et al., 1994; Brackstone and McDonald, 1996;
Brackstone et al,, 1998). Based on his data, Sparman
(1978) proposed the relation 1/7; =c¢; p( Pmax—Pi+1)
with suitable lane-dependent constants c; .
The additional terms in the velocity equations include
v P v v, (118)
Ti-1 Ti+1
These terms lead to a velocity adaptation in neighboring
lanes, which is responsible for the synchronization
among lanes in congested traffic (Lee et al., 1998) and
allows the treatment of multilane traffic by effective
one-lane models (Shvetsov and Helbing, 1999). Similar
adaptation terms are obtained for the variances. More
detailed calculations yield further terms reflecting that
overtaking vehicles transfer their higher speed to the
neighboring lane (Helbing, 1997a, 1997d).

The lane-specific traffic equations allow us to derive
simplified equations for the whole freeway cross section.
It turns out that, compared to the effective one-lane
model used earlier, one has to correct the expression for
the traffic pressure at small densities, where the average
velocities in the neighboring lanes are not synchronized
(Helbing, 1997a, 1997d):

P(x,t)=p(x,0)[6(x,0) +((V;i=V)*)]. (119)

The density-dependent contribution ((V;—V)?) reflects
the difference in the lane-specific speeds V;, which also
contributes to the overall velocity variance of vehicles
[see Fig. 15(a)]. In contrast, the interaction frequency
among vehicles, which enters the braking interaction
term in Eq. (86) and V*, depends on the lane-specific
variance 6.

2. Microscopic models and cellular automata

A microscopic modeling of lane changes (Fox and
Lehmann, 1967; Levin, 1976; Daganzo, 1981; Maha-
massani and Sheffi, 1981; Ahmed et al., 1996) turns out
to be an intricate problem for several reasons:

(i)  Because of legal regulations, lane changing is not
symmetric, at least in Europe.

(i) Drivers accept smaller gaps than usual in re-
sponse to lane closures, i.e., they behave differ-
ently.

(iii) The minimum gaps required for lane changing de-
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FIG. 42. Empirical one-minute data (dark crosses) in flow-
density space and related simulation results (gray boxes) at
two different cross sections of the freeway. (a) Synchronized
congested flow in the section upstream of a bottleneck. (b)
Homogeneous-in-speed states in the nearby section down-
stream of the bottleneck. The simulations manage to repro-
duce both the one-dimensional flow-density relation at small
densities and the scattering over a two-dimensional region in
the congested regime. For comparison, we have displayed the
equilibrium flow-density relations for traffic consisting of
100% cars (solid line) and 100% trucks (dashed line). The
respective model parameters were weighted with the mea-
sured, time-dependent truck fraction; see Fig. 23. After Treiber
and Helbing, 1999a; Helbing et al., 2001a, 2001b.

pend on the velocity and the speed differences
between neighboring vehicles in the adjacent
lane(s).

(iv) Without assuming fluctuations or heterogeneous
vehicles, it is hard to reproduce the high numbers
of lane changes that drivers can make by means of
tricky maneuvers.

As a consequence, classical gap acceptance models do
not work very well (Gipps, 1986; Yang and Koutsopou-
los, 1996). Benz (1993) and Helbing (1997a) have, there-
fore, suggested a flexible lane-changing criterion. Lane-
changing rules for cellular automata have been
developed, as well (Nagatani, 1993, 1994a, 1994b, 1996a;
Zhang and Hu, 1995; Rickert et al., 1996; Chowdhury,
Ghosh, et al., 1997; Wagner et al., 1997; Awazu, 1998;
Nagel et al., 1998; Brilon and Wu, 1999).

In modern lane-changing models, the lane is changed
if both an incentive criterion and a safety criterion are
fulfilled (Nagel eral., 1998). The incentive criterion
checks whether the considered driver a could go faster
on (one of) the neighboring lane(s). The preferred lane
is that for which the absolute value |f,g| of the repulsive
interaction force with the respective leading vehicle 3 is
smallest. It is, however, reasonable to introduce a certain
threshold value for lane changing. The safety criterion is
fulfilled if the anticipated repulsive interaction forces
with respect to neighboring vehicles in the adjacent lane
stay below a certain critical value that depends on the
friendliness of driver «. The intelligent driver model and
other models considering velocity differences take into
account that the gap required for lane changing must be
greater if the new following vehicle approaches rapidly,
i.e., if its relative velocity with respect to the lane-
changing vehicle is large.
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To obtain reasonable lane-changing rates, one has ei-
ther to work with a probabilistic model or to distinguish
different vehicle types like cars and trucks or to intro-
duce tricky driver strategies. In a low density range
around 25 vehicles per kilometer and lane, simulations
by Helbing and Huberman (1998) indicated a transition
to a coherent movement of cars and trucks, which they
could confirm empirically [compare Fig. 43(a) with Figs.
15(b) and 15(c)]. In this state, fast and slow vehicles
drive with the same speed, i.e., they are moving like a
solid block. This is caused by a breakdown of the lane-
changing rate [see Fig. 43(b)] when the freeway becomes
crowded, so that drivers no longer find sufficiently large
gaps for overtaking [see Fig. 43(c)]. However, the coher-
ent state is destroyed when traffic flow becomes un-
stable. Then vehicle gaps are again widely scattered [see
Fig. 43(d)], and lane changing is sometimes possible.

The properties of multilane traffic have recently been
the subject of considerable interest, as is documented by
further studies (Chowdhury, Wolf, and Schreckenberg,
1997; Belitsky et al., 2001; see also Goldbach et al., 2000;
Lubashevsky and Mahnke, 2000).

E. Bidirectional and city traffic

Traffic models have also been developed for bidirec-
tional traffic (Dutkiewicz et al., 1995; Lee et al., 1997,
Simon and Gutowitz, 1998; Fouladvand and Lee, 1999)
and city traffic.” Interested readers should consult the
reviews by Papageorgiou (1999), Chowdhury, Santen,
and Schadschneider (2000), and the corresponding chap-
ters in Traffic and Granular Flow 97, *99 (Schrecken-
berg and Wolf, 1998; Helbing, Herrmann, et al., 2000).
Here I shall be very brief.

Traffic dynamics in cities is quite different from that
on freeways, since it is to a large extent determined by
the intersections. The first model for city traffic in the
physics literature goes back to Biham, Middleton, and
Levine (1992). It is based on a two-dimensional square
lattice with periodic boundary conditions, in which each
site represents a crossing of northbound and eastbound
traffic. The sites can be either empty or occupied by a
northbound or eastbound vehicle. Eastbound vehicles
are synchronously updated every odd time step, while
northbound vehicles are updated every even time step,
reflecting synchronized and periodic traffic signals at the
crossings. During the parallel updates, a vehicle moves
ahead by one site, if this is empty; otherwise it has to
wait. Biham et al. (1992) observed a first-order transition
from free traffic to jammed traffic with zero velocity
throughout the system, which appears at a finite density

%See, for example, the following articles and simulation pro-
grams: TRANSYT by Robertson, 1969a, 1969b; Schmidt-
Schmiedebach, 1973; Herman and Prigogine, 1979; SCOOT by
Hunt et al., 1982; Cremer and Ludwig, 1986; Williams et al.,
1987; Mahmassani et al., 1990; MAKSIMOS by Putensen, 1994;
MIXSIM by Hoque and McDonald, 1995; PADSIM by Peytchev
and Bargiela, 1995.
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due to a gridlock of northbound and eastbound traffic
along diagonal lines (see also Fukui and Ishibashi,
1996b). This first-order transition is also characteristic
for most other models of city traffic. For a detailled dis-
cussion of the related literature see the review by
Chowdhury, Santen, and Schadschneider (2000).

F. Effects beyond physics

There are some effects that are not at all or only
partly represented by the physical traffic models de-
scribed in Sec. III:

(i)  the anticipation behavior of drivers (Ozaki, 1993;
Wagner, 1998a; Lenz et al., 1999; Knospe et al.,
2000a, 2000b);

(ii)  the reaction to blinkers,

(iii) the avoidance of driving side by side,

(iv) the adaptation of velocity to surrounding traffic
(Herman et al., 1973),

(v)  the tolerance of small time clearances for a lim-
ited time (Treiterer and Myers, 1974);

(vi) the reduction of gaps to avoid vehicles’ cutting in
(Daganzo, 1999a),

(vii) the avoidance of the truck lane, even if it is un-
derutilized [Brackstone and McDonald, 1996; Da-
ganzo, 1997c, 1999a (the “Los Gatos effect”); Hel-
bing, 1997a, 1997b; Helbing and Huberman,
1998],

(viii) motivations for lane changing (Redelmeier and
Tibshirani, 1999),

(ix) effects of attention (Michaels and Cozan, 1962;
Todosiev, 1963; Todosiev and Barbosa, 1963/64;
Michaels, 1965),

(x) changes of driver strategies (Migowsky et al.,
1994),

(xi) effects of road conditions, visibility, etc.

Certainly such effects can be also modeled in a math-
ematical way, and this has partly been done in submicro-
scopic models of vehicle dynamics (Wiedemann, 1974)
and vehicle simulators such as VIsSIM (Fellendorf, 1996)
or PELOPS (Ludmann et al., 1997). However, most of the
above effects are hard to test empirically and difficult to
verify or disprove. Therefore we are leaving the realm of
physics here and eventually entering the realm of driver
psychology (Daganzo, 1999a).

G. Traffic control and optimization

Traffic control and optimization is an old and large
field (see, for example, Cremer, 1978; Cremer and May,
1985; Smulders, 1989; Kuhne, 1993; Dougherty, 1995;
Kuhne et al., 1995, 1997; Taale and Middelham, 1995;
Schweitzer, Ebeling, et al., 1998), too extensive to be dis-
cussed in detail here. Overviews of optimization ap-
proaches by physicists can be found in the Proceedings
of the Workshops on Traffic and Granular Flow (Wolf
et al., 1996; Schreckenberg and Wolf, 1998; Helbing,
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FIG. 43. Lane changing as a function of traffic density: (a)
transition to coherent vehicle traffic; (b) breakdown of the
lane-changing rate at densities above 20 vehicles per kilometer
and lane; (c) rapid decay of the proportion of successful lane
changes (i.e., the quotient between actual and desired lane
changes). (d) Opportunities for lane changing rapidly diminish
as gaps corresponding to about twice the safe headway re-
quired for lane changing cease to exist, i.e., when the quotient
of the standard deviation of vehicle headways to their mean
value is small. The breakdown of the lane-changing rate seems
to imply a decoupling of the lanes, i.e., an effective one-lane
behavior. However, this is already the result of a self-
organization process based on two-lane interactions, since any
significant perturbation of the coherent state (like different ve-
locities in the neighboring lanes) will cause frequent lane
changes (Shvetsov and Helbing, 1999). By filling large gaps,
the gap distribution is considerably modified. This eventually
reduces the possibilities for lane changes so that the coherent
state is restored. After Helbing and Huberman, 1998; see also
Helbing, 2001.

Herrmann, et al., 2000; see also Claus et al., 1999), while
readers interested in the engineering literature are re-
ferred to the books and review articles of Pagageorgiou
(1995, 1999) and Lapierre and Steierwald (1987). These
also discuss the available software packages for the
simulation and optimization of street networks and/or
traffic lights such as TRANSYT (Robertson, 1969a,
1969b), scoOoT (Hunt ef al., 1982), OPAC (Gartner, 1983),
PRODYN (Farges et al., 1984), CRONOS (Boillot et al.,
1992), and many others. I should also mention the
cellular-automata-based projects OLSIM (Kaumann et al.,
2000; see http://www.traffic.uni-duisburg.de/OLSIM/)
and TRANSIMS (Nagel and Barrett, 1997; Rickert and
Nagel, 1997; Simon and Nagel, 1998; see http://www-
transims.tsasa.lanl.gov). A complementary list of micro-
simulation tools can be found at http:/
www.its.leeds.ac.uk/smartest/links.html.

While optimization of city traffic is based on a syn-
chronization of traffic lights, most optimization ap-
proaches for freeways are based on a homogenization of
vehicle traffic, as stop-and-go traffic, jams, and con-
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gested traffic are associated with reduced efficiency due
to a capacity drop (see, for example, Huberman and
Helbing, 1999), often triggered by perturbations in the
flow (see Sec. IV.B). Perturbations should, therefore, be
suppressed by technical measures such as intelligent
speed limits, adaptive on-ramp controls, traffic-
dependent rerouting, and driver assistance systems (see,
for example, Treiber and Helbing, 2001).

V. PEDESTRIAN TRAFFIC

Pedestrian crowds have been empirically studied for
more than four decades now (Hankin and Wright, 1958;
Oeding, 1963; Hoel, 1968; Older, 1968; Navin and
Wheeler, 1969; Carstens and Ring, 1970; O’Flaherty and
Parkinson, 1972; Weidmann, 1993). The evaluation
methods applied have been based on direct observation,
photographs, and time-lapse films. Apart from behav-
ioral investigations (Hill, 1984; Batty, 1997), the main
goal of these studies was to develop a level-of-service
concept (Fruin, 1971; Polus et al., 1983; Mori and Tsuk-
aguchi, 1987), design elements of pedestrian facilities
(Schubert, 1967; Boeminghaus, 1982; Pauls, 1984;
Whyte, 1988; Helbing, 1997a; Helbing, Molnar, et al.,
2001), or planning guidelines (Kirsch, 1964; Pred-
tetschenski and Milinski, 1971; Transportation Research
Board, 1985; Davis and Braaksma, 1988; Brilon et al.,
1993). The guidelines usually have the form of regres-
sion relations which are, however, not very well suited
for the prediction of pedestrian flows in pedestrian
zones and buildings with an unusual architecture, or for
extreme conditions such as evacuation (see Sec. V.D).
Therefore a number of simulation models have been
proposed, e.g., queueing models (Yuhaski and Macgre-
gor Smith, 1989; Roy, 1992; Lgvas, 1994; Hamacher and
Tjandra, 2001), transition matrix models (Garbrecht,
1973), and stochastic models (Mayne, 1954; Ashford
et al., 1976), which are partly related to each other. In
addition, there are models for the route choice behavior
of pedestrians (Borgers and Timmermans, 1986a, 1986b;
Helbing, 1992a; Timmermans et al., 1992; Hoogendoorn
et al., 2001).

None of these concepts adequately takes into account
the self-organization effects occurring in pedestrian
crowds, effects which may, however, lead to unexpected
obstructions due to mutual disturbances of pedestrian
flows. More promising in this regard is the approach
taken by Henderson. He conjectured that pedestrian
crowds behave similarly to gases or fluids (Henderson,
1971, 1974; Henderson and Lyons, 1972; Henderson and
Jenkins, 1973; see also AlGadhi and Mahmassani, 1990;
Hughes, 2000, 2001; AlGadhi et al., 2001). This could be
partially confirmed (see Sec. V.A). However, a realistic
gas-kinetic or fluid-dynamic theory for pedestrians must
contain corrections due to their particular interactions
(i.e., avoidance and deceleration maneuvers), which, of
course, do not conserve momentum and energy. Al-
though such a theory can actually be formulated (Hel-
bing, 1992a, 1992b; Hoogendoorn and Bovy, 2000a), for
practical applications a direct simulation of individual
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pedestrian motion is preferable, since this is more flex-
ible. As a consequence, current research focuses on the
microsimulation of pedestrian crowds, which also allows
one to consider the breakdown of coordination by
excluded-volume effects related to the discrete, “granu-
lar” structure of pedestrian flows. In this connection, a
social (behavioral) force model of individual pedestrian
dynamics has been developed (Helbing, 1991, 1996d,
1997a, 1998b; Helbing er al., 1994; Helbing and Molnar,
1995, 1997; Molnar, 1996a, 1996b; Helbing and Vicsek,
1999; Helbing et al., 2000a, 2000b; see Secs. I.C and V.B).
A discrete and simple forerunner of this model was pro-
posed by Gipps and Marksjo (1985). There have been
many other recent models of pedestrian traffic dynam-
ics. These include microsimulation models (Kayatz,
2000; Hoogendoorn et al., 2001; Sugiyama et al., 2001);
cellular automaton models (Blue and Adler, 1998, 1999,
2001a, 2001b; Bolay, 1998; Fukui and Ishibashi, 1999a,
1999b; Muramatsu et al., 1999; Klupfel et al., 2000; Mu-
ramatsu and Nagatani, 2000a, 2000b; Burstedde, Kirch-
ner, et al., 2001; Burstedde, Klauck, et al., 2001; Dijkstra
et al., 2001; KeBel et al., 2001; Schadschneider, 2001),
emergency and evacuation models (Drager et al., 1992;
Ebihara et al., 1992; Ketchell et al., 1993; Okazaki and
Matsushita, 1993; Still, 1993, 2000; Thomson and March-
ant, 1993; Lgvas, 1998; Kliipfel ef al., 2000; Hamacher
and Tjandra, 2001), and artificial-intelligence-based
models (Gopal and Smith, 1990; Reynolds, 1994, 1999;
Schelhorn et al., 1999; Dijkstra et al., 2001).

A. Observations

Together with my collaborators I have investigated
pedestrian motion for several years and have evaluated
a number of video films. Despite the sometimes chaotic
appearance of individual pedestrian behavior, one can
find patterns, some of which become best visible in time-
lapse films like those produced by Arns (1993). In de-
scribing these, I also summarize results of other pedes-
trian studies and observations (the following summary is
based on Helbing, 1997a, 1998b; Helbing, Molnar, et al.,
2001c):

(i)  Pedestrians feel a strong aversion to taking de-
tours or moving opposite to their desired walking
direction, even if the direct way is crowded. How-
ever, there is also some evidence that pedestrians
normally choose the fastest route to their next
destination, but not the shortest one (Ganem,
1998). In general, pedestrians take into account
detours as well as the comfort of walking, thereby
minimizing the effort to reach their destination
(Helbing, Keltsch, and Molnar, 1997; Helbing,
Schweitzer, et al., 1997). Their paths can be ap-
proximated by polygons.

(i)  Pedestrians prefer to walk with an individual de-
sired speed, which corresponds to the most com-
fortable (i.e., least energy-consuming) walking
speed (see Weidmann, 1993) as long as it is not
necessary to go faster in order to reach the desti-
nation in time. The desired speeds within pedes-
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(iii)

(iv)

V)
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trian crowds are Gaussian distributed with a mean
value of approximately 1.34 m/s and a standard
deviation of about 0.26 m/s (Henderson, 1971).
However, the average speed depends on the situ-
ation (Predtetschenski and Milinski, 1971), sex
and age, time of day, purpose of the trip, sur-
roundings, etc. (see Weidmann, 1993).
Pedestrians keep a certain distance from other pe-
destrians and borders (of streets, walls, and ob-
stacles; see the Transportation Research Board,
1985; Brilon et al., 1993). This distance is smaller
the more hurried a pedestrian is, and it decreases
with growing pedestrian density. Resting individu-
als (waiting on a railway platform for a train, sit-
ting in a dining hall, or lying at a beach) are uni-
formly distributed over the available area if there
are no acquaintances among the individuals. Pe-
destrian density increases (i.e., interpersonal dis-
tances lessen) around particularly attractive
places. It decreases with growing velocity variance
(for example, on a dance floor; see Helbing,
1992b, 1997a). Individuals who know each other
may form groups which are entities behaving
similarly to single pedestrians. Group sizes are
Poisson distributed (Coleman and James, 1961;
Coleman, 1964; Goodman, 1964).

In situations of escape panic (Helbing, Farkas,
and Vicsek, 2000b), individuals are often nervous,
and sometimes they move irrationally. Moreover,
people move or try to move considerably faster
than normal (Predtetschenski and Milinski, 1971).
Individuals start pushing, and interactions among
people become physical in nature. Moving and, in
particular, passing of a bottleneck becomes unco-
ordinated (Mintz, 1951). At exits, arching and
clogging are observed (Predtetschenski and Milin-
ski, 1971), and jams build up (Mintz, 1951). The
physical interactions in the jammed crowd add up
and cause dangerous pressures up to 4500 New-
tons per meter (Elliott and Smith, 1993; Smith
and Dickie, 1993), which can bend steel barriers
or tear down brick walls. Escape is further slowed
by fallen or injured people turning into “ob-
stacles.” Finally, people tend to show herding be-
havior, i.e., to do what other people do (Quaran-
telli, 1957; Keating, 1982). As a consequence,
alternative exits are often overlooked or not effi-
ciently used in escape situations (Keating, 1982;
Elliott and Smith, 1993).

At medium and high pedestrian densities, the mo-
tion of pedestrian crowds shows some striking
analogies with the motion of gases, fluids, and
granular flows. For example, I found that foot-
prints of pedestrians in snow look similar to
streamlines of fluids (Helbing, 1992a). At border-
lines between opposite directions of walking one
can observe “viscous fingering” (Kadanoff, 1985;
Stanley and Ostrowsky, 1986). The emergence of
pedestrian streams through standing crowds
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(Arns, 1993; Helbing, 1997a, Fig. 2.6; 1998b, Fig.
1; Helbing, Molnar, et al., 2001, Fig. 1) appears
analogous to the formation of river beds (Stglum,
1996; Rodriguez-Iturbe and Rinaldo, 1997; Cal-
darelli, 2001). Moreover, in a manner similar to
segregation or stratification phenomena in granu-
lar media (Santra et al., 1996; Makse et al., 1997),
pedestrians spontaneously organize into lanes of
uniform walking direction, if the pedestrian den-
sity is high enough (Oeding, 1963; Helbing, 1991,
1997a, Fig. 2.5; 1998b, Fig. 2; Helbing, Molnar,
et al., 2001, Fig. 2). At bottlenecks (e.g., corridors,
staircases, or doors), the passing direction of pe-
destrians oscillates (Helbing et al., 1994; Helbing
and Molnar, 1995). This may be compared to the
“saline oscillator” (Yoshikawa et al., 1991) or the
granular “ticking hour glass” (Wu et al., 1993;
Pennec et al., 1996). Finally, one can find the
propagation of shock waves in dense pedestrian
crowds pushing forward (see also Virkler and
Elayadath, 1994). The arching and clogging in
panicking crowds (Helbing et al., 2000b) is similar
to the outflow of rough granular media through
small openings (Ristow and Herrmann, 1994;
Wolf and Grassberger, 1997).

B. Social (behavioral) force model of pedestrian dynamics

For reliable simulations of pedestrian crowds we do
not need to know whether a certain pedestrian, say,
turns to the right at the next intersection. It is sufficient
to have a good estimate of what percentage of pedestri-
ans turns to the right. This can be either empirically
measured or calculated by means of a route choice
model like that of Borgers and Timmermans (1986a,
1986b). In some sense, the uncertainty about individual
behaviors is averaged out at the macroscopic level of
description, as in fluid dynamics.

Nevertheless, I shall now focus on a more flexible mi-
croscopic simulation approach based on the social (be-
havioral) force concept outlined in Sec. I.C. Particular
advantages of this approach are the consideration of (i)
excluded-volume effects due to the granular structure of
a pedestrian crowd and (ii) the flexible usage of space by
pedestrians, requiring a (quasi)continuous treatment of
motion. It turns out that these points are essential to
reproduce the above-mentioned phenomena in a natural
way.

As outlined in Sec. I.C, we describe the different mo-
tivations of and influences on a pedestrian « by separate
force terms. First of all, the decisions and intentions of
where and how fast to go are reflected by the driving
term v°(¢)e’(r)/7,, in which v%(¢) is the desired veloc-
ity and e’(¢) the desired direction of motion. The inter-
actions among pedestrians are described by forces

£,5(1) =E35(0) +ED0(1), (120)

which consist of a socio-psychological contribution
t35(¢) and physical interactions f ffk([), if pedestrians
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come too close to each other. The socio-psychological
component reflects the tendency of pedestrians to keep
a certain distance from other pedestrians and may be
described by a force of the form

ffrog(l) :Aa eXp[(raﬁ_daB)/Ba]naB

1+cos(@ap)

XN+ (1=0,) 5

(121)
Here, A, denotes the interaction strength and B, the
range of the repulsive interaction, which are individual
parameters and partly dependent on cultural conven-
tions. d,5(1)=|x,(t) —xg(2)|| is the distance between
the centers of mass of pedestrians « and B, r,z=(7,
+7rp) the sum of their radii r, and rg, and

Xo(1) = x4(1)
daﬁ(t)

the normalized vector pointing from pedestrian B to a.
Finally, with the choice A ,<1, we can take into account
the anisotropic character of pedestrian interactions, as
the situation in front of a pedestrian has a larger impact
on his or her behavior than things happening behind.
The angle ¢,4(7) denotes the angle between the direc-
tion e, (1) =v,(t)/|v,(t)| of motion and the direction
—n,g() of the object exerting the repulsive force, i.e.,
COS @up(t)=—m,p4(1) - €,(t). One may, of course, take
into account other details such as a velocity dependence
of the forces and noncircular-shaped pedestrian bodies,
but this has no qualitative effect on the dynamics of the
simulations. In fact, most observed self-organization
phenomena are quite insensitive to the specification of
the interaction forces, as different studies have shown
(Helbing and Molnar, 1995; Molnar, 1996a; Helbing and
Vicsek, 1999; Helbing et al., 2000a, 2000b).

The physical interaction fg‘;; plays a role only when
pedestrians have physical contact with each other, i.e., if
rop=d p. In this case, we assume two additional forces
inspired by granular interactions (Ristow and Her-
rmann, 1994; Wolf and Grassberger, 1997): First, a body
force k(rq,g—d,p)n,z counteracting body compression
and second a sliding friction force k(r 5= d,5) Avg,tap
impeding relative tangential motion:

50 =kO(r p— d up)apt KO op— d op) Av s tag,
(122)

where the function ®(z) is equal to its argument gz, if
z>0, otherwise 0. Moreover, taBZ(—niﬁ,niﬁ) is the
tangential direction and Av%a: (¥g—Va) - t,p the tangen-
tial velocity difference, while k and « represent large
constants. Strictly speaking, friction effects already set in
before pedestrians touch each other, because of the
socio-psychological tendency not to pass other individu-
als with a high relative velocity when the distance is
small. This is, however, not important for the effects we
discuss below.

The interaction with boundaries like walls and other
obstacles is treated analogously to pedestrian interac-
tions, i.e., if d 4, (t) is the distance to boundary b, n,;(?)
denotes the direction perpendicular to it, and t,;(¢) the

naﬁ(t) = (”LB(I)’niﬁ(t)):
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direction tangential to it, the corresponding interaction
force with the boundary reads

fab:{Aaexp[(ra_dab)/Ba]+k®(ra_dab)}nab
- K®(ra_dab)(va'tab)tab . (123)

Moreover, we may also take into account time-
dependent attractive interactions towards window dis-
plays, sights, or special attractions i by social forces of
the type of Eq. (121). However, in comparison with re-
pulsive interactions, the corresponding interaction range
B ,; is usually larger and the strength parameter A ,;(¢)
typically smaller, negative, and time dependent. Addi-
tionally, the joining behavior (Dewdney, 1987) of fami-
lies, friends, or tourist groups can be reflected by forces
of the type £35(1)=— C,gn,4(t), which guarantee that
acquainted individuals rejoin, after they have acciden-
tally been separated by other pedestrians. Finally, we
can take into account unsystematic variations of indi-
vidual behavior and voluntary deviations from the as-
sumed behavioral laws by a fluctuation term &,(7).
Therefore the resulting pedestrian model corresponds to
Eq. (3), but the sum of interaction forces 2 (4 )f,5(?) is
replaced by the sum of all the above-mentioned attrac-
tive and repulsive interaction and boundary forces. The
resulting expression looks rather complicated, but in the
following, we shall drop attraction effects and assume
N\ .=0 for simplicity, so that the interaction forces be-
come isotropic and conform with Newton’s third law.
Moreover, the physical interactions are relevant mainly
in panic situations, so we normally have just repulsive
social and boundary interactions: X g, q)f55(2)
+ 3,8, (7).

C. Self-organization phenomena and noise-induced
ordering

Despite its simplifications, the behavioral force model
of pedestrian dynamics describes a large number of ob-
served phenomena quite realistically. In particular, it al-
lows one to explain various self-organized spatio-
temporal patterns that are not externally planned,
prescribed, or organized, e.g., by traffic signs, laws, or
behavioral conventions. Instead, the spatio-temporal
patterns discussed below emerge due to the nonlinear
interactions of pedestrians even without assuming stra-
tegic considerations, communication, or imitative behav-
ior of pedestrians. All these collective patterns of mo-
tion are symmetry-breaking phenomena, although the
model was formulated as completely symmetric with re-
spect to the right-hand and the left-hand sides (Helbing,
1997a, 1998b; Helbing and Molnar, 1997; Helbing, Mol-
nar, et al., 2001). Several of the self-organization phe-
nomena discussed below could in the meantime be re-
produced with other simulation models as well (see, for
example, Kayatz, 2000; Still, 2000; Blue and Adler,
2001a, 2001b; Burstedde, Kirchner, et al., 2001; Bur-
stedde, Klauck, et al., 2001; Hoogendoorn et al., 2001;
Schreckenberg and Sharma, 2001).
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1. Segregation

The microsimulations reproduce the empirically ob-
served formation of lanes consisting of pedestrians with
the same desired walking direction; see Fig. 44 (Helbing
et al., 1994; Helbing and Molnar, 1995, 1997; Helbing,
1996d, 1997a; Molnar, 1996a, 1996b; Helbing and Vicsek,
1999; Helbing, Molnar, et al., 2001). For open boundary
conditions, these lanes are dynamically varying. Their
number depends on the width of the street (Helbing and
Molnar, 1995; Helbing, 1997a), on pedestrian density,
and on the noise level. Interestingly, one finds a noise-
induced ordering (Helbing and Vicsek, 1999; Helbing
and Platkowski, 2000): Compared to low noise ampli-
tudes, medium ones result in a more pronounced segre-
gation (i.e., a smaller number of lanes), while high noise
amplitudes lead to a “freezing by heating” effect (see
Sec. V.D.1).

The conventional interpretation of lane formation is
as follows: Pedestrians tend to walk on the side pre-
scribed in vehicular traffic. However, the above model
can explain lane formation even without assuming a
preference for any side (Helbing and Vicsek, 1999; Hel-
bing, Farkas, and Vicsek, 2000a). The most relevant
point is the higher relative velocity of pedestrians walk-
ing in opposite directions. As a consequence, they have
more frequent interactions until they have segregated
into separate lanes. The resulting collective pattern of
motion minimizes avoidance maneuvers, if fluctuations
are weak. Assuming identical desired velocities v®
=v(, the most stable configuration corresponds to a
state with minimal interaction strength,

1 1
—_— . Om— — . 0 = —
NQE;&B .5 €, N Ea (vog—Vq-e,)=vo(1—E).
It is related to a maximum efficiency of motion,

1 Vo€,
E:N; Uo

(124)

(Helbing and Vicsek, 1999). The efficiency E with 0
<E<1 (where N=3% .1 is the number of pedestrians «)
describes the average fraction of the desired speed v
with which pedestrians actually approach their destina-
tions. That is, lane formation “globally” maximizes the
average velocity into the desired direction of motion,
although the model does not even assume that pedestri-
ans would try to optimize their behavior locally. This is a
consequence of the symmetrical interactions among pe-
destrians with opposite walking directions. One can
even show that a large class of driven many-particle sys-
tems, if they self-organize at all, tend to globally opti-
mize their state (Helbing and Vicsek, 1999). This “opti-
mal self-organization” was also observed in the
formation of coherent motion in a system of cars and
trucks, which was related with a minimization of the
lane-changing rate (see Sec. IV.D.2). Another example is
the emergence of optimal path systems by bundling of
trails (see Fig. 1).
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2. Oscillations

In simulations of bottlenecks like doors, oscillatory
changes (alternation) of the passing direction are ob-
served if people do not panic; see Fig. 45 (Helbing, Mol-
nar, and Schweitzer, 1994; Helbing and Molnar, 1995,
1997; Helbing, 1996d, 1997a; Molnar, 1996a, 1996b; Hel-
bing, Molnar, et al., 2001).

The mechanism leading to alternating flows is the fol-
lowing: Once a pedestrian is able to pass the narrowing,
pedestrians with the same walking direction can easily
follow. Hence the number and “pressure” of waiting and
pushing pedestrians becomes less than on the other side
of the narrowing where, consequently, the chance to oc-
cupy the passage grows. This leads to a deadlock situa-
tion that is followed by a change in the passing direction.
Getting through the bottleneck is easier if it is broad and
short so that the passing direction changes more fre-
quently. Note that two adjacent separate doors in a wall
are more efficient than one single door with double
width. By self-organization, each door is then used by
one walking direction for a long time; see Fig. 46 (Mol-
nar, 1996a, 1996b; Helbing, 1997a, 1998b; Helbing and
Molnar, 1997; Helbing, Molnar, et al., 2001). The reason
is that pedestrians who pass a door clear the way for
their successors, in a manner similar to lane formation.

3. Rotation

At intersections one is confronted with various alter-
nating collective patterns of motion which are very
short-lived and unstable. For example, phases during
which the intersection is crossed in “vertical” or “hori-
zontal” direction alternate with phases of temporary
roundabout traffic; see Fig. 47 (Helbing et al., 1994; Hel-
bing, 1996d, 1997a; Molnar, 1996a, 1996b; Helbing and
Molnar, 1997; Helbing, Molnar, et al., 2001). This self-
organized roundabout traffic is similar to the emergent
rotation found for self-driven particles (Duparcmeur
et al., 1995). It is connected with small detours but de-
creases the frequency of necessary deceleration, stop-
ping, and avoidance maneuvers considerably, so that pe-
destrian motion becomes more efficient on average. The
efficiency of pedestrian flow can be increased by putting
an obstacle in the center of the intersection, since this
favors smooth roundabout traffic compared with com-
peting, inefficient patterns of motion (Molnar, 1996a;
Helbing, 1997a).

D. Collective phenomena in panic situations

The behavior of pedestrians in panic situations (e.g.,
in some cases of emergency evacuation) displays certain
characteristic features:

(i)  People get nervous, resulting in a higher level of
fluctuations.

(i)  They try to escape from the cause of panic, which
can be reflected by a significantly higher desired
velocity.
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FIG. 44. Formation of lanes in initially disordered pedestrian
crowds with opposite walking directions: white circles, pedes-
trians moving from left to right; black circles, pedestrians mov-
ing in the opposite direction. Lane formation does not require
the periodic boundary conditions applied above; see the Java
applet http://www.helbing.org/Pedestrians/Corridor.html. After
Helbing, Farkas, and Vicsek, 2000a; Helbing, 2001; see also
Helbing, Molnar, and Schweitzer, 1994; Helbing and Molnar,
1995.

(iii) Individuals in complex situations who do not
know what is the right thing to do orient them-
selves by the actions of their neighbors, i.e., they
tend to do what other people do. We shall de-
scribe this as an additional herding interaction,
but attractive interactions probably have a similar
effect.

Let us now discuss the fundamental collective effects
of fluctuations, increased desired velocities, and herding
behavior. In contrast to other approaches, we do not
assume or imply that individuals in panic or emergency
situations would behave in a relentless or asocial man-
ner, although they sometimes do.

1. “Freezing by heating”

The effect of getting nervous has been investigated by
Helbing, Farkas, and Vicsek (2000a). Let us assume that
the individual level of fluctuations is given by

ﬂa:(l—”;)ﬂo"‘”;ﬁmax, (125)

where n,, with 0<n <1 measures the nervousness of
pedestrian «. The parameter 7, is the normal and 7,
the maximum fluctuation strength. It turned out that, at
sufficiently high pedestrian densities, lanes were de-
stroyed by increasing the fluctuation strength (which is
analogous to the temperature). However, instead of the
expected transition from the “fluid” lane state to a dis-
ordered, “gaseous” state, Helbing et al. found the forma-
tion of a solid state. It was characterized by a blocked
situation with a regular (i.e., “crystallized” or “frozen”)
structure so that this paradoxial transition was called
freezing by heating (see Fig. 48). Remarkably, the
blocked state had a higher degree of order, although the
internal energy was increased and the resulting state was
metastable with respect to structural perturbations such
as the exchange of oppositely moving particles. There-
fore “freezing by heating” is just the opposite of what
one would expect for equilibrium systems and different
from fluctuation-driven ordering phenomena in metallic
glasses and some granular systems (Rosato et al., 1987,
Gallas et al, 1992; Umbanhowar et al., 1996), where
fluctuations lead from a disordered metastable state to
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FIG. 45. Oscillations of the passing direction at a bottleneck.
After Helbing, 2001; see also Helbing, Molnar, and Schweitzer,
1994; Helbing and Molnar, 1995. Dynamic simulations are
available at http://www.helbing.org/Pedestrians/Door.html.

an ordered stable state. A model for related noise-
induced ordering processes has been developed by Hel-
bing and Platkowski (2000).

The preconditions for the unusual freezing-by-heating
transition are the additional driving term and dissipative
friction. Inhomogeneities in the channel diameter or
other impurities that temporarily slow down pedestrians
can further this transition at the places in question. Fi-
nally note that a transition from fluid to blocked pedes-
trian counterflows is also observed when a critical par-
ticle density is exceeded (Muramatsu efal., 1999;
Helbing, Farkas, and Vicsek, 2000a).

2. “Faster-is-slower effect”

The effect of increasing the desired velocity was stud-
ied by Helbing, Farkas, and Vicsek (2000b). They found
that the simulated outflow from a room is well coordi-
nated and regular if the desired velocities vg=v0 are
normal. However, for desired velocities above 1.5 m/s,
i.e., for people in a rush (as in many panic situations),
one observes an irregular succession of archlike block-
ings of the exit and avalanchelike bunches of leaving
pedestrians when the arches break up (see Fig. 49). This
phenomenon is compatible with the empirical observa-
tions mentioned above and comparable to intermittent
clogging found in granular flows through funnels or hop-
pers (Ristow and Herrmann, 1994; Wolf and Grass-
berger, 1997).

FIG. 46. Pedestrians with opposite walking directions using
different doors as a result of self-organization when two alter-
native passageways are available. After Molnar, 1996a, 1996b;
Helbing and Molnar, 1997; Helbing, 1997a, 1998b; Helbing,
Molnar, et al., 2001.
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FIG. 47. Self-organized, short-lived roundabout traffic in inter-
secting pedestrian streams. From Helbing, 1996d, 1997a; Hel-
bing and Molnar, 1997; Helbing, Molnar, et al., 2001; see also
Helbing, Molnar, and Schweitzer, 1994; Molnar, 1996a, 1996b.

Because clogging is connected with delays, trying to
move faster (i.e., increasing v) can cause a smaller av-
erage speed of leaving, if the friction parameter « is
large (Helbing, Farkas, and Vicsek, 2000b). This “faster-
is-slower effect” is particularly tragic in the presence of
fires, where fleeing people sometimes reduce their own
chances of survival. As a consequence, models for every-
day pedestrian streams are not very suitable for realistic
simulations of emergency situations, which require at
least modified parameter sets corresponding to less effi-
cient pedestrian behavior. Related fatalities can be esti-
mated by the number of pedestrians reached by the fire
front (see http://angel.elte.hu/ panic/ or http://
WWW.panics.org).

Since interpersonal friction is assumed to have, on av-
erage, no deceleration effect in a crowd if the bound-
aries are sufficiently remote, the arching underlying the
clogging effect requires a combination of several effects:
First, slowing down due to a bottleneck such as a door,
and second, strong interpersonal friction, which be-
comes an important factor only when pedestrians get
too close to each other. It is, however, noteworthy that
the faster-is-slower effect also occurs when the sliding
friction force changes continuously with the distance
rather than being “switched on” at a certain distance rg
as in the model above.

The danger of clogging can be minimized by avoiding
bottlenecks in the construction of stadia and public
buildings. Notice, however, that jamming can also occur
at widenings of escape routes. This comes from distur-
bances due to pedestrians who expand into the wide
area because of their repulsive interactions or try to
overtake each other. These squeeze into the main
stream again at the end of the widening, which acts like
a bottleneck and leads to jamming. Significantly im-
proved outflows in panic situations can be achieved by
columns placed asymmetrically in front of the exits,
which reduce the pressure at the door and thereby also
reduce injuries (see http://angel.elte.hu/ panic/ or http://
WWW.panics.org).
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FIG. 48. Noise-induced formation of a crystallized, “frozen”
state in a periodic corridor used by oppositely moving pedes-
trians. After Helbing, Farkas, and Vicsek, 2000a; Helbing,
2001.

3. “Phantom panics”

Sometimes, panics have occurred without any com-
prehensible reason such as a fire or another threatening
event. Due to the “faster-is-slower effect,” panics can be
triggered by small pedestrian counterflows (Elliott and
Smith, 1993), which cause delays to the crowd intending
to leave. Stopped pedestrians in the back, who do not
see the reason for the temporary slowdown, become im-
patient and pushy. In accordance with observations
(Helbing, 1991, 1997a), one may describe this by an in-
crease in the desired velocity, for example, by the for-
mula

vo()=[1=nl(O)]v%0)+n(t)vT™.

Here, v™ is the maximum desired velocity and v%(0)

the initial one, corresponding to the expected velocity of
leaving. The time-dependent parameter

(126)

(127)

reflects the nervousness of pedestrian «, where v (1)
denotes the average speed in the desired direction of
motion. Altogether, long waiting times increase the de-
sired velocity, which can produce inefficient outflow.
This further increases the waiting times, and so on, so
that this tragic feedback can eventually trigger such high
pressures that people are crushed or fall and are
trampled. It is therefore imperative to have sufficiently
wide exits and to prevent counterflows when large
crowds want to leave (Helbing, Farkas, and Vicsek,
2000b).

4. Herding behavior

Let us now discuss a situation in which pedestrians are
trying to leave a room with heavy smoke, but first have
to find one of the hidden exits (see Fig. 50). Each pedes-
trian « may either select an individual direction e¥ or
follow the average direction (eg(¢)), of his neighbors 8
within a certain radius R, (Vicsek et al., 1995), or try a
mixture of both. We assume that both options are again
weighted with the parameter n,, of nervousness:

el (1)=Norm[(1—n/)ek+n/{es(1)),], (128)

where Norm(z)=7/||z|| denotes normalization of a vec-
tor z to unit length. As a consequence, we have individu-
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FIG. 49. Panicking pedestrians often come so close to each
other that their physical contacts lead to the buildup of pres-
sure and obstructing friction effects. This results in temporary
arching and clogging related to inefficient and irregular out-
flows. After Helbing, Farkas, and Vicsek, 2000b; Helbing,
2001.

alistic behavior if n), is low, but herding behavior if n,, is
high. Therefore n, reflects the degree of panic of indi-
vidual «a.

Our model indicates that neither individualistic nor
herding behavior performs well. Pure individualistic be-
havior means that a few pedestrians will find an exit
accidentally, while the others will not leave the room in
time before being poisoned by smoke. Herding may, in
some cases, guide the mass in the right directions, but
this requires that there be someone who knows a suit-
able way out, e.g., trained personnel. However, in new
and complex crisis situations, herding behavior normally
implies that the complete crowd is eventually moving in
the same and probably wrong or jammed direction, so
that available exits are not efficiently used (see Fig. 50),
in agreement with observations. According to simulation
results by Helbing, Farkas, and Vicsek (2000b), optimal
chances of survival are expected for a certain mixture of
individualistic and herding behavior, where individual-
ism allows some people to detect the exits and herding
guarantees that successful behavior is imitated by small
groups of pedestrians.

VI. FLOCKING AND SPIN SYSTEMS, HERDING, AND
OSCILLATIONS AT STOCK MARKETS

Models for herding behavior have already been devel-
oped in order to understand the flocking of birds (Rey-
nolds, 1987), the formation of fish schools, or the herd-
ing of sheep based on a nonequilibrium analog of
ferromagnetic models (Vicsek et al., 1995). More or less
related models of swarm formation have been devel-
oped, as well."’

10g¢e, for example, Stevens (1992), Miramontes et al. (1993),
Hemmingsson (1995), Rauch eral. (1995), Toner and Tu
(1995), Albano (1996), Bussemaker et al. (1997), Schweitzer
(1997b), Stevens and Schweitzer (1997), and Mikhailov and
Zanette (1999); see also Sec. LF.
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FIG. 50. Herding behavior of panicking pedestrians in a
smoky room (black), leading to an inefficient use of available
escape routes. From Helbing, Farkas, and Vicsek, 2000b.

Possibly the simplest model for the behavior of birds
is as follows. Let us assume all birds « are moving with a
certain finite speed ||v,(7)||=v%=v,. To make flock for-
mation less trivial, we set f,5=0 and do without the as-
sumption of long-range attractive and short-range repul-
sive interactions among birds. Equation (4) can then be
simplified to e,(r)=[e’(¢)+ x,(t)], which is solved to-
gether with

ax, [Xa(t-f—Al‘)—Xa(t)]_
dr At =voeall).

(129)

We are now assuming that a bird « orients itself at the
mean direction of motion Norm({ez(t—At)),)
=Norm((vg(t—At)),) of those birds B that are nearby
within a radius R, at time (f—At). As a consequence,
the direction of motion e?, is adapted to the average one
in the immediate environment with a reaction time of
At: e'(1) =Norm({ez(t—At)),). In order not to have ve-
locity changes, we assume that the fluctuations x,(¢) in-
fluence only the directions e,(z), but have a stronger
influence, the greater the fluctuation level 7 is. The vec-
tor [e%(1)+ x.(t)] is therefore also normalized. Conse-
quently, the above self-propelled particle model can be
summarized by Eq. (129) and

e,(t+At)=Norm(Norm(eg()) .+ X, (1)), (130)

where the fluctuations x,(¢) are uniformly distributed in
a sphere of radius 7.

The computer simulations start with a uniform distri-
bution of particles and mostly use periodic boundary
conditions. Figure 51 shows two representative snap-
shots of the two-dimensional model variant for vy=0
and v(#0. An exploration of the model behavior in
three dimensions yields a phase diagram with an or-
dered phase and a disordered one (see Fig. 52). For v,
#0, no matter how small the average particle density @
is, there is always a critical fluctuation strength 7.(0),
below which the directions e,(¢) of motion are aligned
and particle clusters are formed, even without attractive
interactions (Czirok, Vicsek, and Vicsek, 1999). In other
words, birds flock only if the fluctuation strength is small
enough. Otherwise, they fly around in a disordered way.
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At a given fluctuation strength 7, flocking is more likely
if their density ¢ is high, which is in agreement with
observations. Moreover, the model reproduces that birds
keep a certain (R ,-dependent) distance from each other,
although no repulsive interactions have been assumed.

While the critical fluctuation strength 7.(@) separat-
ing ordered and disordered behavior seems to be inde-
pendent of the concrete velocity vy>0, the behavior of
an equilibrium system with v,=0 is considerably differ-
ent. It corresponds to the behavior of a Heisenberg spin
system with homogeneous particle density @, in which
the spins e, align parallel as in a ferromagnet if the tem-
perature (which is proportional to the fluctuation
strength #7) is below some critical temperature.
However, this ferromagnetic ordering takes place only
if the particle density ¢ exceeds a certain percolation
value 0,.~0.75 (see Fig. 52). Surprisingly enough, the
behavior for vy=0 and vy#0 is, therefore, fundamen-
tally different.

In conclusion, nonequilibrium systems can differ con-
siderably from equilibrium ones. The motion of the par-
ticles in a self-driven nonequilibrium system seems to
have an effect similar to that of a long-range interaction,
since it is mainly a matter of time until the particles meet
and interact with each other. As a consequence, one can
find a transition to an ordered phase even in an analo-
gous one-dimensional nonequilibrium system (Czirok,
Barabasi, and Vicsek, 1999), while the related equilib-
rium system with v,=0 is always disordered in the pres-
ence of fluctuations (Mermin and Wagner, 1966).

Allow me to become a little bit philosophical towards
the end of this review. As is reflected in bubbles and
crashes in stock exchange markets, the reinforcement of
buying and selling decisions sometimes also exhibits fea-
tures of herding behavior (see, for example, Farmer,
1998; Youssefmir et al., 1998; Lux and Marchesi, 1999).
Remember that herding behavior is frequently found in
complex situations where individuals do not know the
right thing to do. Everyone then counts on collective
intelligence, believing that a crowd is following someone
who has identified the right action. However, as has
been shown for panicking pedestrians seeking an exit,
such mass behavior can have undesirable results, since
alternatives are not efficiently utilized.

The corresponding herding model in Sec. V.D.4 could
be viewed as a paradigm for problem-solving behavior
in science, economics, and politics, where new solutions
to complex problems have to be found in a way compa-
rable to finding the exit from a smoky room. From simu-
lation results, we may conclude that people will not
manage to cope with a sequence of challenging situa-
tions if everyone sticks to his own idea egocentrically,
but they will also fail if everyone follows the same idea
because the possible spectrum of solutions is not ad-
equately explored. Therefore the best strategy appears
to be pluralism, with a reasonable degree of readiness to
follow good ideas of others, while a totalitarian regime
would probably not survive a series of crises. This fits
well with experimental data on the efficiency of group
problem solving (Anderson, 1961; Kelley and Thibaut,
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FIG. 51. Typical simulation results for the two-dimensional,
self-propelled particle model given by Egs. (129) and (130). (a)
Ferromagnetic ordering for vy=0. (b) Flocking of particles
moving in the same direction for vy>0. After Vicsek et al.,
1995.

1969; Laughlin et al., 1975), according to which groups
normally perform better than individuals, but masses are
inefficient in finding new solutions to complex problems.

Considering the phase diagram in Fig. 52, we may also
conjecture that, in the presence of a given level # of
fluctuations, there is a certain critical density above
which people tend to show mass behavior and below
which they behave individualistically. In fact, the ten-
dency towards mass behavior is higher in dense popula-
tions than in dilute ones. In summary, findings for self-
driven many-particle systems reach far into the realm of
the social, economic, and psychological sciences.

Another example is the analogy between irregular os-
cillations of prices in the stock market and of pedestrian
flows at bottlenecks (see Sec. V.C.2). The idea is as fol-
lows: Traffic is a prime example of individuals competing
for limited resources (namely, space). In the stock mar-
ket, we have a competition for money by two different
groups: optimistic traders (“bulls”) and pessimistic ones
(“bears”). The optimists count on rising stock prices and
increase the price by their orders. In contrast, pessimists
speculate on a decrease in the price and reduce it by
their selling of stocks. Hence traders belonging to the
same group enforce each others’ (buying or selling) ac-
tions, while optimists and pessimists push (the price) in
opposite directions. Consequently there is an analogy
with opposing pedestrian streams pushing at a bottle-
neck, which is reflected in a roughly similar dynamics
(Helbing, 2001).

VIl. SUMMARY AND OUTLOOK

In this review, I have shown that many aspects of traf-
fic flow and other living systems can be reflected by
models of self-driven many-particle systems. This im-
plies that interactions within these systems dominate
socio-psychological effects. Although there are still
many interesting open questions and controversies, call-
ing for intensified research activities, one can already
state that traffic theory is a prime example of a math-
ematically advanced, semiquantitative description of hu-
man behavior. Meanwhile, it appears feasible to repro-
duce the observed complex transitions between different
traffic states (see Sec. ILLE) by simulation models

Rev. Mod. Phys., Vol. 73, No. 4, October 2001

B

FIG. 52. Phase diagram of the three-dimensional self-
propelled particle model and the corresponding ferromagnetic
system. The nonequilibrium self-propelled particle system be-
comes ordered in the whole region below the curve 7.(Q)
connecting the diamonds. In the static equilibrium case with
vo=0, the ordered region extends only up to a finite “percola-
tion” density; see the beginning of the area given by the curve
connecting the plus signs. After Czirok, Vicsek, and Vicsek,
1999.

adapted to the measurement site by variation of one
parameter value only and working with the empirically
measured boundary conditions (see Sec. IV.B.1). One
could even say there are some natural laws governing
the behavior of drivers and pedestrians. This includes
the self-organized, characteristic constants of traffic flow
(see Secs. II.E.1 and IV.A.5), the collective patterns of
motion observed in pedestrian crowds (see Secs. V.C
and V.D), and the trail formation behavior of humans
(see Sec. LES).

Self-driven many-particle systems display a surpris-
ingly rich spectrum of spatio-temporal pattern formation
phenomena. They were described by Newton’s equation
of motion (in which Newton’s third law actio=reactio
was sometimes relaxed), complemented by driving
forces and frictional dissipation. Based on small modifi-
cations, we often found considerably different behavior
compared to analogous systems from classical or equi-
librium statistical mechanics, but there were also various
analogies with driven fluids or granular media (see Secs.
IILLE.3, IV.A4, and V.A). Important factors for the fi-
nally resulting patterns were (i) the specification of the
desired velocities and directions of motion in the driving
term, (ii) inhomogeneities and other boundary effects,
(iii) the heterogeneity among particles, and (iv) the de-
gree of fluctuations. Many of the systems are character-
ized by nonlinear feedback mechanisms, so that small
perturbations can have strong effects like “phantom
traffic jams” (see Secs. II.E.1 and IV.A.1) or “phantom
panics” (see Sec. V.D.3). These effects are often coun-
terintuitive, such as “freezing by heating” (see Sec.
V.D.1) or the “faster-is-slower effect” (see Sec. V.D.2).
From classical many-particle systems with attractive in-
teractions, we are used to the idea that increasing tem-
perature breaks up structures and destroys patterns, i.e.,
fluid structures are replaced by gaseous ones, not by
solid ones. By contrast, in the considered self-driven dis-
sipative many-particle systems with repulsive interac-
tions, one can find all sorts of breakdown and structure
formation phenomena when the “temperature” (i.e., the
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fluctuation strength) is increased. Nevertheless, the com-
bination of repulsive interactions with a driving term
and dissipation also gives rise to phenomena typical for
attractive interactions, e.g., the segregation effects ob-
served in the formation of traffic jams (see Sec. IV.A.3)
and pedestrian lanes (see Sec. V.C.1), or the emergence
of the coherent moving state in a system of cars and
trucks (see Sec. IV.D.2).

The description of the phenomena in self-driven
many-particle systems uses and generalizes almost the
complete spectrum of methods developed in nonequilib-
rium statistical physics and nonlinear dynamics. It has
close relations with kinetic gas theory and fluid dynam-
ics, soft matter, solid-state physics, and even quantum
mechanics (see Sec. III.C.1), while the corresponding
nonequilibrium thermodynamics is still to be developed.
However, there are aspects of universality found in traf-
fic, as is exemplified by the power-law behavior of traffic
flows (see Secs. II.LE.1 and IV.A.3) and the phase dia-
grams of traffic dynamics and model characteristics (see
Figs. 35, 36, and 39). In the spirit of general systems
theory (Buckley, 1967; von Bertalanffy, 1968; Rapoport,
1986), one could even go one step further: Many phe-
nomena found in traffic systems, where drivers or pedes-
trians compete for limited space, may have implications
for other biological and socio-economic systems in
which individuals compete for limited resources. In fact,
jamming and herding phenomena are found in various
living systems, from animal colonies, markets, adminis-
trations, or societies to science, economics, and politics.
Therefore traffic is a good and especially concrete ex-
ample for studying certain aspects of socio-psychological
phenomena in an experimental setup. Possibly this could
help us to gain a better understanding of more complex
human behavior in the future.

Self-driven many-particle systems are also interesting
from a practical point of view. They are related to as-
pects of collective intelligence (see, for example, the
work carried out at the Santa Fe Institute, http://
www.santafe.edu/sfi/research/indexResearchAreas.html,
by scientists like Botee and Bonabeau, 1998; Wolpert
and Tumer, 1999; Kube and Bonabeau, 2000). Based on
suitable interactions, many-particle and many-agent sys-
tems can organize themselves and reach an optimal state
(Helbing and Vicsek, 1999). Such a distributed strategy
based on local optimization is more efficient and robust
than classical, centralized control strategies. In particu-
lar, the outcome on large scales is relatively insensitive
to the local failure of control.
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It is shown that the desire for smooth and comfortable driving is directly responsible for the occurrence of
synchronized traffic in highway traffic. This desire goes beyond the avoidance of accidents, which so far has
been the main focus of microscopic modeling and that is mainly responsible for the other two phases observed
empirically, free flow and wide moving jams. These features have been incorporated into a microscopic model
based on stochastic cellular automata by means of event-driven anticipation. The results of computer simula-
tions are compared with empirical data. It turns out that anticipation effects are responsible for the stabilization
of the traffic phases and even reproduce the empirically observed coexistence of wide moving jams with both
free flow and synchronized traffic.

DOI: 10.1103/PhysRevE.65.015101 PACS nuni)er05.50:+q, 89.40+k

The empirical observation of highway traffic has shownphases(for an overview, se¢10-12). In addition, much

the existence of very complex spatiotemporal structureprogress has been made in understanding topological effects
[1,2]. So it is now widely believefl3] that three traffic states in highway traffic[13,14. However, one of the most puz-
exist, i.e., (i) free flow, (ii) synchronized traffic, andiii) zling points for any model is to reproduce the empirically
wide moving jams. The characteristics of free flph] and  observed coexistence of stable traffic states and especially
wide moving jamg5] are intuitively clear. For a long time it the upstream propagation of wide moving jams through both
was believed that these states are the only stable traffitee flow and synchronized traffic with constant velocity and
states. This commonly accepted picture was enhanced hyithout disturbing these stat¢8]. So far, only the coexist-
establishing a second stable congested state, i.e., synchi@ace has been obsenvdd!, 1. We recently have shown that
nized traffic. Synchronized traffi@], which is typically ob-  the model[15] used here reproduces all three traffic phases
served at on and offramps, is characterized by a large vargjready on a single-lane road without any inhomogeneities.
ance in flow and density measurements and a velocity that i§ere, we will further show that in the presence of onramps
significantly lower than in free-flow traffic. The origin of the ha coexistence of the phases can be obtained and a wide
notation “synchronized traffic” is the fact that the time series moving jam can pass free flow and synchronized traffic.

of megsurement.s on different lanes are highly corrglated. Bu1t'hus, the discussed model is able to pass this most sensitive
more important is the apparent absence of a functional flow;
density form, i.e., the measurements of the flow, density, an
velocity of the traffic are distributed over a wide ardd.

This observation has been confirmed quantitatiiély by

The used mod€]15] is based on the cellular automaton
model of Nagel and Schreckenbdrp] and incorporates a
means of vanishing cross correlations between these t esire for S”.‘OO”‘ and comfortable dr|V|r_1g. This essential
quantities. emand of drivers has been incorporated in the model by the

Synchronized traffic and wide moving jams differ also in introdyction of “brake Iights" for a timely adjustment of the
their behavior at bottlenecks. If synchronized flow is gener-elocity when approaching slow upstream traffic and “an-
ated at a bottleneck its downstream front is pinned there. I#§cipation” by estimating the velocity of the leading vehicle.
contrast, the downstream front of wide moving jams propa-This leads to the following driving behavior.
gates with constant velocity in upstream direction. This ve- (i) Velocity anticipation At the onramp the anticipation of
locity (about 15 km/h is only determined by the density the leaders velocity avoids abrupt braking of the traffic be-
inside a wide jam and the delay time between two vehicledind and, therefore, reduces the probability to form jams.
leaving the jani8]. Therefore, the velocity does not depend (i) Retarded accelerationComfortable driving also im-
on the traffic state they cross and is even unchanged if theglies that cars do not accelerate immediately in case of a
pass a bottleneck. This property is an objective criterion folarger gap ahead if they observe slow downstream traffic. On
the identification of wide jams and is responsible for theone hand, this leads in some sense to a suboptimal gap usage,
coexistence of wide moving jams and synchronized traffiddecause the velocity is smaller than the headway allows. On
[3]. The final characteristic feature are the phase transitionthe other hand, larger gaps in a dense region reduce the car-
between the different stat¢2]. In general they are of first car interactions and may cut a chain of braking over-
order[9], e.g., the phase transition free flow to synchronizedreactions that is responsible for the formation of jams. These
traffic is characterized by a discontinuous change of the veever-reactions are a direct consequence of the delayed hu-
locity. man behavior in adapting the velocity to the headway that

Several model approaches have been suggested in the lasin lead to an avalanchelike amplification of the velocity
few years to reproduce the three empirically observed traffidluctuations upstream and finally to the formation of jams.

1063-651X/2001/6@)/0151014)/$20.00 65015101-1 ©2001 The American Physical Society
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FIG. 1. Schematic plot of the highway section modeled through-z 2500
out this work. The space has been discretized such that each lattic>
site corresponds to 1.5 m in reality. The total length of the highway 2000
is 75 km or 50 000 cells per lane. The merging zone of the onramp 549
is of length 600 m, i.e., 400 cells. Lane-changing rules as presentes
in [17,18 have been used. The results, however, do not depend or 1000
the details of the applied set of rules. We simulate fluid traffic on the 500
onramp with an average velocity of 80 km/h. In addition, the
incoming cars accept smaller gaps for lane chan@@k

[vehicles/h]

p

(iii) Timely braking Finally timely braking suppresses an- occupancy p [%]
other mechanism of jam formation: When the velocity ad- . N
justment is only based on the distance to the next car ahead, FIG- 2. Comparison between empirical result for the flow-
jams often emerge in the layer between free flow and Syndensny relationfundamental diagrajnand time-traced simulation
chronized traffic. In these models the jam formation arise<€Sults(@. On the abscissa the densithe number of vehicles per
from cars approaching a slow-moving cluster with highkilometel) and on the ordinate the flomumber of cars passing the

speed that leads to a compactified region. In contrast, OLH,etector extrapolated to one hpis shown. Each data point corre-

approach avoids this artificial mechanism to form a jam, thesponds to an average over a _one-mmute interval. Consecutive mea-
surements are connected by lines. Parshows that we recover the

drivers adjust their speed to the vehicles ahead. three empirically observed phases of highway traffic: free fidia-

¢ F?r comparison Wlah the emplrl_cal 1daX;1, \I/ve SIquIate amondg, synchronized traffi¢squarel and wide jamgcircles. The
wo-lane segment with an onrantpig. 1). Analogously to empirical data are one-minute averages of detector data from the

the em_pirical_ setup the simulation data are evaluated by Berman freeway A40 near Moers junction at 2000-12shhchro-
virtual induction loop, i.e., we coqnted the nu_mber and Meapized stateand near Bochum-Werne junction at 2001-02¢tde
sured the speed of vehicles passing a given link of the lattiCnoying jam of about 2-h durationThe density is given by the
This allows to calculate minute averages of the velocity, theyccupancy, which gives the percentage of the measurement time a
flow and the density that is given by the occupancy of thegetector is covered by cars. This has the advantage that the occu-
detector. pancy can directly be measured by an inductive loop and the simu-
The simulation protocol emulates a few hours of highwaylation data can be related to the empirical data.
traffic including the realistic variations of the number of cars
that are fed into the system. A large input rate of the onrampng jam can be characterized by a triangular shape that is a
in combination with a large flow on the highway generatesconsequence of the event-driven measurement process of the
synchronized flow on the highway segment. In contrast, atnduction loop. Thus, the agreement with the empirical fun-
low input rates small jams are expected to form in the vicin-damental diagram is not only for the average values but also
ity of the onrampg 14,20 due to local perturbations. For the concern the statistical properties of the results. This is man-
sake of simplicity, we used only one type of cars in thedatory for traffic forecasting, e.g., in order to calculate upper
simulations that leads to a smaller variance of the data pointémits of individual travel times as well. But, as mentioned
in the free-flow regime compared with the empirical data. above, also the stability of the synchronized traffic state is
The additional input of cars triggers a dense traffic regiondescribed correctly. In order to verify this a jam was gener-
behind the onramp with a flow comparable to free-flow butated by an obstacle at the downstream end of the highway
with a velocity considerable below the free flow velocity andsection. Figure 3 illustrates how the jam wave travels
which can, therefore, be identified as synchronized traffidhrough the free-flow region with constant velocity and also
(Fig. 3. passes the section where the synchronized traffic is localized.
The simulations show that we can recover the empiricallThis shows that we can superpose the different traffic states
results for the fundamental diagram quantitativedge Fig. as observed empiricalg]. Thus, the model is able to repro-
2). The flow and density measurements of the synchronizeduce the three traffic phases since synchronized traffic is
region cover a two-dimensional region in the fundamentafixed at the onramp and the jam propagates with a constant
diagram. Moreover, the analysis of the traffic data for bothvelocity and passes the free flow, onramp and synchronized
lanes shows large correlations of the velocity time series thategions without being disturbed.
can directly be related to a synchronization of the velocity on At this point, we stress the fact that the observed phenom-
both lanes. In addition, the measurements of the wide movena are a consequence of the individual behavior of the driv-

015101-2
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boundary conditions are used only to induce the transitions
to these traffic states. By contrast, the excellent agreement
with the empirics was obtained simply by applying the cor-
rect inflow at the upstream end and the onramp of the high-
way section. This side steps another important question in
traffic dynamics, i.e., the origin of phase transitions. Our
simulation results support the view that the transitions are
mostly induced by obstacles rather than by a spontaneous
breakdown of the traffic stream.

In addition, the results clarify how the synchronized state
is related to the human factors in driving. Most present mod-
eling approaches concentrate on the fact that drivers want to
avoid accidents. This has been implemented by adjusting the
velocity according to differences in speed and/or the dis-
tances to the other cars. Traffic models based on this inter-
action only have been able to reproduce various observed
phenomena but fail to give a complete description of the
empirical result§10-12. In addition, the robustness of the
empirical observations give strong evidence that traffic states
itself are a consequence of the human driving behavior rather
than a response to different topological situations.

It is possible to overcome some of the problems in mod-
eling traffic if one takes into account that people like to have
a comfortable journey, i.e., they try to avoid strong accelera-
tions and abrupt braking. This approach goes far beyond the
consideration of velocity differences since acceleration
changes become visible and allows for an event-driven an-
ticipation of velocity reductions. These two features lead to a
stabilization of the flow in dense traffic that is crucial to
overcome the difficulties in describing the empirically ob-
served phases and their transitid@%

From a theoretical point of view our simulation results
have shown that the desire for smooth and comfortable driv-
ing is the origin of synchronized traffic and wide moving
jams and is responsible for the stability of the different traffic
phases. The analysis of the empirically observed coexistence
of traffic states allows the identification of all three traffic
phases. This stability allows for the application of phenom-
enological approachg&2]. In particular, the motion and for-
mation of jam waves, which is most interesting for any traf-
fic forecast, should be predictable within these approaches
with high accuracysee[23] for approaches of this kind

From a practical point of view, our simulation results al-

FIG. 3. Coexistence of wide moving jams and synchronizedlow for more realistic simulations and opens the door for a
states. Space/time evolution of the velodi&y and of the flow(b).  forecast of highway traffic that should outperform knowl-
The figures show how a traveling jam wave crosses a region ogdge based approaches.
synchronized traffic which is pinned at the onramp. Downstream Symmarizing, we have shown that a rather simple cellular
the onramp a jam has been generated that moves in upstream diregatomaton model is able to reproduce the empirically ob-
tion and passes the segment with free flow and synchronized stategeryed phases of traffic flow and their coexistence even
One clearly ob_serves that the synchronized state is recovered d(ﬁ'uantitatively. While synchronized traffic with a large flow
rectly after the jam has passed the onramp. and a small velocity can be found in the vicinity of the on-

ramp, a wide jam passes both free flow and synchronized
ers(seg[15,21] for the calibration of the modgINone of the  traffic with a constant velocity. The features of the model can
microscopic model parameters has been changed throughdog related directly to the human behavior, especially to the
the simulations in order to optimize the accordance with thelesire for smooth and comfortable driving. It turns out that
empirics. Already the single-lane model on a periodic streethis need is responsible for the occurrence of the observed
without bottleneckg15] shows the existence of synchro- complex spatio-temporal structures as stable bulk states of
nized traffic and wide moving jams. In this simulation the the model. This implies that the role of the boundaries is
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