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Abstract

In this paper we apply a modification of a generalized Pringsheim’s theorem to obtain a G-continued fraction expansion for the quotient of two contiguous basic hypergeometric functions in arbitrarily many variables. As an application we obtain a G-continued fraction extension of the Rogers–Ramanujan continued fraction.
© 2003 Elsevier Inc. All rights reserved.

1. Introduction

In [1,2,5] the problem of expanding basic hypergeometric functions into continued fractions was studied. The goal of [1] was to maximize the number of free parameters in a continued fraction which extended the famous Rogers–Ramanujan continued fraction as well as the Rogers–Ramanujan identities. One problem is that as one adds free parameters to basic hypergeometric functions, the order of the difference equations they satisfy increases and soon it is not possible to find the second-order recurrences necessary for continued fractions.

In the previous paper [4] we applied a generalization of the continued fraction process which arises from higher-order recurrences. This generalization is known as a G-continued fraction process.
fraction [10]. In this paper using \( q \)-difference equations we find a \( G \)-continued fraction expansion for the quotient of two basic hypergeometric functions in arbitrarily many variables. In [4] we gave a similar expansion, but here the functions involved are different as is the method to prove convergence. For convergence in [4] we used the theorem of Zahar [14] and the fact that for the basic hypergeometric functions considered, the full vector space of solutions of their \( q \)-difference equations is easy to write down. The theorem of Zahar [14] extends the theorem of Pincherle [11] for ordinary continued fractions. However, when the full vector space of solutions of the \( q \)-difference equation is not known, or is difficult to describe, the theorem of Zahar [14] can be hard to apply. An example of this for ordinary continued fractions is the \( q \)-difference equation which generates the famous Rogers–Ramanujan continued fraction. In this paper we consider the general case using a different method to obtain convergence results. To approach the general case we use a modification of a generalization of Pringsheim’s theorem due to Levrie [7]. In [7] the theory on infinite systems of equations, developed by Kantorovich and Krylov [6], was used to prove a generalization of Pringsheim’s theorem. Using a variant of this method, we obtain convergence for an explicit \( G \)-continued fraction which represents the quotient of two contiguous basic hypergeometric series. As an application of this result, we obtain an infinite family of \( G \)-continued fractions generalizing the famous Rogers–Ramanujan continued fraction. See Theorem 7 and its corollaries for this result.

First we review basic results and prove the variant of Levrie’s theorem which we use to derive our \( G \)-continued fraction expansion.

### 2. Definition and notation

We begin with the definition of a \( G \)-continued fraction. Consider the \( m \)-th order linear homogeneous recurrence relation of the form

\[
\sum_{i=0}^{m} a_i(n)y_{n+m-i} = 0, \quad a_0(n)a_m(n) \neq 0, \quad n = 0, 1, \ldots
\]

(2.1)

Here the \( a_i(n), 0 \leq i \leq m \), are given sequences of complex constants. Define the following transformations \( s_n \) and \( S_n \) from \( \mathbb{C}^{m-1} \) into \( \mathbb{C} \cup \{ \infty \} \) iteratively in terms of the sequences \( a_i(n) \) by the following equations:

\[
s_n(w_1, \ldots, w_{m-1}) = \frac{-a_m(n)}{a_{m-1}(n) + a_{m-2}(n)w_1 + a_{m-3}(n)w_1w_2 + \cdots + a_0(n)w_1w_2\ldots w_{m-1}},
\]

\[
S_1(w_1, \ldots, w_{m-1}) = s_1(w_1, \ldots, w_{m-1}),
\]

\[
S_n(w_1, \ldots, w_{m-1}) = S_{n-1}(s_n(w_1, \ldots, w_{m-1}), w_1, \ldots, w_{m-2}),
\]

for \( n \geq 1 \), and \( f_n = S_n(0, 0, \ldots, 0) \). Then \( f_n \) is called the \( (n+1) \)st approximant of the \( G \)-continued fraction

\[
K^\infty_{n=0} \frac{-a_m(n)}{a_{m-1}(n), \ldots, a_0(n)}.
\]
If \( f = \lim_{n \to \infty} f_n \) exists, then the \( G \)-continued fraction is said to converge to this limiting value and we write
\[
K_{n=0}^{\infty} \left[ \frac{-a_m(n)}{a_{m-1}(n), \ldots, a_0(n)} \right] = f.
\]

3. Infinite systems

In this section we review the basics of infinite systems from [6] to give a context for the next section. Recall the following definitions on infinite system of equations. The system of equations
\[
\begin{align*}
    a_{0,0}x_0 + a_{0,1}x_1 + \cdots &= b_0, \\
    a_{1,0}x_0 + a_{1,1}x_1 + \cdots &= b_1, \\
    \vdots
\end{align*}
\]
is called an infinite system of linear equations in an infinite set of unknowns. Here \( a_{i,k} \) and \( b_i \) are complex numbers and the \( x_i \) are unknowns. Notice that by singling out \( x_i \) in the \( i \)th equation and transposing it to the left side, the given system can be written in the following form:
\[
x_i = \sum_{k=0}^{\infty} c_{i,k}x_k + b_i, \quad i = 0, 1, \ldots, \tag{3.1}
\]

**Definition 1.** The infinite system of equations (3.1) is said to have a solution \( x_i \) \( (i = 0, 1, \ldots) \) if on substituting these values in the equations we obtain convergent series and all the equations are satisfied.

**Definition 2.** The system
\[
X_i = \sum_{k=0}^{\infty} C_{i,k}X_k + B_i, \quad i = 0, 1, \ldots, \tag{3.2}
\]
is called majorant for the system (3.1) if the following inequalities hold:
\[
|c_{i,k}| < C_{i,k} \quad \text{and} \quad |b_i| < B_i, \quad i = 0, 1, \ldots.
\]
An infinite system (3.1) is called a regular system if
\[
\sum_{k=0}^{\infty} |c_{i,k}| < 1, \quad i = 0, 1, \ldots,
\]
and is said to be (3.1) fully regular if the sum of the moduli of the coefficients of each row does not exceed a constant number less than unity:
\[
\sum_{k=0}^{\infty} |c_{i,k}| \leq 1 - \epsilon < 1, \quad i = 0, 1, \ldots, \quad \epsilon > 0.
\]
The solutions $x_i^*$ and $X_i^*$ of systems (3.1) and obtained by the successive approximations with zero initial values are called principal solutions of these systems. The successive approximation method is defined by the following equations:

$$
x_i^{(0)} = 0, \quad i = 0, 1, \ldots,
$$

$$
x_i^{(n+1)} = \sum_{k=0}^{\infty} c_{i,k} x_k^{(n)} + b_i, \quad i, n = 0, 1, \ldots,
$$

$$
\lim_{n \to \infty} x_i^{(n)} = x_i^*, \quad i = 0, 1, \ldots.
$$

In [6] the following theorems were proved which are used in [7] to derive a generalization of Pringsheim’s theorem.

Let

$$
\rho_i = 1 - \sum_{k=0}^{\infty} |c_{i,k}| (> \epsilon) \quad (i = 0, 1, \ldots).
$$

Suppose that a system (3.1) is fully regular and satisfies

$$
|b_i| < M \rho_i, \quad M > 0.
$$

Then the system

$$
X_i = \sum_{k=0}^{\infty} |c_{i,k}| X_k + M \rho_i
$$

is majorant system for system (3.1). It is clear that the system (3.4) has a positive solution $X_i = M > 0$.

**Theorem 1** [6]. A fully regular system (3.1) with the condition (3.3) has a unique bounded solution $x_i$ $(i = 0, 1, \ldots)$. Moreover, the principal solution of the system of equations (3.4) $X_i^*$ is $X_i^* = M$.

**Theorem 2** [6]. Let a system (3.1) be regular and satisfy (3.3). Then the principal solution $x_i^*$ of an infinite system of equations can be found by the method of reduction, i.e., if $x_i,N$ is the principal solution of the finite system

$$
x_i = \sum_{k=0}^{N} c_{i,k} x_k + b_i, \quad i = 0, 1, \ldots, N,
$$

then $x_i^* = \lim_{N \to \infty} x_i,N$.

Observe that the principal solution $x_i^*$ which may be found by the method of reduction is bounded by $M$. 

4. G-continued fractions in degenerate cases

Let \( a_i(n) \) be functions \( g_i(zq^n) \). Here we consider following recurrence relation:

\[
\sum_{i=0}^{m} g_i(zq^n) f(zq^{n+m-i}) = 0, \quad n = 0, 1, \ldots, \tag{4.1}
\]

where \( g_0 g_m \) is not identically zero. We apply Theorems 1 and 2 to obtain a G-continued expansion of a quotient of \( q \)-series. As usual throughout we take \( |q| < 1 \).

**Theorem 3.** Fix \( \epsilon > 0 \) and let \( D = \{ z \in \mathbb{C} : |z| < r \} \). Assume for \( z \in D \) and for \( n = 0, 1, \ldots \),

\[
\sum_{i=0}^{m, i \neq m-1} \frac{|g_i(zq^n)|}{|g_{m-1}(zq^n)|} \leq 1 - \epsilon. \tag{4.2}
\]

Suppose that there is a bounded function \( f(z) \) in \( D \) so that \( f(zq^i) \) satisfies (4.1). Then \( f(zq^i) \) \( (i = 0, 1, \ldots) \) is the only bounded solution for each \( z \in D \) which satisfies (4.1) and the G-continued fraction

\[
K_{n=0}^\infty \left[ -\frac{g_m(zq^n)}{g_{m-1}(zq^n) ; \ldots ; g_0(zq^n)} \right]
\]

converges to \( f(zq)/f(z) \) for \( z \in D \).

**Proof.** Fix \( z \in D \) and \( |q| < 1 \). Let \( w_i = f(zq^i) \) and write the recurrence relation (4.1) as

\[
w_{i+1} = -\sum_{k=0, k \neq i}^{m} \frac{g_{m-k}(zq^i)}{g_{m-1}(zq^i)} w_{i+k} \quad (i = 0, 1, \ldots). \tag{4.3}
\]

By changing variables we can easily see that (4.3) can be written as

\[
w_i = -\sum_{k=0, k \neq i}^{m-i-1} \frac{g_{m-1+i-k}(zq^{i-1})}{g_{m-1}(zq^{i-1})} w_k \quad (i = 1, 2, \ldots).
\]

Let \( g_i(zq^n) = 0 \) for all \( n > 0 \) if either \( i < 0 \) or \( i > m \) and put

\[
c_{i,k} = -\frac{g_{m-1+i-k}(zq^{i-1})}{g_{m-1}(zq^{i-1})}.
\]

It is clear that \( c_{i,k} = 0 \) if \( k < i - 1 \) or \( k > m + i - 1 \). So we can write the recurrence relation (4.1) as an infinite system of equations

\[
w_i = \sum_{k=0, k \neq i}^{\infty} c_{i,k} w_k \quad (i = 1, 2, \ldots). \tag{4.4}
\]

Using the inequality (4.2), one can easily see that the above system is fully regular. Since \( b_i = 0 \) for all \( i, |b_i| < M \rho_i \) for some \( M > 0 \). Since the infinite system (4.4) satisfies all the requirements in Theorem 1, there is a unique bounded solution \( w_i \) \( (i = 0, 1, \ldots) \) for each \( z \in D \). Since \( f(z) \) is bounded in \( D \) and satisfies (4.1), it is evident that \( f(zq^i) \) \( (i = 0, 1, \ldots) \).
is a bounded solution of (4.4) for each \( z \in D \). Hence \( f(zq^i) \) \((i = 0, 1, \ldots )\) is the unique bounded solution for each \( z \in D \) which fulfills (4.1).

Let \( N \) be a fixed nonnegative integer. Define

\[
y^N_{N+1} = 0, \quad i = 2, \ldots, m, \tag{4.5}
\]
\[
y^N_{N+1} = 1, \tag{4.6}
\]
\[
y^N_n = - \sum_{i=0}^{m-1} \frac{g_i(zq^n)}{g_{m}(zq^n)} y^N_{n+m-i}, \quad n = 0, \ldots, N, \tag{4.7}
\]

and

\[
T^N(n) = \begin{cases} 
\frac{y^N_n}{y^N_{n+1}}, & \text{if } n = 0, \ldots, N, \\
0, & \text{if } n = N + 1, \ldots, N + m - 1.
\end{cases} \tag{4.8}
\]

Here, (4.7) is defined backward, that is, (4.7) is defined from \( n = N \) to 0. As an immediate consequence of the definition we have

\[
S_N(0, \ldots, 0) = T^N(0).
\]

Since \( y^N_n \) \((n = 0, 1, \ldots, N+2)\) satisfies the recurrence relation (4.1), \( y^N_n \) can be considered as a solution of the finite system

\[
y^N_n = \sum_{k=0, k \neq n}^{N} c_{n,k} y^N_k \quad (n = 0, 1, \ldots, N).
\]

Thus \( \lim_{N \to \infty} y^N_n \) is bounded for all \( n = 0, 1, \ldots \) and is a solution of infinite system (4.4) by Theorem 2. Since the bounded solution of (4.4) is unique, \( \lim_{N \to \infty} y^N_n = f(zq^n) \).

Hence

\[
\lim_{N \to \infty} T^N(n) = \lim_{N \to \infty} \frac{y^N_n}{y^N_{n+1}} = \frac{f(zq^{n+1})}{f(zq^n)}.
\]

From (4.5)–(4.8), we have for \( N \) sufficiently large and \( n = 0, 1, \ldots \),

\[
T^N(n) = \frac{-g_m(n)}{g_{m-1}(n)+g_{m-2}(n)T^N(n+1)+\cdots+g_0(n)T^N(n+m)} \tag{4.9}
\]

By repeated application of (4.9), \( T^N(0) \) converges to \( f(zq)/f(z) \). Therefore the \( G \)-continued fraction converges to \( f(zq)/f(z) \). \( \square \)

Theorem 3 will be applied to the basic hypergeometric series by making use of the theorem of Thomae [13], which states that the analytic solutions at the origin (analytic up to a multiple of \( z^\gamma \), \( \gamma \in \mathbb{R} \)) of the \( q \)-difference equation

\[
(\beta_0 - \alpha_0 zq^n)f(zq^n) + (\beta_1 - \alpha_1 zq^n)f(zq^{n+1}) + \cdots + (\beta_m - \alpha_m zq^n)f(zq^{n+m}) = 0 \tag{4.10}
\]

are given for \( i = 1, 2, \ldots, k - l \) by
\[
 f_i(z^{q^n}) = (z^{q^n})^{\gamma_i} \sum_{j \geq 0} \frac{(c_1 d_i^{-1})_j \cdots (c_{k_i-1} d_i^{-1})_j}{(d_1 q d_i^{-1})_j \cdots (d_{k_i-1} q d_i^{-1})_j} q (j)^{(l'-l)} \left( \frac{a_i}{\beta_i q d_i^l} \right)_j (z^{q^n})^j, 
\]
\[
(4.11)
\]

where \(|q| < 1, q^{-\gamma_i} = d_i, (\alpha)_0 = 1, (\alpha)_k = (1-a)(1-aq) \cdots (1-aq^{k-1}), \)
\[
\sum_{i=0}^m a_i z^i = \alpha_i z^i (1-c_1 z) \cdots (1-c_{k_i-1} z),
\]
\[
(4.12)
\]

and
\[
\sum_{i=0}^m \beta_i z^i = \beta_i z^i (1-d_1 z) \cdots (1-d_{k_i-1} z).
\]
\[
(4.13)
\]

Equation (4.10) is called the canonical \(q\)-difference equation for the functions defined by (4.11). Here we consider the special case \((\beta_0 = 1, \alpha_0 = 0)\) of (4.11):
\[
f_i(z^{q^n}) = (z^{q^n})^{\gamma_i} \sum_{j \geq 0} \frac{(c_1 d_i^{-1})_j \cdots (c_{k_i-1} d_i^{-1})_j}{(d_1 q d_i^{-1})_j \cdots (d_{k_i-1} q d_i^{-1})_j} q (j)^{(l'-l)} \left( \frac{a_i}{d_i^l} \right)_j (z^{q^n})^j
\]
for all \(z \in \mathbb{C}, \)
\[
(4.14)
\]

where \(|q| < 1, q^{-\gamma_i} = d_i,\) and \(c_i, d_i\) are zeroes of Eqs. (4.12) and (4.13). From (4.10), \(f_i(z) (i = 1, \ldots, k)\) satisfies
\[
f(z^{q^n}) + (\beta_1 - \alpha_1 z^{q^n}) f(z^{q^n}+1) + \cdots + (\beta_m - \alpha_m z^{q^n}) f(z^{q^n+m}) = 0.
\]
\[
(4.15)
\]

Here, unlike in [4], the \(f_i\) are not necessarily distinct functions. Let \(\epsilon > 0\) be fixed. Assume
\[
(1-\epsilon) |\beta_1| > 1 + \sum_{i=2}^m |\beta_i|.
\]
\[
(4.16)
\]

Let \(g(z) = \beta_1 z\) and \(h(z) = 1 + \beta_2 z^2 + \cdots + \beta_m z^m\). Then by (4.16), \(|h(z)| < |g(z)|\) on \(|z| = 1\). Applying Rouche’s theorem to \(g(z)\) and \(g(z) + h(z)\), we can say that \(g(z) + h(z)\) has the same number of zeros as \(g(z)\) inside \(|z| = 1\). Since \(g(z)\) has only one zero inside the unit disk, so does \(g(z) + h(z)\). It is easy to see that \(|g(z) + h(z)| > 0\) on \(|z| = 1\). Hence there is only one \(d_i\) such that \(|d_i| > 1\) and the others are inside the unit disk. Since \(|q^{-\gamma_i}| = |d_i|\) and \(|q| < 1, z^{\gamma_i}\) is bounded in a domain containing 0 if and only if \(|d_i| \geq 1\). Let \(d\) be the one with \(|d| > 1\) and \(f(z^{q^n})\) be the solution corresponding to \(d\).

In this situation we have the following theorem.

**Theorem 4.** Assume (4.16). Then the \(G\)-continued fraction
\[
K_{n=0}^{\infty} \left[ \frac{-1}{(\beta_1 - \alpha_1 z^{q^n}); \ldots; (\beta_m - \alpha_m z^{q^n})} \right]
\]
\[
(4.17)
\]
converges to \(f(zq)/f(z)\) for each \(z \in \mathbb{C}\).
Proof. Note that \( f(zq^n) = (zq^n)\gamma f_1(zq^n) \) with \( |q^{-\gamma}| = |d| > 1 \) and \( f_1 \) analytic. So \( f(zq^n) \) \( (n = 0, 1, \ldots) \) is bounded for each \( z \in D \), where

\[
D = \{ z \in \mathbb{C} : |z| < R \}, \quad R > 1.
\]

First we observe there is an integer \( N \geq 0 \) such that for all \( n \geq N \) and for each fixed \( z \in D \),

\[
zq^n \left( 1 - \epsilon \right) |\alpha_1| + \sum_{i=2}^{m} |\alpha_i| \leq \left( 1 - \epsilon \right) |\beta_1| - \left( 1 + \sum_{i=2}^{m} |\beta_i| \right).\]

Hence for each \( z \in D \) and for all \( n \geq N \),

\[
(1 - \epsilon) |\beta_1 - \alpha_1 zq^n| \geq 1 + \sum_{i=2}^{m} |\beta_i - \alpha_i zq^n|, \quad n = 0, 1, 2, \ldots. \tag{4.18}
\]

By Theorem 3, for each \( z \in D \),

\[
K_{n=N}^{\infty} \left[ \frac{-1}{(\beta_1 - \alpha_1 zq^n); \ldots; (\beta_m - \alpha_m zq^n)} \right] = f(zq^{N+1})/f(zq^N). \tag{4.19}
\]

Since (4.19) holds for arbitrary \( R \), (4.19) is true for \( z \in \mathbb{C} \). Hence (4.17) converges to \( f(zq)/f(z) \) for \( z \in \mathbb{C} \). \( \square \)

5. Application to a general Rogers–Ramanujan continued fraction

First, recall some results concerning the equivalent \( G \)-continued fractions given in [8]. We define for arbitrary solutions \( x_1(n), x_2(n), \ldots, x_p(n) \) of (2.1):

\[
E_N(x_1^{(1)}, \ldots, x_p^{(p)}):= \begin{vmatrix}
 x_1^{(1)}_{N+p-m-1} & \cdots & x_1^{(m)}_{N+p-m+1} \\
 \vdots & \ddots & \vdots \\
 x_1^{(1)}_{N+p} & \cdots & x_1^{(m)}_{N+p}
\end{vmatrix}
\]

Theorem 5 [8]. The \((N + 1)\)st approximant of the \( G \)-continued fraction

\[
K \left[ \begin{array}{c}
-a_m(n) \\
-a_{m-1}(n); \ldots; a_0(n)
\end{array} \right]
\]

is given by

\[
-\frac{E_N(x_1^{(1)}, \ldots, x_p^{(m)})}{E_N(x_1^{(2)}, \ldots, x_p^{(m)})},
\]

where \( A_i(n) \) \( (i = 1, \ldots, m) \) are the solutions of (2.1) with initial values

\[
A_i^{(1)} = \delta_{n,i-1}, \quad n = 0, 1, \ldots, m - 1. \tag{5.1}
\]
Definition 3. The $G$-continued fractions
\[ \text{K} \left[ \frac{-a_m(n)}{a_{m-1}(n); \ldots; a_0(n)} \right] \]
and
\[ \text{K} \left[ \frac{-b_m(n)}{b_{m-1}(n); \ldots; b_0(n)} \right] \]
are said to be equivalent if they have the same approximants.

Thus equivalent $G$-continued fractions have the same limit if it exists.

Theorem 6 [8]. If there exists a sequence of constants $\{r_n\}$ with $r_{-m+1} = 1$, $r_n \neq 0$ ($n = -m + 1, \ldots, \infty$) such that
\[ b_i(n) = r_{n+1}r_n \ldots r_{n-i+1} a_i(n), \quad i = 0, \ldots, m, \]
for all $n = 0, 1, \ldots$, then the $G$-continued fractions
\[ \text{K}_{n=0}^\infty \left[ \frac{-a_m(n)}{a_{m-1}(n); \ldots; a_0(n)} \right] \]
and
\[ \text{K}_{n=0}^\infty \left[ \frac{-b_m(n)}{b_{m-1}(n); \ldots; b_0(n)} \right] \]
are equivalent.

Now consider the recurrence relation
\[ f(zq^n) - f(zq^{n+1}) - zq^{n+1} f(zq^{n+m}) = 0. \]
The $G$-continued fraction arising from the above recurrence relation is
\[ \text{K}_{n=0}^\infty \left[ \frac{1}{1; 0; \ldots; 0; zq^{n+1}} \right]. \]

Unfortunately, Theorem 4 does not immediately apply as the only $d_i$ is $d_1 = 1$. This is remedied by applying Theorem 6 as follows. Let $b_m(0) = 2^{-m}$ and for $n \geq 1$ put $b_m(n) = 2^{-m-1}$. Also for $n \geq 0$ let $b_{m-1}(n) = 2^{-m}$ and put $b_0(n) = 2^{-1} zq^{n+1}$. Then the two $G$-continued fractions
\[ \text{K}_{n=0}^\infty \left[ \frac{1}{1; 0; \ldots; 0; zq^{n+1}} \right] \]
and
\[ \text{K}_{n=0}^\infty \left[ \frac{b_m(n)}{b_{m-1}(n); 0; \ldots; 0; b_0(n)} \right] \]
are equivalent by applying Theorem 10 with $r_n = 1/2$ ($n \neq -m + 1$) and $r_{-m+1} = 1$. Also note that
The $G$-continued fraction
\[
\mathbf{K}_{n=1}^\infty \left[ \frac{2^{-m-1}}{2^{-m} \cdot 0; \ldots; 2^{-1}(zq^{n+1})} \right]
\]
is generated from the recurrence relation
\[
-2^{m-1} f(zq^n) + 2^{-m} f(zq^{n+1}) + 2^{-1} q^{n+1} f(zq^{n+2}) = 0, \quad n = 1, 2, \ldots,
\]
which simplifies to
\[
f(zq^n) = 2^{-m} f(zq^{n+1}) - 2^{-m} z q f(zq^{n+1}) f(zq^{n+2}) = 0, \quad n = 1, 2, \ldots,
\]
with $q^\gamma = 2^{-1}$. Clearly the coefficients of the recurrence relation (5.3) satisfies the inequality (4.16). Hence by Theorem 4 we can conclude that for any $l \geq 1$ and for $z \in \mathbb{C}$,
\[
\mathbf{K}_{n=1}^\infty \left[ \frac{2^{-m-1}}{2^{-m} \cdot 0; \ldots; 2^{-1}(zq^{n+1})} \right] = f(zq^{l+1})/f(zq^l).
\]
Thus we have the following theorem.

**Theorem 7.** For $z \in \mathbb{C}$,
\[
\mathbf{K}_{n=0}^\infty \left[ \frac{1}{1; 0; \ldots; 0; zq^{n+1}} \right] = \sum_{k \geq 0} \frac{q^{k(mk-m+4)/2}}{(q)_k} z^k.
\]

**Proof.** By using (5.2) and (5.4), we have for all $z \in \mathbb{C}$,
\[
\mathbf{K}_{n=0}^\infty \left[ \frac{1}{1; 0; \ldots; 0; zq^{n+1}} \right] = \frac{2^{-m} f(zq^n) + 2^{-m-1} z q f(zq^{n+1})}{2^{-m} + 2^{-1} z q f(zq^{n+2})} = 2^{-m+1} z q f(zq^{n+1})/f(zq^n).
\]

The formula (5.5) is a $G$-continued fraction generalizing the Rogers–Ramanujan continued fraction to which it reduces when $m = 2$. Corollary 1 can be found in [9,12] and the more general case is treated in [3].
Corollary 1 ([9,12] and Corollary to Entry 15 in [3]).

\[
\frac{1}{1 + \frac{zq^2}{1 + \frac{zq^3}{1 + \frac{zq^4}{1 + \cdots}}}} = \sum_{k \geq 0} \frac{q^{k(k+1)}}{(q)_k} z^k.
\]

Proof. In Theorem 7, let \( m = 2 \).

The next corollary displays the form of a \( G \)-continued fraction when it is expanded out as an infinite process.

Corollary 2. The \( G \)-continued fraction

\[
1 + \frac{zq}{1 + zq^2 \left( \frac{1}{1 + \frac{zq^3}{1 + \frac{zq^4}{1 + \cdots}}} \right) \left( \frac{1}{1 + zq^3 \left( \frac{1}{1 + \frac{zq^4}{1 + \cdots}} \right) \left( \frac{1}{1 + zq^5 \left( \frac{1}{1 + \cdots} \right)} \right)} \right)}
\]

converges to

\[
\sum_{k \geq 0} \frac{q^{(3k+1)/2}}{(q)_k} z^k
\]

Proof. In Theorem 7, let \( m = 3 \). The expansion given above is obtained by iterating the \( G \)-continued fraction algorithm.

6. Conclusion

In this paper we have given the \( G \)-continued fraction for the quotients of contiguous basic hypergeometric functions obtained from the canonical \( q \)-difference equation which characterizes the functions. There are also noncanonical \( q \)-difference equations satisfied by these functions with certain parameters specialized. In a future paper we will consider the \( G \)-continued fractions resulting from these \( q \)-difference equations. In general, these equations are rather complicated, so we will consider those special cases which result in particularly nice \( G \)-continued fraction expansions. We also plan to consider number-theoretic applications.
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