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Chapter 1

Introduction

1.1 Major steps in quantum field theory

1924 Bose and Einstein introduce a new statistics for light-quanta (photons).

1925

1926

1927

1928

January - Pauli formulates the exclusion principle.
July - Heisenberg’s first paper on quantum mechanics (matrix mechanics).

September - Born and Jordan extend Heisenberg’s formulation of quan-
tum mechanics to electrodynamics.

January - Schrodinger writes down the wave equation.
February - Fermi introduces a new statistics (Fermi-Dirac).

August - Dirac relates statistics and symmetry properties of the wave
function, and shows that the quantized electromagnetic field is equivalent
to a set of harmonic oscillators satisfying the Bose-Einstein statistics.

March - Davisson and Germer detect the electron diffraction by a crystal.

October - Jordan and Klein show that quantum fields satisfy commuta-
tion rules.

January - The Dirac equation.

January - Jordan and Wigner introduce anticommuting fields for describ-
ing particles satisfying Fermi-Dirac statistics.



e January - Pauli and Heisenberg develop the analog for fields of the La-
grangian and Hamiltonian methods of mechanics.

e Klein and Nishina complete the theory of the scattering Compton based
on the Dirac equation.
1929
e March - Weyl formulates gauge invariance and its relation to charge con-
servation.
e December - Dirac introduces the notion of hole theory, identifying a hole

with a proton.

1931 Dirac proposes the positron to interpret the energy negative solutions of his
equation and Heisenberg introduces the idea of antiparticles.

1932 Anderson detects the positron.

1934 Dirac and Heisenberg evaluate the vacuum polarization of the photon. First
battle with infinities in quantum field theory.

1936 Serber introduces the concept of renormalized charge.
1947 Bethe evaluates the Lamb-shift.

1948 Schwinger ends the calculation of the Lamb-shift and the renormalization
program starts.

1.2 Many degrees of freedom

Aim of this course is to extend ordinary quantum mechanics, which describes non
relativistic particles in interaction with given forces, to the relativistic case where
forces are described by fields, as for the electromagnetic case. The most relevant
differences between the two cases are that the forces become dynamical degrees of
freedom, and that one needs a relativistic treatment of the problem. In order to get
a consistent description we will need to quantize the field degrees of freedom.

The concept of field is a very general one. A field represents a physical quantity
depending on the space-time point. Examples are the distribution of temperatures
in a room, the distribution of the pressure in the atmosphere, the particle velocities
inside a fluid, the electric and magnetic fields in a given region of space. The common
physical feature of these systems is the existence of a fundamental state, for example:

e pressure or temperature = state with 7" = constant, or P = constant
e particle velocities in a fluid = state at rest

e clectromagnetic field = state of vacuum.
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In most of these cases one is interested in discussing small deviations of the
system from the fundamental state. By doing so one gets, in a first approximation,
linear equations for the fields (these being defined in terms of the deviations). One
can then improve the situation by adding small corrections and treating the problem
through some perturbative approximation. This linear approximation is generally
very similar for many different physical situations. For instance, in many cases one
gets the wave equation. The quantization of such a system will lead us to describe
the system in terms of particles corresponding to the different classical excitations.

The field quantization is done by considering the equation of motion for the field
as a hamiltonian system describing an infinite number of degrees of freedom. In
order to understand this point we will begin with a very simple system. That is a
string of NV linear oscillators (for instance a one-dimensional string of atoms) in the
limit of N — oo with a separation among the atoms going to zero. In this way we
get a vibrating string as the continuum limit.

1.3 Linear atomic string

Let us consider a string of N + 1 harmonic oscillators, or N +1 atoms (of unit mass)
interacting through a harmonic force, as in Fig. (1.1). The length of the string is L

On-1 On+1

- — e — - - — - — — — -9
. e )

* * *
| | |
| | |
| | |
| | |
| | |
| | |
| | |
| | |
| | |
| | |
| | |
| | |
| | |
| | |

Fig. 1.1 - In the upper line the atoms are in their equilibrium position, whereas in
the lower line they are displaced by the quantities ¢,.

and the inter-atomic distance is a. Therefore L = Na. The equations of motion are
the following

Gn = W [(nr1 — @) + (@1 — )] = WP [Gns1 + o1 — 2] (1.1)



as it follows immediately from the expression of the potential energy of the system

1 N

n=1

In order to define the problem one has to specify the boundary conditions, although
in the N — oo limit we do not expect that they play any role. Usually one considers
two possible boundary conditions

e Periodic boundary conditions, that is gy11 = ¢1.
e Fixed boundary conditions, that is gy = ¢ = 0.

To quantize the problem is convenient to go to the hamiltonian formulation. The
hamiltonian is given by (p, = q,)

1 N
H=T+U = 5 > (pi + w? (gn — qn+1)2) (1.3)

n=1

The equations of motion can be diagonalized by looking for the eigenmodes. Let us
put ’ .
qr(Lj) _ Ajezkjane—zwjt (1.4)

where the index j enumerates the possible eigenvalues. Notice that in this equation
the dependence on the original equilibrium position has been made explicit through

09 = g9 () = ¢V (na) ~ eFiTn (1.5)

where x,, = na is the equilibrium position of the n'* atom. By substituting eq. (1.4)
into the equations of motion we get

—w]?qfl]) = —4w?q) sin? (%) (1.6)
from which
w? = 4w?sin? <@> (1.7)
J 2 ’

The relation between k; (wave vector) and w; (frequency of oscillation), shown
graphically in Fig. (1.2), is called a dispersion relation.
We may notice that wave vectors differing for integer multiples of 27 /a, that is,
such that -
K=k +2m,  m=£1£2,.. (1.8)

correspond to the same w;. This allows us to restrict k; to be in the so called first
Brillouin zone, that is |kj| < m/a. Let us now take into account the boundary
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Fig. 1.2 - The first Brillouin zone.

conditions. Here we will choose periodic boundary conditions, that is ¢yy1 = ¢, or,
more generally, ¢, n = ¢g,. This gives us
qT(leN _ Ajeikja(n + N) ,—iw;t _ =gV = A, Jikjan —iw;t (1.9)

from which
kjaN = 2mj (j = integer) (1.10)

Since aN = L (L is the length of the string)

27r . 27, . N
= —) j=0,£1,£2, ... £ 5 (1.11)

ki —
J aN L

where we have taken N even. The restriction on j follows from considering the first
Brillouin zone (|k;| < 7/a). Notice that the possible values of k; are 2(N/2) +1 =
N +1, and that j = 0 corresponds to a uniform translation of the string (with zero
frequency). Since we are interested only in the oscillatory motions, we will omit this
solution in the following. It follows that we have N independent solutions

= Aje zw]t wak;n (1.12)

The most general solution is obtained by a linear superposition

Jn Q
Ze N (1.13)

2w
—z—]n P;

Ze i (1.14)



From the reality of ¢, and p, we get

Q; =Q 4, Pf=P; (1.15)
In the following we will make use of the following relation

27r( n

iET

Z e NV TN = N (1.16)
n=1

This can be proven by noticing that for j # j':

220~ i -]
—_ Z_ —_
27]2716]\[] J)n —Zﬁ:oeN] J 1

AN D
_ - —1=0 (1.17)
I—e in U =)

whereas for j = j' the sum gives N. By using this equation we can invert the
previous expansions

2T, .27r( o

—iin —~ U =Jn Q,
Z qne =Y >eN —L = V/NQ; (1.18)

i VN

obtaining
2
1 X —iﬁﬂjn

Qi=—"= e (1.19)

Notice that P; = Q,j. Substituting inside the hamiltonian we find

N/2

H=Y (1P’ +w}|Q,*) (1.21)

Jj=1

This is nothing but the hamiltonian of N decoupled harmonic oscillators each having
a frequency wj, as it can be seen by putting

Pj - Xj + 7,)/]
Q; = Z; +iT; (1.22)

The result we have obtained so far shows that the string of /N atoms is equivalent to
N decoupled harmonic oscillators. The oscillator modes are obtained through the
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expansion of the displacements from the equilibrium condition in normal modes.
We are now in the position to introduce the concept of displacement field. Let us
define a function of the equilibrium position of the atoms

Ty = na, L= Na (1.23)
as the displacement of the n'” atom from its equilibrium position

w(Tp, t) = qn(t) (1.24)
The field u(x,,t) satisfies the following equation of motion

(2, 1) = w? [u(Tpy, t) + ul(zy 1,t) — 2u(xn, t)]
= w? [(u(Zn41,1) = ul@n, 1)) = (u(@n, ) — w(2n-1,1))] (1.25)

Let us now consider the continuum limit of this system. Physically this is equivalent
to say that we are looking at the system at a scale much bigger than the inter-atomic
distance. We will define the limit by taking a — 0, by keeping fixed the length of
the string, that is to say

a— 0, N — oo, aN =L fisso (1.26)

The quantity u(z,,t) goes to a function of the variable x defined in the interval
(0, L). Furthermore

W@, t) — u(z,_1,1t) sl (x,1) (1.27)

a
and

(u(zpi1,t) — u(xp, t) — (u(zp, t) — u(z, 1,t) = a(uw(xne1,t) — u(x,, t))
— a?u’ (x,1) (1.28)

The equation of motion becomes
i(z,t) = a®w?u" (z,1) (1.29)

Let us recall that the quantity w appearing in the equation of motion for the field
is the elastic constant divided by the mass of the atom. In order to give a sense to
the equation of motion in the previous limit we need that w diverges in the limit.
One could say that in order the string has a finite mass in the continuum, the mass
of each atom must go to zero. That is, we will require

lim aw = v finite (1.30)

a—0

where v has the dimensions of a velocity. We see that in the limit we get the equation
for the propagation of waves with velocity given by v

i(z,t) = v’u"(z,1) (1.31)



In the limit we have also
N+1

Z = / dz (1.32)
from which
1 L . 2 2 ' 2
H= —/ da [(i(z, 1) + 0* (' (2, 1))’] (1.33)
2a Jo
To get finite energy we need also a redefinition of the field variable
u(z,t) = Vag(z,t) (1.34)

getting finally

1 L . 2
o= 5/0 du {(¢(x,t)) o (d)’(x,t))ﬂ (1.35)
The normal modes decomposition becomes
u(z, t) ikjan Q]
o(x,t) = 1.36
(@) == f ~ LV (1.36)
27 . .
kj:f]’ —00<j< 400 (1.37)

giving rise to
LT
T, t) = — e L (t 1.38
o= 3 e L (1.38)
The eigenfrequencies are given by

.2
wf. = 4w? sin? (%]) — 4w (%) a’ = (aw}fj)2 - UQkJQ' (1.39)

In the continuum limit the frequency is a linear function of the wave vector. The

relation between the normal modes @;(t) and the field ¢(z,t) can be inverted by
using the following relation

L .
/ dx elx(k o kl) = L(sk,k’ (140)
0
which holds for k£ and k' of the form (1.37). The hamiltonian is easily obtained as
H =3 (10 + vk ) (1.41)
=1

The main result here is that in the continuum limit the hamiltonian of the system
describes an infinite set of decoupled harmonic oscillators. In the following we will
show that the quantization of field theories of the type described in this Section
gives rise, naturally, to a description in terms of particles.
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Chapter 2

Lagrangian formalism for
continuum systems and
quantization

2.1 String quantization

We have shown that a string of N atoms can be described in terms of a set of
decoupled harmonic oscillators, and this property holds true also in the continuum
limit (N — o0). In the discrete case we have shown that the hamiltonian of the
system can be written as

N/2
H=Y (1P + Q") (2.1)
7j=1
where
Q}L — Q—ja .PJ]L - P_j (22)
.o kia 27 . N
w]2-24w281n2%, k’j:f], |j|:1,2,...,5 (2.3)
whereas in the continuum case
H=3 (IBP+21Q:P) (2.4
7j=1
with
w; = vlk;] (2.5)

and k; given by eq. (2.3). In both cases the quantization is trivially done by
introducing creation and annihilation operators

1
\/2(4}]'

Wi Wi
a; = ?JQjJri Pl, = 7’@2}—1' P; (2.6)

)0
2w;

11



with 7 assuming a finite or an infinite number of values according to the system
being discrete or continuum. In both cases we have

[aj, CLL] = [u)ij + iP]T,kaL — ZPk] = 6jk (27)

1
2, /WiWE
and
laj, a;] = [a},aT] =0 (2.8)

where we have made use of the canonical commutation relations

Q) Pi] = [}, Pi) = b (2.9)
Notice that - ) - )
0 =5 Q=i + z‘\/ﬂjPij = EJQ} + iﬁPj (2.10)
implying
ol = %Qj - i%f’j £ a; (2.11)

We see that a; e a;r. are 2N (in the discrete case) independent operators as (); and

P;. The previous relations can be inverted to give
1
\/2(4)]'

In terms of a; and a; the hamiltonian is

Q== +aly),  Py=—iyfZ e —a)) (212)

N/2 N/2

1
H=)> wj[a;r-aj + aija,j +1)= ) w; a;r-aj + 5} (2.13)
j=1 j=—N/2
The fundamental state is characterized by the equation
a;l0) =0 (2.14)
and its energy is
By =Y (2.15)

In the continuum limit the energy of the fundamental state is infinite (we will come
back later on this point). The generic energy eigenstate is obtained by applying
to the fundamental state the creation operators (the space generated in this way is
called the Fock space)

1
172 (CLJLN/2)TLN/2 e (a;rV/z)nN/2|0> (2.16)
)

|n—N/27 B nN/2> - (n_N/2! SNy
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The state given above can be thought of being formed by n_y/ quanta of type
—N/2 of energy w_y/2, up to ny/e quanta of type N/2 of energy wy/o. In this kind
of interpretation the n; quanta (or particles) of energy w; are indistinguishable one
from each other. Furthermore, in a given state we can put as many particles we
want. We see that we are describing a set of particles satisfying the Bose-Einstein
statistics. Formally this follows from the commutation relation

[a), ]] =0 (2.17)

from which the symmetry of the wave-function follows. For instance a two-particle
state is given by

i, j) = alal = |j,4) (2.18)

As we have already noticed the energy of the fundamental state becomes infinite
in the continuum limit. This is perhaps the most simple of the infinities that we will
encounter in our study of field quantization. We will learn much later in this course
how it is possible to keep them under control. For the moment being let us notice
that in the usual cases only relative energies are important, and then the value of
Ey (see eq. (2.15)) is not physically relevant. However there are situations, as in the
Casimir effect (see later) where it is indeed relevant. Forgetting momentarily these
special situations we can define a new hamiltonian by subtracting Ey. This can be
done in a rather formal way by defining the concept of normal ordering. Given an
operator which is a monomial in the creation and annihilation operators, we define
its normal ordered form by taking all the annihilation operators to the right of the
creation operators. We then extend the definition to polynomials by linearity. For
instance, in the case of the hamiltonian (2.4) we have

: H : EN(H):Z 2JN(a a; + aja ] Zw]ajaj (2.19)
j

Coming back to the discrete case, recalling eqs. (1.13) and (1.14)

27r
Jn Qi ~In P
e ) e 2.20
Z VN "X VUN (220)
and using the canonical commutators (2.9), we get
27r 27r
z— (jn —km) 1 -m)
Qnapm Ze Q]; k] Ze - Z(Snm (221)
In the continuum case we use the analogue expansion
s 2m
1 I i—jx . 1 % —i—jx
r,t) = — e L -, z,t) = — e L7 P 2.22
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from which

2
[6(x, 1), $y,1)] = Z f‘”_ky)wﬂc

= '2—7'(3«“—y)

_ Z — i5(z —y) (2.23)

This relation could have been obtained from the continuum limit by recalling that

u(w,t)  qn

oz, 1) ~ NN (2.24)
implying
[6(2n, y), G(@m, 1)] = 25”7’” (2.25)
In the limit
lim ‘57;’“ = §(z —y) (2.26)

if fora — 0, z,, — z, and z,, — y. In fact

=% ( ) /dx(a_>0a> (2.27)

showing that the properties of a delta-approximation are indeed satisfied. It follows
that we have the following correspondence between the discrete and the continuum
case

G — O(2,1),  pu— B(x,1) (2.28)

Said in different words, ¢(z,t) e qﬁ(x, t) appear to be the canonical variables in the
limit. This remark suggests a way to approach the quantization of a field theory
different from the one followed so far. The way we have used is based upon the
construction of the normal modes of oscillation, but in the discrete case this is not
necessary at all. In fact, in such a case, the quantization is made starting from the
commutation relations among the canonical variables, [¢, p] = 4, without having an
a priori knowledge of the dynamics of the system. This suggests that one should
start directly by the field operators ¢(z,t) e ¢(x,t), and quantize the theory by
requiring [¢(z, 1), ¢(y,t)] = id(z — y). To make this approach a consistent one, we
need to extend the hamiltonian and lagrangian description to a continuum system.
Let us recall how we proceed in the discrete case. We start by giving a lagrangian
function L(gy,Gn,t). Then we define the conjugated momenta by the equation

oL

— 2.2
o0 (2.29)

Pn =

14



We then go the hamiltonian formalism by taking the conjugated momenta, p,,, as
independent variables. The previous equation is used in order to solve the velocities
in terms of ¢, and p,. Next we define the hamiltonian as

H (¢n, Pn) anqn — L (2.30)

At the classical level the time evolution of the observables is obtained through the

equation ‘
A={A H} (2.31)

where the Poisson brackets can be defined starting form the brackets between the
canonical variables {¢,, P} = dnm- The theory is then quantized through the rule

] =il (2.32)

In the next Section we will learn how to extend the lagrangian and hamiltonian
formalism to the continuum case.

2.2 The lagrangian formalism for continuum sys-
tems

We will now show how to construct the lagrangian starting from the equations of
motion. For the string this can be simply done by starting from the kinetic energy
and the potential energy. Let us start recalling the procedure in the discrete case.
In this case the kinetic energy is given by

N

1N
T = - Zpi = Z xna
1 1 rL .
_ —Z 0 (20, ¢ %—/ $(z, t)da (2.33)
2 2 Jo
whereas the potential energy is

U = WZ(Qn - Qn+1)2

M=

i
L

WA (u(wy,t) — u(Tpy,t))?

3
I
—

Il
= o= N
ME

w'a(§(rn,t) = d(znt1,1))* (2.34)

M=

i
L

and recalling that for a — 0, v = aw, is finite, it follows

2
n=1

a

15



Therefore the total energy and the lagrangian are respectively

E=T+U-= % /OL da [§*(x,1) + 0?6 (2, 1)] (2.36)

and
L=T-U= % [ e [ 1) 062w, 1) (2.37)

0
The important result is that in the continuum limit, the lagrangian can be written
as a spatial integral of a function of the field ¢ and its first derivatives, which will
be called lagrangian density, and having the expression

L= % (62 — v?¢”) (2.38)

The total lagrangian is obtained by integrating spatially the lagrangian density
L
L= / Lz (2.39)
0

Of course, this is not the most general situation one can envisage, but we will
consider only the case in which the lagrangian density is a local function of the field
and its derivatives

L= [£(6,6,6, 2t (2.40)

Furthermore, we will consider only theories in which the lagrangian contains at
most the first derivatives of the fields. The reason is that otherwise one can run into
problems with the conservation of probability.

Given the lagrangian, the next step is to build up the action functional. The
extrema of the action give rise to the equations of motion. The action is given by

t t X
S = tQLdt:/tQ dt/ dzL(o, é, &'z, 1) (2.41)
1 1

We require that S is stationary with respect to those variations that are consistent
with the boundary conditions satisfied by the fields. If ¥ is the spatial surface
delimiting the region of spatial integration (for the string ¥ reduces to the end
points), we will ask that

dp(x,t) =0 on X (2.42)

Furthermore we will require that the variations at the times ¢; and ¢, are zero at
any space point x
dp(z,t1) = dp(z,ty) =0, atany z (2.43)

In the discrete case we have only boundary conditions of the second type, but here
the first ones are necessary in order to be consistent with the boundary conditions

16



for the field. Let us now require the stationarity of S with respect to variations
satisfying the previous boundary conditions (2.42) and (2.43)

0=d5= [ dt/ ds L = /1t dt/ dx<a¢5¢+—¢6¢+a¢,5¢> (2.44)

Integrating by parts
0 oL
o= ] el i (o) (3555
0 0 oL
* 35 ()~ (o)

to to
_ /dx la—é(sqs] + lacﬁ’&d)l

t1

t2 oL 00L 0 0L
+ /t1 dt/ dx [a_qs_&a_qﬁ_ﬁa—qﬁ’] 0P (2.45)

The boundary terms are zero due to eqs. (2.42) and (2.43). Then from the arbi-
trariness of d¢ within the region of integration, we get the Euler-Lagrange equations

oL 00L 0 0L

% Biog a_xa_qyzo (2.46)

In fact 0¢ can be chosen to be zero everywhere except for a small region around any
given point z (see Fig. (2.1).

Fig. 2.1 - Here the arbitrary variation d¢(x) is chosen to be zero all along the
string, except for a small region around the point z.

This discussion can be easily extended to the case of N fields ¢;, © = 1,..., N

(think, as an example, to the electromagnetic field), and to the case of n spatial
dimensions with points labelled by x,, a = 1,...,n. In this case the structure of

the action will be 5
to . .
s= " at / d"zL <¢> i, i) (2.47)
t1 1% al‘

«
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Here V' is the spatial volume of integration. We will require again the stationarity of
the action with respect to variations of the fields satisfying the boundary conditions

0pi(xa,t) =0, on X, forany ¢, t; <t <ty (2.48)
where ¥ is the boundary of V', and
6¢i(1‘aa tl) = 5¢)i(xaat2) = 07 for any T, € V (249)

The first boundary conditions are required because, in the general case, one requires
the fields to go to zero at the boundary of the spatial region (usually the infinite).
The Euler-Lagrange equations one gets in this case are

oL 0oL _ o or
06 0tog, 0ra ,00;

0T

=0, i=1,....N, a=1,...,n (2.50)

To go to the hamiltonian description one introduces the momentum densities con-
jugated to the fields ¢;:

m, = 2 (2.51)
0¢i
and the hamiltonian density '
H=S"Té - L (2.52)
In the case of the string one gets from eq. (2.37)
oc . oL 9, OL
—=¢, — =-0v¢, — =0 2.53
=6 Go=vd o (2:53)
From which one recovers the equations of motion for the field ¢. Furthermore
M=4¢ (2.54)
implying
. 1 1 1
_ a2 (Lt a2 L 202
H=Tp—L=T <2H 2u¢>>_2(n +02g%) (2.55)

which coincides with the energy density given in eq. (2.36).

A big merit of the lagrangian formalism is the possibility to formulate in a simple
way the symmetry properties of the theory. We shall see later on that this is due
to the first theorem of Emmy Noether which allows to put in a direct relation
the symmetry properties of the lagrangian and the conservation laws. Due to this
correspondence it is also possible to make use of the theorem in a constructive way,
that is to restrict the possible forms of the lagrangian from the requirement of a given
set of symmetries. We will discuss later on the theorem. For the moment being we
will show how the equations of the vibrating string give rise to conservation laws.
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The energy contained in the segment [a, b] of the string, with 0 < a <b < L is
given by

_ 1 b 12 2 112
E(a,b) = 5/ dz [¢? + v*""] (2.56)
We can evaluate its time variation
dE a,b b o BT b Ton DU
) _ | da[dd+ 0 d] =2 [ dx 69"+ 04|

o [ ar i [56] =02 [b0]" (2.57)

where we have made use of the equations of motion in the second step. Defining the
local quantity

P(z,t) = —v%¢¢’ (2.58)
which is the analogous of the Poynting’s vector in electrodynamics, we get
dE(a,b
SIBCD) _ p(h, 1)~ Pa.) (2.59)

This is the classical energy conservation law, expressing the fact that if the energy
decreases in the segment [a,b], then there must be a flux of energy at the end
points a and b. The total energy is conserved due to the boundary conditions,
P(0,t) = P(L,t). But the previous law says something more, because it gives us a
local conservation law, as it follows by taking the limit b — a. In fact, in this limit

E(a,b) - (b—a)H (2.60)
with H given by (2.55), and
OH OP
i T 2.61
T (2.61)

This conservation law can be checked by using the explicit expressions of H and P,
and the equations of motion.

2.3 The canonical quantization of a continuum
system

As we have seen in Section 2.2, in a field theory one defines the density of conjugated
momenta as

_ oL
99,

it is then natural to assume the following commutation relations

i

(2.62)

[0i(2a, 1), (Yo, t)] = 900" (Ta —¥a) a=1,....,n, 4,j=1,...,N (2.63)
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and

[0i(Tast), dj(Ya,t)] =0, [IL;(z4,1),11;(ya,t)] =0 (2.64)
In the string case we have Il = qﬁ and we reproduce eq. (2.23). Starting from the
previous commutation relations and expanding the field in terms of normal modes
one gets back the commutation relations for the creation and annihilation operators.
Therefore we reconstruct the particle interpretation. Using the Heisenberg repre-
sentation (but omitting from now on the corresponding index for the operators),

the expansion of the string field in terms of creation and annihilation operators is
obtained through the egs. (2.22) and (2.12).

1 i2—7rjfc
dat) = =3e LTQ,
J

2m
1 1 i—jx i
= ﬁ zj: \/TTJ-G L (aj(t) + Cl_j(t))
. ) 2T 2T
1—Jx —i—jx
= 7 ; Ner a;(t)+e L7 al(t) (2.65)
Using the equations of motion of the string
¢ — 129" =0 (2.66)

we find from the above expansion of ¢ in terms of @);

Using the decomposition (2.6) of a; in terms of @); and P; = Q;, we get

a; +iwja; =0 (2.68)
from which
a;(t) = aj(())e_iwjt = aje_iwjt, a;r-(t) = a;r-(())eiwjt = a;eiwﬂ't (2.69)
and
(27 . (27 .
b(x,1) = LL > \/;TJ e\ wjt) 0 te <f]x - wjt) | (@)

From this equation one gets immediately the commutation rules for the creation
and annihilation operators, but before doing that let us notice the structure of the
previous expansion. This can be written in the following way

o(x,t) =Y [fi(x,t)a; + £} (z,t)al] (2.71)

J
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with

Fit) = — f(fjx_wjt) (2.72)

or

fi(a ) = ci(kjT — iw;t) (2.73)

lj

2w;

where we have made use of the definition of k; (see eq.(1.37))
il (2.74)

The functions f;(x,t) and their complex conjugated satisfy the wave equation

Phiwt) L0

=0 2.75
ot? 0x? (2:75)
and the boundary conditions
f3(0,8) = f;(L, 1) (2.76)
It is immediate to verify that they are a complete set of orthonormal functions
> i (e 0)id fi(y. 1) = (o — y) (2.77)
J
g ()
| daf; idf 7 A ) = b (278)
where
A8\ B = A(8,B) — (8,4)B (2.79)
Let us consider the first relation. We have
1
Zf xtz@t f]y, Z2w]f (z,t) fi(y,1) Z y)zé(x—y)

J

(2.80)
Evaluating this expression with two f;(z,t)’s or two f;(x,t)’s one gets zero. As far
as the second relation is concerned we get

Ve @ tid ) fe) = [ d *(2, t
| defi@ il ety = [ de [ @l @ 0 f(0)]

_ laty /L dzel@ (k= k) gi(w; —wi)t
L21 fwiwy Jo

_ lwutw Jwj — wz)tL(sﬂ =" (2.81)

L 2, /w;w;
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Also in this case, by taking two f;(x,t)’s or two f/(z,1)’s, the result is zero due to
the factor w; — wj.

We repeat that the set f;(x,t) is a complete set of orthonormal solutions of the
wave equation with periodic boundary conditions. A legitimate question is why
the operator 8,57) appears in these relations. The reason is that the scalar product
should be time independent (otherwise two orthonormal solutions at a given time
could loose these feature at a later time). For instance, in the case of the Schrédinger
equation, we define the scalar product as

/ B (7, )0(F, ) (2.82)

because for hermitian hamiltonians this is indeed time independent, as it can be
checked by differentiating the scalar product with respect to time and using the
Schrodinger equation:

C [ e @@ = [ el utd] = [ ol - ) =
(2.83)

In the present case we can define a time independent scalar product, by consider-

ing two solutions f and f of the wave equation, and evaluating the following two

expressions
o°f ’fl
/ dz flﬁ_ ]_0 (2.84)
v [ L0
/0 dz [W‘ ]f_ (2.85)

Subtracting these two expressions one from the other we get

/OL l (g_{_%> (%‘%)] (2.86)

If both f and f satisfy periodic boundary conditions, the second term is zero, and
it follows that the quantity

L -
/0 dzfol ) f (2.87)

is a constant of motion. Using eq. (2.78), we can invert the relation between field
and creation and annihilation operators. We get

L L
/0 dxfj’-"(x, t)iat(_)gb(x, t) = Z/o da:fj’-"(m,t)iag_) [fk(l'a tag + fr(z, t)aH = a;
k

(2.88)
and therefore

5= " def: (o, 0iof) d(a, 1) (2.89)
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and .
ol = /0 dzd(z, 1)id ) £, (x, 1) (2.90)

From the field commutation relations we find
o] = [ dedyl(i56~ if;0)ea 65— )]
= [ drdy (~fel=ide — ) = e flid(e - )
— /0 i 100 o = 6 (2.91)

In analogous way we get
[aj, ax] = [a}, a}] = 0 (2.92)

We have seen that the total energy of the string is a constant of motion. There

is another constant which corresponds to the total momentum of the string, defined
by

p:/UdeP:—/OL dz ¢’ (2.93)

We will show in the following that this expression is just the total momentum of the
string, by showing that its conservation derives from the invariance of the theory
under spatial translations. For the moment being let us check that this is in fact a
conserved quantity:

dP

L . .. L o1, .
== [ da(@0 +9d) = = [Cdr (@0t =0 (294)

where we have used the equations of motion of the string and the boundary condi-
tions. By using the field expansion

L
P o= - Z/O dx wiki[ fja; — fralllfuu — f7af]
gl
v wiki i(kjx — wjt) —i(kjx — wjt) t
= —Z/ dxi[e J "a; —e J 17 ay
% [el(kll’ — wlt) a; — e—i(klib' — wlt)azr]
1 oz .
= — Z ikl la_jaqie Ziwt | aT_la}LeQu‘)lt — alalT — a}al] (2.95)
1

The first two terms in the last step give zero contribution because they are antisym-
metric in the index of summation(k; ~ [). Therefore

1
P = 5 Z kj[aja;r- + a;r-aj] = Z kja;r-aj (2.96)
j J
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where we have used
J

for the antisymmetry j. We see that P has an expression similar to that of H (see
eq. (2.19). We deduce that the states

(aJLN/2)n7N/2 . (a;()”j o [0) = [o) (2.98)
have energy
H[p) = (n_nppw-nyz + -+ n5wj +--)|¢) (2.99)
and a momentum
Ply) = (nnjek-nj2 + -+ nikj +--)[¢) (2.100)
as it follows from
H, a}] = wja}, [P, a}] = kja} (2.101)
In a complete general way, if an operator A can be written as
A=Y ajala; (2.102)
J
we have
[4,al] = ajal (2.103)

Then, if |p) is an eigenket of A with eigenvalue p, a}|p> is an eigenket of A with

eigenvalue p+ «;. Therefore a; and a; increase and lower the eigenvalues of A. This
is a trivial consequence of the commutation relations

A(a]lp)) = (a}A + ajal) ) = (p+ ay)ajlp) (2.104)
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Chapter 3

The Klein-Gordon field

3.1 Relativistic quantum mechanics and its prob-
lems

The extension of quantum mechanics to the relativistic case gives rise to numerous
problems. The difficulties originate from the relativistic dispersion relation

E? = p)* +m? (3.1)

This relation gives rise to two solutions

E = £/|p]> + m? (3.2)

It is not difficult to convince himself that the solutions with negative energy have
unphysical behaviour. For instance, increasing the momentum, the energy decreases!
But their presence is not a real problem at a classical level. In fact, we see from
eq. (3.2) that there is a gap of at least 2m between the energies of the two types of
solutions. At the classical level, the way in which the energy is transferred is always
a continuous one. So there is no way to start with an energy positive particle and
finish with a negative energy one. On the contrary, in quantum mechanics one can,
through the emission of a quantum of energy E > 2m, go from positive energy to
negative energy states. Since a system behaves in such a way to lower its energy, all
the positive energy states would migrate to negative energy ones, causing a collapse
of the usual matter. In fact we shall see that it is not possible to ignore this kind
of solutions, but they will be reinterpreted in terms of antiparticles. This will allow
us to get rid of the problems connected with the negative energy solutions, but it
will cause another problem. In fact, one of the properties of antiparticles is that
they may be annihilated or pair created. Let us suppose now to try to localize
a particle on a distance of the order of its Compton wave-length, that is of order
1/m. By doing that we will allow an uncertainty on the momentum of about m,
due to the uncertainty principle. This means that the momentum (and the energy)
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of the particle could reach values of order 2m, enough to create a pair particle-
antiparticle. This will be possible only violating the conservation of energy and
momentum. Again, this is the case if the violation of energy conservation is on a
time-scale of order At ~ Ax &~ 1/m. But this is the scale of the Compton wave-
length, therefore the attempt of localization will be nullified by the fact that at the
same scale we start pair creating particles and antiparticles, meaning that we will
be unable to define the concept of a localized single particle. At the Compton scale
there is no such a thing as a particle, but the picture we get from the previous
considerations is the one of a cloud of particles and antiparticles surrounding our
initial particle, and there is no way to distinguish our particle from the many around
it.

These considerations imply that the relativistic theories cannot be seen as the-
ories at a fixed number of particles, which is the usual way of describing things in
ordinary quantum mechanics. In this sense a field theory, as far as we have seen till
now, looks as the most natural way to describe such systems. In fact, it embeds,
in a natural way, the possibility of describing situations with variable number of
particles.

One can look also at different ways leading to the necessity of using field theories.
For instance, by looking at the quantization of the electromagnetic field, physicists
realized that this gives a natural explanation of the particle-wave duality, and that
in the particle description one has to do with a variable number of photons. On the
contrary, physical entities as the electrons, were always described in particle terms
till 1927, when Davisson and Germer showed experimentally their wave-like behav-
ior. This suggested that the particle-wave duality would be a feature valid for any
type of waves or particles. Therefore, based on the analogy with the electromagnetic
field, it is natural to introduce a field for any kind of particle.

Historically, the attempt of making quantum mechanics a relativistic theory
was pursued by looking for relativistic generalizations of the Schrodinger equation.
Later it was realized that these equations should be rather used as equations for
the fields describing the corresponding particles. As we shall see, these equations
describe correctly the energy dispersion relation and the spin of the various particles.
Therefore they can be used as a basis for the expansion of the field in terms of
creation and annihilation operators. In order to illustrate this procedure, let us
start considering the Schrodinger equation for a free particle

Oy
—H 3.3
i =y (33)
where H is the hamiltonian
|ﬂ2 l = 2
H=—=—— 3.4
2m 2m|v| ( )

If ) describes an eigenstate of the energy and of the momentum
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all the information in the equation is to describe correctly the energy-momentum
relation

_ |
E=_- (3.6)

In the relativistic case one could try to reproduce the positive energy branch of the
dispersion relation (3.1). In that case one could start from the hamiltonian

H = /|p]?> + m? (3.7)

which gives rise to the following wave equation

iaa—f = (V=19 +m2) ¢ (3.9)

The two obvious problems of this equation are
e spatial and time derivatives appear in a non symmetric way;

e the equation is non-local, that is it depends on an infinite number of spatial
derivatives

(V=P v =m 1= o= (99) v @9

Both these difficulties are eliminated by iteration

02 .
P (9 4wty 10

This equation is both local and invariant under Lorentz transformations, in fact we
can write it in the following form

(* +m?) v =0 (3.11)
where
o= V|2 (3.12)
- ot2 '

is the D’Alembert operator in (3 + 1) dimensions. Notice that in order to solve
the difficulties we have listed above we have been obliged to consider both types of
solutions: positive energy, £ = \/|p]? + m?, and negative energy E = —/|p|?> + m2.
The equation we have obtained in this way is known as the Klein-Gordon equation.
As relativistic extension of the Schrédinger theory it was initially discarded because
it gives rise to a non definite positive probability. In fact, if ¢ and ¢* are two
solutions of such an equation, we can write the following identity

0= (9% +m?) Y — ¢ (8 +m?)) o* = 0, [ oy — (9"¢*)¢] (3.13)

27



Therefore the current
Ju = @Z)* uz/) - (6“/)*)@/) (3'14)

has zero four-divergence and the quantity
/ &P Jy = / B — ) (3.15)

is a constant of motion. But we cannot interpret the time-component of the current
as a probability density, as we do in the Schrodinger case, because it is not positive
definite.

Let us end this Section by stating our conventions for the relativistic notations.
The position and momentum four-vectors are given by

= (t,7), p=(E,p), n=0,1,2,3 (3.16)

The metric tensor g, is diagonal with components (+1,—1,—1,—1). The four-
momentum operator in coordinate space is given by

0 0 -
w9 _ (.0 . 1
Pt = Zaxu (Zat’ zV) (3.17)
We have also the following relations
0o 0

2=php, =~ = 0 3.18

P =P Pu 0z, Ox+ (3.18)

x-p=FEt—p-7 (3.19)

3.2 Quantization of the Klein-Gordon field

In this Section we will discuss the quantization of the Klein-Gordon field, that is a
field satisfying the equation (3.11). The quantization will be performed by following
the steps we have previously outlined, that is

e construction of the lagrangian density and determination of the canonical mo-
mentum density II(z);

e quantization through the requirement of canonical commutation relations

[p(a, 1), 11(y,1)] = id°(x — y),  [p(x,1),6(y,1)] =0, [(z,1),1I(y,1)] =0
(3.20)

e expansion of ¢(z,t) in terms of a complete set of solutions of the Klein-Gordon
equation, allowing the definition of creation and annihilation operators;

e construction of the Fock space through the creation and annihilation operators.
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We start by the construction of the lagrangian, requiring that the related Euler-
Lagrangian equation gives rise to the Klein-Gordon equation. To this end let us
recall how one proceeds in the discrete case. Suppose to have a system of N degrees
of freedom satisfying the following equations of motion

_ oV
9q;

miG; = (3.21)

Multiplying these equations by some arbitrary variations d¢;, satisfying the following
boundary conditions

6gi(t1) = dqi(t2) = 0 (3.22)
summing over 2, and integrating in time between t; and t,, we get
t2 N o N9V
h i=1 t = 0

Integrating by parts

to

t1

Using the boundary conditions we see that if the equations of motion are satisfied,
than the lagrangian, as defined by

to 1 N
S = [5 > mig; — V] dt (3.25)
2 i=1

is stationary. Conversely from the requirement that the action is stationary under
variations satisfying eq. (3.22), the equations of motion follow. Analogously, in the
Klein-Gordon case, we multiply the equation by arbitrary local variations of the

field ¢ (z) = ¢(z) — ¢(x), with boundary conditions
dp(z,t1) = dp(z,to) =0, lim Jo(z,t) =0 (3.26)

T—00

then we integrate over time and space. After integrating by parts we find
to 0 . .. 5 5 R 5
0= / dt / e [& (866) — §66 — V - (V60) + Vo - Vi + m2¢>5¢] (3.27)
t1
Using the boundary conditions we get
& 5. Lo 1o, o L 50
0= dt/dx[—qﬁ——Vqﬁ-Vqﬁ——mqﬁ] (3.28)
t1 2 2 2
Therefore the lagrangian will be given by

L= / &Pl (3.29)
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with .
L= [@qﬁ@“qﬁ - m2¢2] (3.30)

In fact, we have just shown that the quantity (the action)
to
S= [ atL (3.31)
t1

is stationary at the point in which the equations of motion are satisfied. We can
now write down the canonical momentum density

oL .
n-2z- (3.32)

and the canonical commutation relations

[B(,1), 0y, )] = i6* (@ —y),  [6(x,1),6(y, )] = [d(x,1), d(y, )] =0 (3.33)

Let us now construct a complete set of solutions of the Klein-Gordon equation. First
of all we need a scalar product. But we have already one, because we have shown in
the previous Section that the Klein-Gordon equation admits a conserved quantity
(see eq. (3.15)), therefore, if f and g are two solutions, the scalar product is

(o) =i [ duf ol (3:34)

Let us now look for plane-wave solutions

f = A(k)e= kT = A(k)e~ihoTo = - ) (3.35)
From the wave equation we get
> +mA)f = (—k*+m*f=0 (3.36)

from which
k> =m? = ki = |k]> + m? (3.37)

To fix the normalization, we proceed as in the one-dimensional case by taking a finite
volume and requiring periodic boundary conditions (normalization in the box). By
taking a cube of side L we require

QS(:E_'_L,y,Z, t) - QS(‘/E’y—i_L? Z7t) - QS(‘/E’y’Z—i_L? t) - QS(‘/E’y’Z? t) (3'38)
it follows 5
k= %ﬁ (3.39)
where
= nlil + n2i2 + 7L3i3 (340)
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is a vector with integer components (n;, ns,n3). The normalization condition is

Gl =i [ ool fo = 0 (3.41)

where the delta is a Kronecker symbol defined as
O = 1 Onim (3.42)

with 77 e 7i’ are two vectors with integer components, related to k and E’, by the
relation (3.39). It follows

. ! e g -
Az Ag et (Fo = ko)ro — ik —K) Ty gy — 5 (3.43)
V b
Using
2y — )
1— N1 — N, )T
dve L YT = Loy, (3.44)
L
we get
/ d31‘€i(k o k,) ' f = L35E i (345)
V )
from which
i /V P fz007 f = |Agl?2ko L5 & (3.46)
where )
2
k2 = (%) 172+ m? (3.47)

By considering, for the moment being, the positive solution of this equation, we

obtain
1 1 27\ 2 N -
A= Tm “”“:\/(f) AP+ m? = VIRE+m? o (3.48)

and the normalized solution turns out to be

1 I ik
felz) = mm(z WL (3.49)

Often we will make use also of the so called normalization in the continuum.The
space integration is then extended to all of R? and we require

Selfp) =i [ dafiolD f = 85 - F) (3.50)

In this case the spatial momentum can assume all the possible values in R3. It
follows

/ P AL ALt~ KT () = (2n)303(F — B AglP2ky  (3.51)
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and the corresponding normalization is

1 1
A= (3.52)
(27r)3 2wy,
where
|k[* +m? (3.53)

We see that one goes from the normalization in the box to the normalization in the
continuum through the formal substitution

1 1
- — \/W (3.54)
The wave function in the continuum is
1 1 —tkx
- = 3.55
Ic(x) (27()3 \/me ( )
In both cases the dispersion relation
= |k|* +m? (3.56)

is obviously satisfied. But we have to remember that it has two solutions

ko = £\ |k + m2 = +w;, (3.57)

As a consequence we get two kind of wave functions having positive and negative
energy and behaving as e~ “WkT0 and e'WkT0, ;. > 0, respectively. The second kind
of solutions has negative norm in the scalar product we have defined. This would
be a big problem if this equation had the same interpretation as the Schrédinger
equation. In the field theory, no such a problem exists. In fact, the physical Hilbert
space is the Fock space, where the scalar product is between the states build up
in terms of creation and annihilation operators. Having two types of solutions the
most general expansion for the field operator (in the Heisenberg representation) is

¢($) [ ) —WwExy + Zk T d(/;)eiwkxo + Z]; . f] (3.58)

o]

In the second term we can exchange k— —Fk, obtaining (kx = wrxy — k- Z)

#(a) = W [ dk

{ E) —ikx E ikx

= [ dklfza(F) + fra(—R)]
(3.59)
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Notice that the energy positive and negative solutions are orthogonal (remember
the one-dimensional case discussed in Section 2.3). We can then invert the previous
expansion with the result

i) =i [ @afp@)o @), al-F)=i[ deo@ol ) o) (3.60)
If ¢(z) is a hermitian Klein-Gordon field, we have

a(—k) = af

—
!
~—

(3.61)

and the expansion becomes
= [ dklf()alk) + fi ()l (F)] (3.62)

From these equations one can evaluate the commutators among the operators a(E)
e af(k), obtaining
[a(k), o' ()] = 6°(k — ¥') (3.63)

[a(k), a(k")] = [a' (k) a’ (F)] = 0 (3.64)

These commutation relations depend on the normalization defined for the f;’s. For
instance, if we change this normalization by a factor N;

Selfe) =i [ @afiol fro = Ngo* Gk — B) (3.65)
leaving unchanged the expansion for the field
6= [ dklfzalF) + fia' (B) (3.66)
we get
D= [ depeal) iF) =" [ dzgol” 3.67
_FE 5Uf,gt¢a a()_FE 0, " f; (3.67)
and therefore
[a(F), ol (K] = rfi 0 fp = 00 (k= ) (3.68)
Ni

For instance, a normalization which is used very often is the covariant one

Je kT 1 AT (E)ethT) (3.69)

The name comes from the fact that the factor 1/2w) makes the integration over the
three-momentum Lorentz invariant. In fact one has

k(2m)8 m?)0 (k) (3.70)

1
d3
(27()3/ ka
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as it follows by noticing that for kg ~ wy

k2 —m? =~ 2wi(ko — \|k|2 + m?) (3.71)

In this case the basis functions for the expansion are

1 I ikx
. — - 72
file) = G (3.72)
with normalization
_ 1 1 -

| Brfrol ) f, = — Bk —F 3.73
| Pl o= g - F) (3.73)

and therefore _ _ o
[A(k), AT(k’)] = (27r)32wk63(k — k" (3.74)

3.3 The Noether’s theorem for relativistic fields

We will now review the Noether’s theorem. This allows to relate symmetries of the
action with conserved quantities. More precisely, given a transformation involving
both the fields and the coordinates, if it happens that the action is invariant under
this transformation, then a conservation law follows. When the transformations
are limited to the fields one speaks about internal transformations. When both
types of transformations are involved, it is convenient to evaluate, in general, the
variation of a local quantity F'(x) (that is a function of the space-time point)

AF(z) =F(2') — F(z) = F(z + 0z) — F(2)
OF (z)

_F St — 2 3.75
(@) — F(o) + 6545 (3.75)
The total variation A keeps into account both the variation of the reference frame
and the form variation of F'. It is then convenient to define a local variation 0 F,

depending only on the form variation

~

Sk

dF(x) = F(x) — F(x) (3.76)
Then we get

OF (x)
AF(z) =0F oxt 3.77
() = 6F(x) + 6 (377

Let us now start form a generic four-dimensional action
s :/ d'z L(¢,2), i=1,...,N (3.78)

1%

and let us consider a generic variation of the fields and of the coordinates, z'* =
at + ot
9¢

Ag'(w) = ¢'(a') = ¢'(2) = 06 (2) + da*' 5 (3.79)
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If the action is invariant under the transformation, then
Syr = Sy (3.80)

The variation of S under the transformation (3.79) is given by (here 0, = 0/0,, and
¢, = 0¢*/0x")

58y = [ d'W'L / d'zL(¢, 1)

_ /V A L(d, @

/ d'zL(¢, x + 6x)(1 4 0,02") — /V d'zL(¢", x)

l

= / d4x£(¢i,x+6x)
1% 8

Q

Yr[L(¢F x + 535) — L(¢", 2)] +/ d'zL(¢", x)0, 02"

S S—~3
Q,

oL
~ 4 ) 2 Idadly yN) 4 m
~ [ da lww 5 9L 55, o 54 | d'zco,br
oL oL , oL .
! ——| §¢' d'zd, | Loz + ——0¢"| (3.81
/ e |G~y | 30+ |, aad, [esat+ o] o
The first term in the last line is zero due to the Euler-Lagrange equations of motion
oL oL
a¢z Mad)?ﬂ ( )

Therefore, if the action in invariant under the transformation under consideration,
using eq. (3.79), we get

oc . , 0L .
a¢fﬂA¢ ox 3¢fu¢’y =0 (3.83)
This is the general result expressing the local conservation of the quantity in paren-
thesis. According to the choice one does for the variations dz# and A¢’, and of
the corresponding symmetries of the action, one gets different kind of conserved
quantities.

Let us start with an action invariant under space and time translations. In the
case we take dz* = a* with a* independent on x e A¢' = 0. From the general result
in eq. (3.83) we get the following local conservation law

oL
TH =
v ) ¢z

| d'sa, [E&c“ +
1%

¢, — Lgh, 0, T4=0 (3.84)

T,, is called the energy-momentum tensor of the system. From its local conservation
we get four constant of motion

P, = / 32T (3.85)
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P, is the four-momentum of the system. In the case of internal symmetries we take
dx* = 0. The conserved current will be

oL ) oL
JH = —A¢' = :
06, " = og,

with an associated constant of motion given by

6¢',  0,J" =0 (3.86)

Q= / &z.J° (3.87)

In general, if the system has more that one internal symmetry, we may have more
that one conserved charge (), that is we have a conserved charge for any A.

The last case we will consider is the invariance with respect to Lorentz transfor-
mations. Let us recall that they are defined as the transformations leaving invariant
the norm of a four-vector

2? =2 (3.88)
For an infinitesimal transformation
¥ =xz+dx (3.89)
it follows
P a? +2r-dr = 1-6x=0 (3.90)

Since Lorentz transformations are linear
I V ~s v
T, =Nur’ 2, + e (3.91)

we get
r-0r=0= ae,r" =0 (3.92)

The most general solution for the parameters €, of the transformation is that the
form an antisymmetric second order tensor

€uy = —€uy, (3.93)

We see that the number of independent parameters characterizing a Lorentz trans-
formation is six. As well known, three of them correspond to spatial rotations,
whereas the remaining three correspond to Lorentz boosts. In general, the relativis-
tic fields are chosen to belong to a representation of the Lorentz group ( for instance
the Klein-Gordon field belongs to the scalar representation). This means that under
a Lorentz transformation the components of the field mix together, as, for instance,
a vector field does under rotations. Therefore, the transformation law of the fields
¢" under an infinitesimal Lorentz transformation can be written as

. | L
Ag' = — S (3.94)

36



where we have required that the transformation of the fields is of first order in the
Lorentz parameters €,,. The coefficients ¥, (antisymmetric in the indices (i, v))
define a matrix in the indices (i, 7) which can be shown to be the representative of
the infinitesimal generators of the Lorentz group in the field representation. Using
this equation and the expression for dz, we get the local conservation law

0 = 8 l( oL ¢7 Egy) eVpxp+_a_£Ez] vp J]

¢, 200",
1 v, a 3
= 3 0, l(Tj‘xp — T;‘x,,) + —¢ W) (/)J] (3.95)
and defining (watch at the change of sign)
oL _,: .
Ml;l, = l'pT# - .'L'yTpM - WE'D]V 7 (396)
H

it follows the existence of six locally conserved currents (one for each Lorentz trans-
formation)

oMy, =0 (3.97)
and consequently six constants of motion (notice that the lower indices are antisym-
metric)

M,, = / PaM’, (3.98)

Three of these constants ( the ones with v and p assuming spatial values) are nothing
but the components of the angular momentum of the field.
In the case of Klein-Gordon

1
T = 040056 — 5 (0,00°6 — m**) gy (3.99)

from which . .
Ty = 56"+ 5 (IVo[* + m?¢?) (3.100)

This current corresponds to the invariance under time translations, and it must be
identified with the energy density of the field (compare with the equation (2.55 for
the one-dimensional case). In analogous way

09
oxt

T = ¢

2

(3.101)

is the momentum density of the field. Using ¢ = II, the energy and momentum of
the Klein-Gordon field can be written in the form

1 .
P = H = / BT = 5/ P (I + |V + m*6?) (3.102)

_ 3, 0i _ _ [ 3 __ [ 5
- / $PaT" = / Pl (P / PlIV ¢) (3.103)
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3.4 Energy and momentum of the Klein-Gordon
field

It is very easy to verify that the energy density found previously coincides with the
hamiltonian density evaluated in the canonical way through the Legendre transfor-
mation of the lagrangian density

H=T1p— L (3.104)

We will verify now, that the momentum P* is the generator, as it should be, of
the space-time translations. Which amounts to say that it satisfies the following
commutation relation with the field

0(x), P¥] = §—¢ (3.105)
In fact
6.0, H) = 5 [ @alod0, 12 0) = MG 0 = G0 (3100
Analogously
[0(7,0), P') = — | d*alo(7, 1), 117, 1) 8(/)8(; ) - —ia¢a(z; 0 _ iad)a(z; ) (3.107)
Therefore the operator _
U= el b (3.108)

generates translations in z. In fact, by looking at the first order in a*, it follows

06(x)
oxH
With a calculation completely analogue to the one done in Section 2.3 we can

evaluate the hamiltonian and the momentum in terms of the creation and annihila-
tion operators

el qu(x)e_m Py o(x) +ia" [Py, ¢(x)] = ¢(z) + a* ¢(z +a) (3.109)

H=-> / Pelat (B)a(k) + a(®)at (F)] (3.110)
P= / Pkkat (B)a(F) (3.111)

They satisfy the following commutation relations with aT(E)
[H,a'(F)] = wpal(F), [P, al(F)] = kal (k) (3.112)

This shows that the operators aT(l;), acting on the vacuum, create states of momen-
tum k and energy wy = \/ |l§|2 + m?, whereas the annihilation operators a(E) destroy

38



the corresponding states. In the case of the box normalization, for any k = (27 /L)
(that is for any choice of the three integer components of the vector 7, (nq, na, n3)),
one can build up a state |n;) such that

1

N
ng:

(a(£)) " |0) (3.113)

Ing) =

contains nj particles of momentum k. The most general state is obtained by tensor
product of states similar to the previous one. Any of these states is characterized
by a triple of integers defining the momentum £k, that is

|n]-c'1 .. .nﬁa> = H |TLEZ> =

®

- (al (ko)) 5 ]0)  (3.114)

The fundamental state is the one with zero particles in any cell of the momentum
space (vacuum state)
= H |0); (3.115)

where |0); is the fundamental state for the momentum in the cell <. That is
ag.|0); = 0 (3.116)

In this normalization the hamiltonian is given by

- —

Zwk (F)a(k) + a(k)al (k)] (3.117)

and therefore
HI0) = Zwk|0 (3.118)

This sum is infinite. Recalling that k = (27r/L)ﬁ, it follows that the cell in the
k-space has a volume

—~

2m)3

from which

—

1 1 — AViwy 1 L3 5, [
- == = A AVATE 2 3.120
2%:”’“ 2%: AV- :>2(27r)3/ [k[* -+ m (8-120)
which is divergent.

Let us recall that this problem can be formally avoided through the use of the
normal product. In other words by subtracting the infinite energy of the vacuum

from the hamiltonian. In the box normalization we have

— —

:H = Zwka (k)a(k) (3.121)
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whereas in the continuum
H = / Blwyal (F)a (k) (3.122)

As we see, the energy of the vacuum depends on the quantization volume. This
implies that it depends on the boundary conditions of the problem. In the real
vacuum this is not a difficulty, but it must be considered when one quantize fields
which are inside a finite given volume. In this case this dependence produces mea-
surable effects, as it was pointed out theoretically by Casimir in 1948, and then
proved experimentally by Sparnay in 1958.

R L

Fig. 3.1 - The Casimir effect

We will discuss very briefly the Casimir effect arising when we have an electro-
magnetic field confined between two large perfectly conducting plates. We idealize
the two plates as two large parallel squares of side L at a distance R < L. The
theory shows that there is an attractive force per unit surface between the two plates
given by

B 7 Jie ~0.013

P 00 R T T (Rum)”

We can understand the origin of this force in a very qualitative way by quantizing

the electromagnetic field (that we will take here as a Klein-Gordon field with zero
mass,m = 0) in a box of side L. The vacuum energy will be

dyn/cm® (3.123)

Fy~ [P / e (3.124)
1/L

with the integration between a lower momentum of order 1/L and an arbitrary upper

momentum which is necessary in order to make finite the integral. If we insert two

plates of side L, as shown in Fig. 3.1, at a distance R, the energy of the field in this

region, before the introduction of the plates is

kmaz
E~I*R k &k (3.125)
1/L
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When we insert the plates we get an analogous result, but the lower momentum will
be of order 1/R. therefore the variation of the energy results to be

1/L 1z L’R/1N\*  /1\*
AE~IDR[ kdk=0R[ K dk="" (—) - (—) 3.126
1/R 1/R 4 L R ( )
Therefore, for R < L, we get
L2
The energy per unit surface behaves as 1/R3, and the pressure is given by
OAE/L? 1
N —— 3.128

3.5 Locality and causality in field theory

For a free particle there are generally three conserved quantum numbers, as the spa-
tial momentum, or energy, angular momentum and its third component. All these
quantities can be expressed as spatial integrals of local functions of the fields. The
locality property is a crucial one and is connected with the causality. To understand
this point let us consider the following example. For a Klein-Gordon free field there
is a further constant of motion, the number of particles

N= / &kat (F)a(F) (3.129)

We will show now that this cannot be written as the spatial integral of a local
quantity, and that this implies the non observability of the quantity number of
particles. We know that, apart the energy momentum tensor, the Klein-Gordon
theory admits a further conserved current

']u = ¢T(au¢) - (au¢T)¢ (3-130)

However this expression vanishes for a hermitian field. But it turns out that the
operator N can be expressed in terms of the positive energy

¢ (z) = / Pt milwst = E-T) ) (3.131)
and negative energy components of the field
(@) = ) () (3.132)
In fact, it is not difficult to show that
N = / BrdDio D g) (3.133)
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This is a constant of motion, because both ¢(*) and ¢(=) are solutions of the equation
of motion, and therefore

Ju=0(0,0") — (8,0 )) ™) (3.134)

is a conserved current. However this current is not a local expression in the field
¢. This is because ¢(t) and ¢(~) are not local functions of ¢. In fact, in order to
project out these components from the field we need a time integration. In fact, by
defining

¢cx)::/}#k¢(kyfﬁkf (3.135)
with
2
o(k) = (gﬁé@Z—mﬂ(MMG%@+aWMﬂ—%D (3.136)
one has )
¢ (z) = / Ak (k)e k@ (3.137)
with
¢ (k) = 0(ko)p(k) (3.138)
Using the convolution theorem for the Fourier transform we get
&ﬂ@y:/ffﬂx—fm@q (3.139)
But
~ , 1 . o
o —a) = @m4/#mm@ )0 ko)
— BT — ) %%J%@o—%ww@
= (& —2)0(zo — ) (3.140)
Therefore ~
0@, 20) = [ datflaw — ab)o(7 ) (3.141)

To show the implications of having to do with a non local current, let us define a
particle density operator

N(z) = igHof ¢ (3.142)
This operator does not commute with itself at equal times and different space points
V(@ ), N D] #0, T#§ (3.143)

However, for local operators, O(¢), this commutator is automatically zero, due to
the canonical commutation relations

[O(6(7,1)), O((37, 1)) =0,  VIF#G (3.144)



We want to argue that the vanishing of this commutator is just the necessary con-
dition in order that O represents an observable quantity. In fact, if the commutator
of a local operator with itself is not zero at space-like distances, then the measure of
the observable at some point, x, would influence the measures done at points with
space-like separation from z, because we cannot measure the operator simultane-
ously at two such points. But this would imply the propagation of a signal at a
velocity greater than the light velocity, in contrast with the causality principle. We
see that the vanishing of the commutator of a local observable with itself at space-
like distances is a necessary condition in order to satisfy the causality principle. We
show now that this is automatically satisfied if the operator under consideration is
a local function of the fields. We will start showing that the commutator of the
field with itself is a Lorentz invariant function. Therefore, from the vanishing of the
commutator for separations between points of the type z* = (¢, ), and y* = (¢, %),
it follows the vanishing for arbitrary space-like separations. Let us evaluate the
commutator

[6(x), 6(y)] =

Bk d?k _ L |
= /(QW)?,\/;M,C;Q%[[a(kl),aT(kZ)]e ik + ikoy

+ [l (k1), a(ky)]eFi = thay]
_ /(di ek —y) ik =)

27)3 2wy,

= —2@'/ (2:)73];% sin(wg (o — yg))eﬂz(f —9) (3.145)

Using eq. (3.70), this expression can be written in invariant form

o). o] = [ %e(ko)a(lﬁ—m?) —ik(z—y) _ ik(z—y)
— d'k 2 2\ —tk(x —
= [ e tkohd(k? —m)e= K =) (3.146)

Since the sign of the fourth component of a time-like fourvector is invariant under
proper Lorentz transformations, we see that by putting

[6(2), d(y)] = iA(z — y) (3.147)
the function
R L G )
Alz —y) = —i / g€ (R0 = m)e (3.148)

is Lorentz invariant and, as such, it depends only on (z — y)%. Since A(z — y)
vanishes at equal times, it follows that it is zero for arbitrary space-like separations.
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Therefore the canonical commutation relations make sure the observability for the
Klein-Gordon field. For the negative and positive energy components we get

6000 = [ e

27)3 2wy,
_ d'k 2 2\ —ik(r —
_ /Wo(ko)a(k —m2)eh(r —y)
= AW (z—y) (3.149)

Also in this case we have a Lorentz invariant function, and therefore it is enough to
study its equal times behaviour:

d3l€ TS
A0 7)) = /7 ik - T
(0,7) (27)3 2wy, ‘
_ /kded(COS a)dweikr cos b
N (2m)3 2wy,
1 o kdk [ ; '
i Kok [ezkr . e—zkr}
4r2r Jo 2wy
1 d +00 eikr

= ——— dk——— 3.150
8m2r dr /700 /|/;|2+m2 ( )

By putting £ = msinh 6, dk = m cosh 0df, we get

1 d [t -
AG (0. 7) = — _/ dgetmrsinh @ 3151
(0,7) 872r dr J-oo ¢ ( )
Since . _
/ doetmr SILY _ o i ) (3.152)
where H is a Hankel’s function, and using
d
%Hé”(z'mr) = —imH" (imr) (3.153)
we obtain m
A0, z) = —8—Hf”(¢mr) (3.154)
r

The asymptotic behaviour of the Hankel’s function Hfl)(imr) for large and small

values of r is given by

9
lim HY(imr) ~ — ———e~ ™" lim HY (imr) ~ ——— 3.155
lim H, " (imr) — e, limHy (i) & (3.155)
from which
lim A0, 7) ~ [ 2 e i AB(0,7) & (3.156)
700 ’ 8tr\ mmr ’ r—0 ’ 47r?
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We see that for space-like separations this commutator does not vanish. But for
space separations larger than the Compton wave length 1/m, A is practically
zero. Remember that for an electron the Compton wave length is about 3.9 - 10~
cm. Clearly, an analogous result is obtained for the commutator of the particle
density operator. From this we can derive the impossibility of localize a Klein-
Gordon particle (but the result can be extended to any relativistic particle) over
distances of the order of 1/m. We start defining the following operators

N(V) = /V PN (z) (3.157)

Fig. 3.2 - In order to localize a particle inside 1}, there should be no other
particles within a distance r; ~ R

where V' is a sphere in the three dimensional space. Suppose we want to localize
the particle around a point xy with an uncertainty R. We consider a sphere Vj
centered at xy with radius . We then take other spheres V; not connected to Vj,
that is with center separated by zy by a distance r; > R, as shown in Fig. 3.2. The
requirement to localize the particle within V5, with a radius R < 1/m, is equivalent
to ask for the existence of a state with eigenvalue 1 for the operator N(15) and
eigenvalues 0 for all the N(V;) with r; &~ 1/m. But such an eigenstate does not exist
because, as we have shown previously [N(Vp), N(V;)] # 0. On the contrary, if we
take volumes V; at distances r; much bigger than 1/m, the corresponding operators
N(V;) commute, and we can construct the desired state. Therefore it is possible
to localize the particle only over distances much bigger than the Compton wave
length. The physical explanation is that to realize the localization over distances
much smaller than 1/m, we need energies much bigger than m. But in this case
there is a non zero probability to create particle antiparticle pairs.

To summarize, in order to make a local quantity an observable, it is necessary
that once commuted with itself, the result vanishes at space-like distances, otherwise
we violate the causality principle. If the quantity is a local function of the fields,
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the previous condition is automatically satisfied due to the canonical commutation
relations. A relativistic particle cannot be localized over distances of the order
of 1/m, because the particle density is not a local function of the fields. From
these considerations we see also that the components with negative energy of the
fields are essential for the internal consistency of the theory. Otherwise the particle
interpretation of the field (that is the commutation relations among creation and
annihilation operators) and the locality properties (vanishing of the commutators
at space-like distances) would not be compatible.

3.6 The charged scalar field

We have shown that a hermitian Klein-Gordon field describes a set of identical scalar
particles. If we want to describe different kind of particles we need to introduce
different kind of fields. Let us begin with two different hermitian scalar fields. The
free lagrangian is a simple sum

2

1
£=5 3 [(0.00(0"6:) —mig] (3.158)
i=1
and we can write immediately the canonical commutation relations

All the considerations done up to now can be easily extended to the case of two fields.
However we notice that there are two kind of creation and annihilation operators,

-

a';(k), i =1,2, and as a consequence
aty (kr)ala(F2)10) # aly(Fr)aly (K2)[0) (3.161)

The two particle state is not any more symmetric, since it is built up in terms of two
different types of creation operators. That means that the two fields correspond to
distinguishable particles.

Something really new comes out when the two fields have the same mass term
in the lagrangian

L= [(0.01)(0"P1) + (9u02)(0"d2)] — %mZ [qﬁf + ¢3] (3.162)

Do =

Then the theory acquires a symmetry under rotations in the plane of the two fields

P1 e Py

d, = P1cosl+ pysind
Py = —¢1sinf + ¢y cosb (3.163)
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In fact the lagrangian is a function of the norm of the following vectors

¢ =(p1,02)  Oud = (0ut1, 02 (3.164)
and the norm is invariant under rotations. For infinitesimal transformations we have
01 = ¢gab, 02 = —10 (3.165)

or, in a more compact form

0p; = €;p,0 (3.166)
where ¢;; is the two-dimensional antisymmetric Ricci tensor, defined by
€19 = —€91 = 1 (3167)

From the Noether’s theorem, we have a conserved current, associated to this sym-
metry, given by (see eq. (3.86))

e
a¢i,u

It is convenient to factorize out the angle of the infinitesimal rotation and define a
new current

J“ A¢l = ¢i,u6z’j¢j9 (3168)

. 1
3 =gt = bin€ijb; = O1uf2 — 2 (3.169)

The conservation of the current follows from the equality of the masses of the two
fields, as one can also verify directly

Ouj" = (0°¢1)p2 — (8%¢2) b1 = —(mi — m3) 12 (3.170)
The conserved charge associated to the current is
Q= [ d )’ = [ da(di6:~ b)) (3.171)
and it is the generator of the infinitesimal transformations of the fields

[Q, ¢1] = —igs, (@, ¢2] = iy (3.172)

with a finite transformation given by
U = Q9 (3.173)
In fact
. - ) ,L'2
62Q9¢16 Q0 _ b1 +1i0[Q, p1] + 592[@ [@Q, 1] + - ..

1
= ¢1+9¢)2—§¢)192+...
= ¢rcos + ¢pysinf (3.174)
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In analogous way one can show the transformation properties of ¢5. The invariance
of £ under rotations in the plane (¢1, ¢o) is referred to as the invariance under the
group O(2). The real basis for the fields used so far is not the most convenient one.
In fact, the charge ) mixes the two fields. One can understand better the properties
of the charge operator in a basis in which the fields are not mixed. This basis is a
complex one and it is given by the combinations

1 ) 1 )
¢ = ﬁ(qﬁl +igy), ¢ = ﬁ(qﬁl — o) (3.175)

(the factor 1/v/2 has been inserted for a correct normalization of the fields). It
follows

Q6] = 51Qu61 +ida] = (=i = 1) = =0 (3.176)
and analogously
[Q, 9" = o (3.177)

Therefore the field ¢ lowers the charge of an eigenstate of () by one unit, whereas
¢' increases the charge by the same amount. In fact, if Q|¢) = q|q)

Q(¢lg)) = ([Q, 9] + Q)|a) = (=1 + q)¢lq) (3.178)
and
Plg) ~ g —1) (3.179)
In analogous way
¢'la) ~ |q + 1) (3.180)

Inverting the relations (3.175) we get

b= 0+ 8), b= —Ts(0— ) (3.181)
from which
£ = 1[0+ 26) - (000" ]
— (o 0") — (6- 9]
= 010" — ml (3.182)
and

ju - ¢1,.u¢2 - ¢2,u¢1 ‘
= 5000+ 9,000 — o) + 50,0 — 061 (6 + 0')
= i [(0:0)0" — (9u0)0)] (3.183)
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The charge results to be
Q=i d oo o (3.184)
The commutation relations in the new basis are given by

[¢(fa t)v Q;T(?jv t)] = %[d)l (fv t) + 7’¢2(?j7 t)a d‘)l (fa t) - Z¢)2(g7 t)] = 7’53(1_: - ?j) (3185)

and

(3.186)

Let us notice that these commutation relations could have also been obtained directly
from the lagrangian (3.182), since

_ 9L _
=5 =

oL

o= gt b (3.187)

I, o,

The original O(2) symmetry becomes now an invariance of the lagrangian (3.182)
under a phase transformation of the fields. This follows from (3.182) but it is seen
also from the change of variables

b 2

(6 +i0))

(1 cos O + posin b + i(—¢py sinf + ¢ cos b))

S

2
1

= > (g&le—w +¢¢Qe—i9> — 0y (3.188)

S

and )
ot — 0 gt (3.189)

In this basis we speak of invariance under the group U(1) (the group of unitary
transformations on the complex vectors of dimensions d = 1).
Using the expansion for the real fields

dila) = [ @k [fel@)as(F) + i (@)as(F)] (3.190)
we get
o10) = [ ¥ |Fele) ol (B + i) + f (o) Sl () + o) 3191
Introducing the combinations
7 1 S - 1 Lo
a(k) = ﬁ(th(k) +ias(k)), b(k) = —2(a1(k) —day(k)) (3.192)



it follows
o(x) = [ &k [ fr(x)a(E) + f2(x)b (F)]
() = | &k [ fe(x)b(k) + f7(x)a’ (k)] (3.193)

from which we can evaluate the commutation relations for the creation and annihi-
lation operators in the complex basis

[a(k), o ()] = [b(k), bt (K] = 6°(k — k') (3.194)
la(k), b(k")] = [a(k), b (K')] = 0 (3.195)
We get also

—

/d3kk Za (F)a; (F) = /d3kk f(R)a(k) + b E)(E)]  (3.196)

Therefore the operators af (k) e bf(k) both create particles states with momentum
k, as the original operators af;. The charge @ is given by

Q = if das'd 7
- /d3 /d3kd3k2[fk b(ky) + fr af (k)]
(387 £, )alka) + (817 £ )bt ()]
- / Py d ka6 (k1 — ) [al (F1)a(kr) — b(R)b! (F1)] (3.197)

X

where we have used the orthogonality relations (3.50). For the normal ordered
charge operator we get

— —

Q= / &k [al (F)a(F) — b! (F)b(F)] (3.198)

showing explicitly that af and bf create particles of charge +1 and —1 respectively. It
is important to notice that the current density j, is local in the fields, and therefore

o), jo()] =0, V¥ (z-y)*<0 (3.199)
By the same argument of Section 3.5, we construct the operators
= / &’z jo(x) (3.200)
Vi

which for any non intersecting V; e V; commute at equal times. Therefore it is
possible to localize a state of definite charge in an arbitrary spatial region. This
agrees with the argument we have developed in the case of the number of particles,
because the pair creation process does not change the charge of the state.

Finally we notice that the field operator is a linear combination of annihilation,
a(E), and creation, bT(l;), operators, meaning that a local theory deals in a symmetric
way with the annihilation of a particle and the creation of an antiparticle. For
instance, to annihilate a charge +1 is equivalent to the creation of a charge —1.
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Chapter 4

The Dirac field

4.1 The Dirac equation

In 1928 Dirac tried to to solve the problem of a non positive probability density,
present in the Klein-Gordon case, formulating a new wave equation. Dirac thought,
correctly, that in order to get a positive quantity it was necessary to have a wave
equation of the first order in the time derivative (as it happens for the Schrodinger
equation). Therefore Dirac looked for a way to reduce the Klein-Gordon equation
(of the second order in the time derivative) to a first-order differential equation.
The Pauli formulation of the electron spin put Dirac on the right track. In fact,
Pauli showed that in order to describe the spin, it was necessary to generalize the
Schrodinger wave function (a complex number) to a two components object

(1

—ah, = 4.1
vt = 4] (4.1)
modifying also the wave equation to a matrix equation

o &

i—= = Haghs (4.2)

where the hamiltonian H is, in general, a 2 x 2 matrix. The electron spin is then
described by a special set of 2 x 2 matrices, the Pauli matrices, &

S=-¢ (4.3)

Do =

Dirac realized that it was possible to write the squared norm of a spatial vector as
k> = (& - k)’ (4.4)

as it follows from
i, 0], = 263 (4.5)
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where [A, B], = AB + BA.
Following this suggestion Dirac tried to write down a first order differential equa-
tion for a many component wave function

i%—:f = —id@ -V + fmy = Hyp (4.6)

where @ and ( are matrices. The requirements that this equation should satisfy are

e the wave function v, solution of the Dirac equation, should satisfy also the
Klein-Gordon equation in order to get the correct dispersion relation between
energy and momentum,;

e the equation should admit a conserved current with the fourth component
being positive definite;

e the equation should be covariant with respect to Lorentz transformations (see
later)

In order to satisfy the first requirement, we iterate the Dirac equation and ask
that the resulting second order differential equation coincides with the Klein-Gordon
equation

2
—%T‘f = (=i@ -V + fm)*
2
= (—aiaj% + B*m? —i(Ba + ap) - ﬁ) )

Ir . 0? R
= (3lotel) gty ot - i) F)w @)
We see that it is necessary to require the following matrix relations

o . )
[a’,oﬂL = 20,5, [al,ﬁL =0, p*=1 (4.8)
In order to get a hamiltonian, H, hermitian, we will require also that @ and 3 are
hermitian matrices.Since for any choice of 4, (a')? = 1, it follows that the eigenvalues
of @ and  must be +1. We can also prove the following relations

Tr(B) = Tr(a') =0 (4.9)
For instance, from o' = —fa’, we get o' = —fa'3, and therefore
Tr(a') = —=Tr(Ba'B) = —Tr(a’) =0 (4.10)

where we have made use of the cyclic property of the trace. The consequence is that
the matrices o’ and 3 can be realized only in a space of even dimensions. This is
perhaps the biggest difficulty that Dirac had to cope with. In fact, the o'’s enjoy
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the same properties of the Pauli matrices, but in a 2 x 2 matrix space, a further
anticommuting matrix § does not exist. It required some time to Dirac before he
realized that the previous relations could have been satisfied by 4 x 4 matrices.

An explicit realization of the Dirac matrices is the following

a_{az_ 0}, 5_{0 _J (4.11)
as it can be checked
i g _ [Ui; O'j]+ 0 _ ..
[a e ] { 0 on0,], 281 (4.12)
i . 0 o; 0 —0; |
|:/8,a:|+ =0y 0 + {ai 0 ] =0 (4.13)

Let us now show that also the second of our requirements is satisfied. We multiply
the Dirac equation by ¢! at the left, and then we consider the equation for ¢’

Oyt

i = i(Voh) - @+ myfp (4.14)
multiplied to the right by ¢. Subtracting the resulting equations we get
. Taw 3W . 1 P s T oo i . =2 t =
i) E"‘Zﬁd} =" (—id-V+m)y— (VY -a+y'Bm)p = —iV - (Y'ay) (4.15)
that is
i2 (1) + i (i) =0 (4.16)
ot oxJ
We see that the current .
7' = (W, ¢la'y) (4.17)
is a conserved one. 9
J
AR 4.1
o 0 (4.18)

Furthermore its fourth component j° = 1% is positive definite. Of course we have
still to prove that j* is a four-vector, implying that

/ &z iy (4.19)

is invariant with respect to Lorentz transformations.
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4.2 Covariance properties of the Dirac equation

To discuss the properties of transformation of the Dirac equation under Lorentz
transformations, it turns out convenient to write the equation in a slightly different
way. Let us multiply the equation by

w%—f = —iBa - Vi + my (4.20)

and let us define the following matrices

o_n_[1 0} i z'_|:0 O'i:|
Then the equation becomes
0 .o,
- 0 ) _
(w 920 + 1y Ey m) =0 (4.22)
or, in a compact way .
(10 —m)yp =0 (4.23)
where 5
The matrices v* satisfy the following anticommutation relations
[vl, 7]]+ = fa'fa’ + Bol o’ = — [o/, a]]+ = —20;; (4.25)
0o il _ il in_
], =[] =o'+ Ba’B=0 (4.26)
or
[V, 77, = 2¢" (4.27)
Notice that . . . .
() = (") =o' = — (4.28)
and _
(71)2 = -1 (4.29)

The covariance of the Dirac equation means that the following two conditions are
satisfied

e given the Dirac wave function ¢(z) in the Lorentz frame, S, an observer in
a different frame, S’ should be able to evaluate, in terms of ¢ (z), the wave
function ¢'(z") describing the same physical state as ¢(x) in S;
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e according to the relativity principle, ¢'(z') must be a solution of an equation
that in S’ has the same form as the Dirac equation in S. That is to say

(W‘ 0 —m> W) =0 (4.30)

ox'*

The matrices ¥* should satisfy the same algebra as the matrices v*, because in
both cases the wave functions should satisfy the Klein-Gordon equation (which is
invariant in form). Therefore, neglecting a possible unitary transformations, the two
sets of matrices can be identified. As a consequence, the Dirac equation in S’ will
be

(W“ af'“ - m> W'(x') =0 (4.31)

Since both the Dirac equation and the Lorentz transformations are linear, we will
require that the wave functions in two different Lorentz frames are linearly correlated

Y(2') = ¢'(Az) = S(A)¢(x) (4.32)

where S(A) is a 4 x 4 matrix operating on the complex vector ¢)(z) and A is the
Lorentz transformation. On physical ground, the matrix S(A) should be invertible

Y(z) = S7H A () (4.33)

but using the relativity principle, since one goes from the frame S’ to the frame S
through the transformation A~!, we must have

Y(@) = S(AT)' (') (4.34)
from which
SHA) = S(ATY (4.35)
Considering the Dirac equation in the frame S
ify“i —m | Y(x) =0 (4.36)
oxH
we can write 5
o -1 (a0
(W oy m) STHA)Y (") =0 (4.37)
Multiplying to the left by S(A) and using
0 ox', 0 0
= =N, — "= A " 4.
oxr  Oxt 0x', og!,’ o wt (4.38)
it follows 5
(iS(A)y”S‘l(A)A,,MaT - m> Y'(a") =0 (4.39)
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Comparing with eq. (4.30), we get

SIS (A Ay = % (4.40)
or

STHA)Y,S(A) = Ay (4.41)

For an infinitesimal transformation we obtain
AN =09 +ew (4.42)

with €, = —€,, (see eq. (3.93)). By expanding S(A) to the first order in €,,, we
get .
S(A)=1— iauye’“’ (4.43)

and using (4.41), we find the following condition on o,

i i
<1 + Z@ﬁ”") Yo (1 - Zaageaﬁ> = (g + epu¥" (4.44)
from which , )
i
Ze’“[apx, Y| = €t = iepk(gpu’h — 9wp) (4.45)
and finally
[O-p/\a 71/] = _27:(ng7)\ - g/\uf)/p) (446)

It is not difficult to show that the solution of this equation is given by

i
o) = 5[%,%] (4.47)
In fact
i i
[Opp W] = 5[%% — VVps Vo) = 5[%%% — VYo TA — Yo Yw + Vo TAYe)

i
= 5[(29px — MY0) Yo — Yo (2900 — TAY0) — VAV Ve F Vo TAVp)
= _Z.[fy)\f)/pfyv - fyvfy/\fyp] = _Zh//\(zgpu - ’71/7/)) - (291/)\ - ’7)\’71/)’7;)]
= _27;[91)1/7)\ - gu/\f)’p] (4.48)

A finite Lorentz transformation is obtained by exponentiation

S(A)=e 4 (4.49)

with
(Vs ] (4.50)



We can now verify that the current j*, defined in eq. (4.17) transforms as a four
vector. To this end we introduce the following notation

b(x) = 9N (x) 8 = T (x)7% (4.51)
It follows B . . - o
PP =0T =0y, = vlay = PBaty =y (4.52)
or B
gt =yt (4.53)

The transformation properties of ¢ under Lorentz transformations are particularly
simple. By noticing that

A0y 0 = H (4.54)
and _ ,
1 1
O—;U/T - _5[’7%7 VV]T = 5[7/;[7 VVT] (455)
it follows
VOO—;WT’YO = Ow (456)
and therefore
%S (M) = S7H(A) (4.57)
from which ) )
P! (2") = p(x)S™H(A) (4.58)
We get
7 (") = O (&)Y (2") = p(2)STHA)YS (MY () = Abip(z)y b (x) = Abj”(x)

(4.59)
We see that j* has the desired transformation properties. The representation for
the Lorentz generators, in the same basis used previously for the v, matrices, is

00i = %[%,%‘] = %(520% — Baifl) = —ia’ = —i [31 %Z] (4.60)
Oij = 5[%’,%’] = 5(50@5%’ - 5%‘5%) = —5[%’, &j]
_ 0 {[%Uj] 0 ]
- 2 0 [Ui, Uj]
0

We see that the generators of the spatial rotations are nothing but the Pauli matrices,
as one should expect for spin 1/2 particles.
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The behaviour of the Dirac wave function under parity £ — — can be obtained
in analogous way. In this case

1
y -1
Apy, 1 (4.62)
-1
and therefore
STHAR)YS(Ap) = 7, (4.63)
This relation is satisfied by the choice
S(Ap) = nry0 (4.64)
where np is a non observable arbitrary phase. Then
d(a) = ' (@") = npyodp(a), o™ = (20, -7) (4.65)

We are now in the position to classify the bilinear expressions in the Dirac wave
function under Lorentz transformations. Let us consider expressions of the type
1A, where A is an arbitrary 4 x 4 matrix. As a basis for the 4 x 4 matrices we can
take the following set of 16 linearly independent matrices

e =1
FL/ = Y
Ti = Y
FZV = O
¥ = (4.66)
where the matrix v is defined as
15 =" =i’y (4.67)
This matrix has the following properties
%=t = iyt = (4.68)
’75 - 17 [757 fy,u]_;_ =0 (469)
0 1

One can easily verify that the bilinear expressions have the following behaviour
under Lorentz transformations

Y1) ~~ scalar

1/;7”1/) ~ four — vector
7,/375%1,/) ~ axial four — vector
1/3%,,1/) ~ 2" rank antisymmetric tensor
VY51 a~ pseudoscalar (4.71)
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As an example, let us verify the last of these transformation properties

(@) vsh(x) = ' (@) (2") = npnpd (@) (@) = —Y(@)yse(z)  (4.72)

4.3 Free particle solutions of the Dirac equation

In this Section we will study the wave plane solutions of the Dirac equation. In the
rest frame of the particle we look for solutions of the type

b(t) = ue Mt (4.73)

where u is a four components complex vector (usually called a spinor). This solution
has positive energy. Substituting inside the Dirac equation we get

(10 — m)b(t) = (mryo — m)ue "™ = 0 (4.74)

that is
(70— 1)u=0 (4.75)
Since 7y has eigenvalues +1, we see that the Dirac equation admits also solutions

of the type eimt, corresponding to a negative energy state. More generally we can
look for solutions of the form

v (z) = e~ HFTy(k), positive energy
PO (@) = R Ty(k), negative energy (4.76)

Inserting in the Dirac equation

(k —m)u(k) =
(k +m)v(k) = (4.77)
In the rest frame we get
(% — Lu(m,0) =0
(%0 + Do(m,0) = 0 (4.78)

There are two independent spinors of type u and two of type v satisfying these
equations. In the basis where 7, is a diagonal matrix we can choose the following
solutions

o OO0 OO O
1 T
_ o o o O oo

| R I

(4.79)

T
| I

29



In a general Lorentz frame the solutions could be obtained by boosting the solutions
in the rest frame. Or, we can notice that the following expression

(k—m)(k+m) = k* —m? (4.80)

vanishes for k> = m?. Therefore we can solve our problem (except for a normaliza-
tion constant), by putting

u® (k) = co(k + m)ul®(m, 0

)
0@ (k) = do(—k + m)v(® (m, 0) (4.81)

with k2 = m?. In order to determine the normalization constants ¢, and d, we
make use of the orthogonality conditions satisfied by the rest frame solutions (see
eq. (4.79)
@ (m, 0)u® (m,0) = d4g
5@ (m, 0)v®) (m, 0) = —6ag
i (m, 0)v® (m, 0) = 0 (4.82)

Since these relations involve Lorentz scalars, ¢1), we can ask that they are satisfied
also for u(® (k) e v(®) (k). Let us start with the u spinors:

@@ (k) (k) = |eal?a® (m, 0)(k +m)*u® (m 5)
0 ?(m,

= |co)?a'™ (m,0)(2m? + 2mk)u 0) (4.83)

By taking into account that u(®(m,0) and uT(a)(m, 0) are eigenstates of v with
eigenvalue +1, we get
) (m, 0y u (m, 6) = u (m, 0)*u® (m, 0)
@)

= u!) (m, 0) 07 v0ul® (m, 0) = u! (1, 0)y,u® (m, 0) (4.84)

from which

—, —,

@@ (m, 0y u@(m,0) = i (m,0)y*u® (m,0)
g"ul"™ (m, 0)you® (m, 0) = 9005 (4.85)

that is
@ (k)u® (k) = |cal?(2m? 4 2mE)d4p (4.86)
Than we choose .
Cq = —————, E = \/|l;|2+m2 (4.87)
2m(m + E)

In analogous way we have

7@ (k) D (k) = |daf*0 (m, ,
,0)(2m? — 2mk)v'® (m, 0) (4.88)



and using the fact that v(® (m, 0) and pt® (m, 0) are eigenstates of v, with eigenvalue
—1, we get

)o@ (m, 0) = —o™ (m, 0)7#0® (m, 0)
= —o! (m, 0) 307" 700 (m, 0) = 0! (1m, 0)7,0P (m,0) ~ (4.89)

S
£
—~
3
=

that is

-,

7 (m, 0)y 0@ (m,0) = —o! (m, )70 (m, )
—g“OUT(a) (m, 0)7°vP (m, 0) = g"%6,5  (4.90)
Recalling that o(®) (m, 0)v® (m, 0) = 6,4, we obtain
7@ (E)v P (k) = —|do|*(2m® + 2mE)d 45 (4.91)

and finally
1

\/2m(m + E)

The normalized solutions we have obtained are

dy = o = (4.92)

ul@ (k) = _ktm (m,0), v @(k) = _ktm (m,0)  (4.93)

\/2m(m + E) \/2m(m + E)

Notice that positive and negative energy spinors are orthogonal. In the following it
will be useful to express our solutions in terms of two component spinors, ¢(® (m, 0)
and x(®(m, 0)

W (m, §) = [(/’(a) bm, 6)] , o) (m, ) = [X(a) - (4.94)

From the explicit representation of the v* matrices we get

. [E 0 0o k-] [ E —k-¢&
k‘[o —E] [—E-& 0 ]‘[E-& —E] (4.95)
from which
m+ E - ko S
¢ (m, 0) ———————x"(m,0)
ul® (k) = EQTZL 0 @(k) = \/2m(m + E)
-0 .

¢ (m, 0) m+E im G
J2m(m + E) 5, X (m, 0)

(4.96)
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In the following we will need the explicit expression for the projectors of the
positive and negative energy solutions. To this end, let us observe that

1 0
2
R o 1
S ul® (m, 0)@® (m, 0) = 8 1 0 0 0]+ (1) 01 0 0]= J;% (4.97)
a=1
0 0
and analogously
2 ~ ~ 1=
S~ 0@ (m, 0)o' (m, 0) = — 5 (4.98)
a=1
Using Yo7, = 29u0 — Va0 € k% = m?, we get
(k+m)y(k+m) = (k+m)Q2E — kyo + my)
= 2E(k+m)— (k+m)(—k+m)v
2E(k + m) (4.99)

Therefore the positive energy projector is given by

2 N (e k+m 1+ k+m
A(k) = 3 u® () (k) = ’

a=1 /2m(m + E) 2 2m(m + E)

1 (k+m)®+2E(k+m)  k*>+m?+2mk + 2E(k +m)

2m(m + E) 2 dm(m + E)
 @E+2m)(k+m)  k+m
B 4m(m+E)  2m (4.100)

Analogously

e Z:lv(a)(k)@(a)(k) ) J%]:l(:ninjr@ 1 _2% 22(;71 E)

1 (l;:—m)2—2E(l;:—m)_k2+m2—2ml;:—2E(l%—m)

2m(m + E) 2 dm(m + E)
_ @E+2m)(~k+m)  —k+m
= T imm+ B 2m (4.101)

It is easy to verify that the matrices AL(k) verify all the properties of a complete
set, of projection operators

A=Ay, AA =0, A +A =1 (4.102)

In this normalization the density vt has the correct Lorentz transformation prop-
erties



]_ —, ~ ~ —,

= @ m, 0)(k + m)vo(k +m)u® (m, 0)

2m(m + E)
1 S -
2m(m 1+ ) a' (m, 0)(k +m)u'” (m,0)
_ 2E(m+E). FE
= o+ B ag = —dap (4.103)

Therefore the density for positive energy solutions transforms as the fourth compo-
nent of a four vector. The same is true for the negative energy solutions

p— T - —\Q
Yo @l = 1)1 (k)

1 N o A .
1 o )
— 2m(m + E) 2E7Y (m, 0)(k — m)v® (m, 0)
2E(m + E) E
= omnt B) T m w100
We find also
(@) =0, k= (E,F), W =(E,~Fa 1105)
In fact
PN P R (o ) b 1 Gl O IR T
u'™ " (k)v'"” (k) u'™(m,0) >m(m + ) v'? (m, 0)
@, o) EEER M G (4
u'(m,0) m(m + E) v (m,0) =0 (4.106)

It follows that solutions with opposite energy and same three momentum are or-
thogonal

P = (B’ —k f)u(k), k" = (E,K)
W) = HIE kD) e (B, —F) (4.107)

Th positive and negative energy solutions are doubly degenerate. It is possible
to remove the degeneration through the construction of projectors for states with
definite polarization. Let us consider again the solutions in the frame system. The
generator of the rotations along the z-axis is given by

0
O1p = {‘63 03] (4.108)

Clearly uY(m,0) and v(Y)(m,0) are eigenstates of this operator (and therefore of
the third component of the spin operator) with eigenvalues +1, whereas u(® (m, 0)
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and v (m, 6) belong to the eigenvalue —1. The projector for the eigenstates with

eigenvalues +1 is given by
1 —|—0'127”L:;’{ _ 1 + 019

= 4.109
5 5 (4.109)
where nf, = (0,0,0,1) is a unit space-like four-vector. Also we have
i .
O12 = 5[71,72] = i7"y’ = —"%7° = 11 (4.110)
and
0'1271?1){ = 757%1{70 (4111)

The presence of vy forbids a simple extension of this expression to a generic Lorentz
frame. We can avoid this, by changing the definition of the projection in the rest
frame system. Let us put

1:*:0'12%%’)/0 1 1:t03 0

S(ng) = —— 2 = T (4.112)

In this case £(ng) and S(—ng) project out u™®(m,0), v® (m,0) and u®(m,0),
v (m,0), respectively. That is, £(£nz) projects out the positive energy solutions
with spin +1/2 and the negative energy solutions with spin F1/2. Then, we have

1 4 57
S (dng) = # (4.113)
In the rest frame we have n% = —1, ngk = 0. We can go to a generic frame
preserving these conditions
1 4 57
S(4n) = 275", nt=—1, nk=0 (4.114)

The projector ¥(4n) projects out energy positive states that in the frame system
have a polarization given by S.7= +1/2, and the negative energy states with
polarization S - 7 = F1/2.

In the following we will use the following notation

U(kR, nr

1 Sl
~— —

) —
u(kg, —ng) = u®
’U(kR, —nR) = (1)

2

SRERENE
SIRCIR=

~—"

v(kr,ng) = v (4.115)
These spinors satisfy the following relations
E(j:TLR)U(kR, :|:7’LR) == U(kR, j:TLR), E(:l:?’LR)U(k'R, :|:7’LR) = U(k‘R, :|:7’LR) (4116)

and
Z(inR)u(kR, :FTLR) = Z(inR)v(kR, $nR) =0 (4117)
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All these relations generalize immediately to an arbitrary reference frame (always
requiring n? = —1 e nk = 0)

Y(£n)u(k,£n) = u(k,£n), Z(E£n)v(k,+n) = v(k, £n) (4.118)

Y(xn)u(k, Fn) = E(£n)v(k,Fn) =0 (4.119)

The properties of the spin projectors are
Y(n) +X(—n) =1, X(£n)? =X(£n), X(n)2(-n) =0 (4.120)

Let us just verify the second equation

2
1 2 1 )2 4+ 2vsh 2+ 250
+70\" _ 1+ (3s0)° + 2950 2+ 2950 S(n) (4.121)
2 4 4
where we have made use of n?> = —1. In analogous way
1 nl—ysn 1 — (y50)?

2 2 4

4.4 Wave packets and negative energy solutions

As we have shown the Dirac equation leads to a positive probability density. This
solves the problem one had with the Klein-Gordon equation. On the other hand the
Dirac equation does not solve the problem of the negative energy solutions (and it
should not, as we have seen their importance in the Klein-Gordon case). In fact,
the completeness of the spinors involve all the solutions

i (@) (k)a @ (k) — v (k)o) (k)| = Ay (k) + A_(k) = 1 (4.123)

In the case of a non interacting theory there are no possibilities of transitions among
positive and negative energy states but, when an interaction is turned on, such a
possibility cannot be excluded. In fact, if we try to localize a Dirac particle within
distances of order 1/m the negative energy solutions cannot be ignored. To clarify
this point let us consider the time evolution of a gaussian wave packet, assigned at
time ¢t = 0,

w (4.124)

where w is a fixed spinor, w = (¢,0), with wfw = 1. As one can check, the wave
packet is normalized to one

|2

1
/d%ww = W/d?’xe iz
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2

- 7rd2 (—12\3/2 H/ drie d2

e

The solution of the Dirac equation with this boundary condition is obtained by
expanding over all the wave plane solutions

=:/(fkvqésgvégé;[mk¢@umnme—“w-+d%k¢nvameﬂw}

(4.126)
and evaluating the expansion coefficients b(k, «) and d*(k, «), by requiring that the
solution coincides with eq. (4.124) at time ¢ = 0. We get

- _ * 1. ZEf
o) = [ JﬂfJ_Z (, @)ut) (k) + d (F, ) (B)]
|Z?
L")
= e W (4.127)

,mm3¢22Hme@w+m@ﬂwwm

_ ( d2)3/4/ Br e 220 k7T
T
|E|2d2
w e
= e (2rd?)3%e 2 (4.128)
From which
_ d2 3/4 _M
,/ Z (k, @)u'® (k) + d*(k, a)o@ )(k)] = (—) e 2 w (4.129)
T
Using the orthogonality relations for the spinors we find the amplitudes
d2 3/4 |k|2d2
bk, @) = \/E< > e 2 o' (kw (4.130)
T
~ 7 d2 3/4 _|k|2d2 ~
d'(k, @) =/ & (—) e 2 ok (4.131)
T



Expressing u e v in terms of two-component spinors we get

— = 2 (@) 0
b(k,a) =/ z <7r> e o P\ (m,0)¢ (4.132)
k|2d?
d(ka) = |/ (d2>3/4 B 1 @', O)F 56 (4.133)
Jo) =/ —= | — e — e m, o .
E\m 2m(m + E)

from which we can evaluate the ratio of the negative energy amplitudes to the
positive energy ones
d*(k,0) k|
b(k,a) ~ m+E

(4.134)

The amplitudes (for both signs of the energy) contribute only if |£| < 1/d (due to the
gaussian exponential). Suppose that we want to localize the particle over distances
larger than 1/m, that is we require d > 1/m. Since the negative energy state
amplitudes are important only for || > m > 1/d, their contribution is depressed
by the gaussian exponential. On the other hand, if we try to localize the particle
over distances d ~ 1/m, the negative energy states contribution becomes important
for values of |k| of order m, or of order 1/d, that is in the momentum region in
which the corresponding amplitudes are not negligible. We see that the physical
interpretation is essentially the same following from the uncertainty principle.

4.5 Electromagnetic interaction of a relativistic
point-like particle

Before continuing our discussion about the properties of the Dirac equation, let us
describe the interaction of a point-like particle with the electromagnetic field in the
relativistic formalism.
Let us recall that the classical expression for the electromagnetic four current is
given by
3* = (p, pv) (4.135)

where p is the charge density, and ¢ the velocity field. In the case of a point-
like particle which follows the world line describe in a parametric form by the four
functions z#(7), with 7 an arbitrary line parameter, the charge density at the time
t is localized at the position Z(7), evaluated at the parameter value 7 such that
t = 2%(7) (see Fig. 4.1). Therefore

p(5,t) = e (§ — Z(7))li=a0(r) (4.136)
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x(tau)

Fig. 4.1 - The space-time trajectory of a point-like particle

It follows .
i*(y) = 6763(5— Z(7))]yo—a0(r) (4.137)

This expression can be put in a covariant form, after taking into account the following
relation

dx?
0_ .0 _ [ &
/ drf(7)o(y” — x°(7)) ( d7> f( )ZO(T)_yO (4.138)
From this . o
() = e sa,
i*(y) e/m ar =0 (y - (7)) (4.139)
This four current is a conserved one:
toodxt 0 +o0 d
1 = — - 4 — = — JE— 4 —
REO) 6L/;m dr =8 (y = () eh/;m dr-d4(y — (r)) (4.140)

The expression vanishes at any space-time point y, except at the end points z(400).
We recall also that the equations of motion for a free relativistic scalar particle
can be derived by the following action

. dzt
S = —m/ " ar Vi2, = di (4.141)
T T

We will be interested in deriving the lagrangian describing the interaction between
our particle and the electromagnetic field (we assume that our particle has charge
e). We should be able to derive the following equations of motion

i muv
dt . /1 — |72

We will show that the lagrangian depends on the four-vector potential A, and not

— ¢(E + 7 A B) (4.142)

on the fields E and B. In fact we will verify that the following lagrangian reproduces
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the previous equations of motion
S = " Viz - / d'yA,(v)i*(y)
— —m/Tf de—e/ dr A, (a(7)i(7) (4.143)

Using
o oA,
oxt eax”
oL _ . _oa, (4.144)

and the Euler-lagrangian equations

—_— = 4.14
ozt dr Ozt 0 (4.145)
we get
0A, . d @, 04, .
— v — V= 4.14
eq +de\/ﬁ+eaxV@" 0 (4.146)
Therefore J
m-— = ¢(,A, — 0,4,)3" (4.147)

Since ds = drv/i?, where ds is the line element measured along the trajectory, we
see that the four-velocity of the particle is

or = (4.148)
== .
from which we get the equations of motion in a covariant form
d v
m%Uu =eF, U (4.149)
Here we have introduced the electromagnetic tensor
F.=0,A,—0,A, (4.150)

Since the definition of the fields in terms of the vector and scalar potential is given
by

=VAA (4.151)

=
|

<

=
|

we get
E=(FY F* %), B=(-F% -F" —F"?) (4.152)



(we can also write F'/ = —¢;;;, B¥). By choosing 7 = z° in the eq. (4.147) we find

m—iv =eFy + 6Fkii = —eB" — ‘sz'jBJUl (4-153)

dt . /1 — |7)2 dt

reproducing eq. (4.142).

There are various ways to convince oneself about the necessity of the appearance
of the four potential inside the lagrangian. For instance, consider the Maxwell
equations

0" F = ju, HE,, =0 (4.154)

where FW = %eu,,ngp" is the dual tensor (we define the Ricci tensor in 4 dimensions,
through €”?* = +1). In Section 3.2 we have shown how to deduce the expression
for the lagrangian multiplying the field equations by an infinitesimal variation of the
fields. In the actual case, to consider F),, as the fields to be varied, would create
a problem because multiplying both sides of the Maxwell equations by dF},, we do
not get a Lorentz scalar. This difficulty is avoided by taking A, as the independent
degrees of freedom of the theory (we will show in the following that also this point
of view has its own difficulties). In this case, due to the definition (4.150) of the
electromagnetic tensor, the homogeneous Maxwell equations become identities (in
fact, it is just solving these equations that one originally introduces the vector and
the scalar potentials)

Fl = €upe0’ A = O'F,, = 0 (4.155)

whereas the inhomogeneous ones give rise to
o"0,A, —0,A,) = 0*A, — 0,0"A, = j, (4.156)

The previous difficulty disappears because j,0 A* is a Lorentz scalar. By regarding j,
as a given external current, independent on A, we can now get easily the expression
for the lagrangian. By multiplying eq. (4.156) by §A” and integrating in d*z we get

= | d'w6A¥(0%A, — 0,0"A, — j,
0 /V 26 A (D 0,0" A, — j,)
_ / d'z] - 6(0,4,)0" A” + 9,(0A79"A,)
1%
+0(0,4,)0" A" — 9,04V D, A") — §(A%5,)]
d'z| - %5(@&)3%“ - %6(8VAM)8”A“

[l
=

§(0,A,)0" A" + 16(3,,Au)8“14” — 5(A“ju)] + surface terms

9)
1
= ——/ d'z(6F,, ) F" — / d'z§(A"5,) + surface terms

DN =

= {/ d's ——F P — A“jﬂ)}—l—surfaceterms (4.157)
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We see that the action for an electromagnetic field interacting with an external
current j* is given by (here F),, must be though as a function of A,,)

1
S=-7 /V d'z F,, F" — /V 'z j, A (4.158)

Notice that the interacting term has the same structure we found for the point-like
particle.

We stress again that the A,’s are the canonical variables of the electrodynamics.
In principle, one could reintroduce the fields by inverting the relations between fields
and potentials. However, in this way, one would end up with a non-local action.
From these considerations one can argue that the potentials play an important
role in quantum mechanics, much more than in the classical case, where they are
essentially a convenient trick. Recall also that the canonical variables satisfy local
commutation relations (the commutator vanishes at space-like distances), implying
that local observables should be local functions of the potentials. This is going to
create us some problem, because the theory is invariant under gauge transformations,
whereas the potentials are not

Au(r) = Au(z) + 0,A(x) (4.159)

(where A(z) is an arbitrary function). Therefore, the observables of the theory
should be gauge invariant. This implies that the potentials cannot be observed. An
example of observable local in the potentials is the electromagnetic tensor F,,.

The pure electromagnetic part of the action (4.158) is naively gauge invariant,
being a function of F,,. As far as the interaction term is concerned we have (as-
suming that the current is gauge invariant)

JuAR = AR+ A = AR 4 (uA) — (0,)A (4.160)

Adding a four divergence to the lagrangian density does not change the equations

of motion . . 5
th/d33 “:/th—/d3 0 4161
/tl vopt= [ dig [ dbax (4.161)

Therefore the invariance of the lagrangian under gauge transformations (neglecting
a four divergence) is guaranteed, if the potentials are coupled to a gauge invariant
and conserved current

9", =0 (4.162)

We have shown that this condition is indeed satisfied for the point-like particle.

In order to derive the general prescription to couple the electromagnetic poten-
tials to a charged particle, let us go back to the action for the point-like particle.
This prescription is known as the minimal substitution. By choosing 2° = 7 in

(4.143), we get
L=—my1—|7?—e(4° —7- A) (4.163)
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from which oL .
=5 =7 44 (4.164)

The hamiltonian is obtained through the usual Legendre transform

1

2|2

H = ﬁ-ﬁ—Lzm%—i—eU-A—l—m 1— |92 +e(A° — ¥ A)
1—|v

= 44 (4.165)

VA Gl
Therefore, we get the following relations

- v m
P—eAd=m—— H—eA® =

VOIGE V1P
where the quantities in the left hand sides are the same as in the free case. It follows

that we can go from the free case to the interacting one, by the simple substitution
(minimal substitution)

(4.166)

pt— pt — eAH (4.167)
In the free case, inverting the relations between momenta and velocities
12 Ik ) m?
— , 1-— = 4.168
i = e 1= = (4.168)

we get the hamiltonian as a function of the canonical momenta

Hiree = \/m? + |p]? (4.169)

By performing the minimal substitution we get

—eA’ = \/m2 + (5 — eA)? (4.170)

from which

H = eA® +/m2 + (5 — eA)? (4.171)

which is nothing but eq. (4.165), after using eq. (4.164). From the point of view
of canonical quantization, the minimal substitution corresponds to the following
substitution in the derivatives

O — 0" + ie A" (4.172)
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4.6 Non relativistic limit of the Dirac equation

In order to understand better the role of the spin in the Dirac equation we will study
now the non relativistic limit in presence of an electromagnetic field.

~

(i0 — m)Y(x) = 0 = (i0 — eA — m)ip(z) = 0 (4.173)
Notice that the Dirac equation is invariant under the transformation (4.159)

A, (z) = Au(x) + 0,a(x) (4.174)
if we perform also the following local phase transformation on the wave function
() — e 1) () (4.175)

Also, eq. (4.173) is invariant under Lorentz transformations, if in going from the
frame S to the frame S’ (x — 2’ = Ax), the field A, is transformed as

Au(x) = Al (a") = (A1 A(2) (4.176)

I

that is if A, (z) transforms as 0,

0 0 dz¥ 0

- — - A_l uay 4.177
oz oz'*  Ox'* Oxv ( )“ ( )
Eq. (4.176) says simply that A, transforms as a four vector under Lorentz transfor-
mations.

In order to study the non relativistic limit is better to write ¢)(z) in the following
form

b(z) = {zgg] (4.178)

where ¢(z) and ¥(z) are two-component spinors. By defining
F=p—eAd (4.179)

and using the representation in 2 x 2 blocks of the Dirac matrices given in eq. (4.11),
we get

0 [a?(x)] _

9t L x(x)

e N S e 2]

X(z)

This gives rise to two coupled differential equations

% = G-+ (m+ed’)d
iaa—;( = §-7p— (m—eA’)¥ (4.181)
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In the non relativistic limit, and for weak fields, the mass term is the dominant
one, and the energy positive solution will behave roughly as e ™. With this
consideration in mind we put

X(z)

{é(ff) _ —imt { igﬂ (4.182)

with ¢ and y functions slowly variable in time. In this way we obtain

0¢

— = 07 A°

Zat o-Tx +eAP

z—aaf = & -7p— (2m —eA%)x (4.183)

Assuming eA? < 2m, and Ox/0t ~ 0 we have
o-7

~ 4.184

X~ 50 (4.184)

from which

0¢ (7 - 7)?
11— =
ot 2m
One must be careful in evaluating (& - 7)?, since the components of the vector @ do
not commute among themselves. In fact

+ eAU] ) (4.185)

o . o . DAY OA!
[, 7] =[p' —eA',p) —eAl] = ieﬁ - ieaxj (4.186)
where we have made use of
. of(z
v 1) = =22 (4.187
From B = V A A it follows o
[n", 7] = iee;j, B (4.188)
and
o 1 1 o
(@-7)° = ooyr'n! = (5[%%] + §[Uz'70j]+> mr
L 1 . .
= |7+ 3lon ogland = 7 + flos, o5l 7]
= |7T”|2 + %eijko—k (i@)eilel (4189)
Finally
(G 7)?=|7|° —ed-B (4.190)



The equation for ¢ becomes

-

0¢ (P — eA)2 € . B 0
— = |t - —-B A 4.191
Z@t 2m 2m te ¢ (4.191)

This is nothing but the Pauli equation for an electron interacting with an electro-
magnetic field. In particular, the term proportional to the magnetic field represents
the interaction with a magnetic dipole given by

e e =
j=—0=—5 4.192
i=5-0=_— (4.192)
where we have introduced the spin matrices S = /2. This shows that the Dirac
equation predicts a gyromagnetic ratio equal to two. We may see this also in a
slightly different way, by considering the interaction with an uniform and weak
magnetic field. In this case the vector potential is given by

1=

A= SBAT (4.193)
Neglecting the quadratic term in the fields we have
(F—eA)? = [pf* —e(p- A+ A-f) (4.194)
Using o o
Y A==V -A=0 (4.195)
it follows
(7 ed)? =~ |pl* = 2ep A= [p* —ep- (BAT)
= |]17|2 — epieijkBjxk = |]5]2 — eekija:kpiBj
= [p* —e(@Ap)-B=|p]"—eL-B (4.196)
and finally
% 2 L
i—(b— ﬂ—i(LjLQS)-BwLeAO 0} (4.197)

ot |2m  2m

which shows explicitly the value of the gyromagnetic ratio. Experimentally this is
very close to two, and we shall see, in the following, that the difference is explained by
the quantum electrodynamics (QED). This is in fact, one of the biggest successes of
this theory. However, let us notice that, from the point of view of the Dirac equation,
to find a value of the gyromagnetic ratio so close to the experimental value is not a
real prediction. In fact, one could think to add to the theory a further interaction
term of the kind F},,¢bc*“1). This term is both Lorentz and gauge invariant. It is
also possible to show that such a term gives a contribution to the magnetic moment
of the electron, and therefore it changes the gyromagnetic ratio. We shall see that
the requirement that QED is a finite theory forbids, in fact, the appearance of such
a term.
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4.7 Charge conjugation, time reversal and PCT
transformation

Dirac equation had a great success in explaining the fine structure of the hydro-
gen atom, but the problem of negative energy solutions, that, in principle, make
the theory unstable, was still there. Dirac looked for a solution to this problem
by taking advantage of the exclusion Pauli principle, which applies to half-integer
spin particles. Dirac made the hypothesis that all the negative energy states were
occupied by electrons. In such a situation, the Pauli principle forbids to any elec-
tron in a positive energy state to make a transition to a negative energy state. This
solves the stability problem, but at the same time new phenomena may happen.
For, instance, an electron in a negative energy state could get enough energy (bigger
than 2m which is the minimal energy gap between the negative and positive energy
states) to make a transition to a state of positive energy. If we imagine that in the
state of energy —F are present N electrons (we are simplifying things, because due
to the momentum degeneracy there actually an infinite number of electrons), and
that one of these electrons undergoes the transition, the energy of the state changes
as follows

E-NE—-E-(N-1)E=E£-NE+FE (4.198)
where £ is the energy of all the other electrons (with energy different from —F) in
the fundamental state. Notice that in the Dirac theory the fundamental state is the
one with all the negative energy states occupied and zero electrons in the energy
positive states. In a sense this is the physical explanation of the infinite energy of
the vacuum that we found in the case of the Klein-Gordon field, and one finds also
for the Dirac case (see later). In a complete analogous way, also the charge of the
vacuum is infinite and its variation in the previous transition is given by

Q+Ne—Q+(N—-1)e=Q+ Ne—ce (4.199)

where e is the charge of the electron (e < 0). We see that the vacuum energy and
the charge increase respectively by E and —e in the transition. We can interpret
this by saying that the hole left in the vacuum by the electron has charge —e and
energy FE. That is we can think to the hole being a particle of positive energy and
positive charge. This is the way in which the idea of antiparticles came around.
That the hole is thought as the antiparticle of the electron. The transition of an
electron of negative energy to a state of positive energy is then seen as the creation
of particle antiparticle (the hole) pair. In the same way, once we have a hole in the
vacuum, it may happen that a positive energy electron makes a transition to the
hole state. In this case both the electron and the hole disappears. This is the pair
annihilation phenomenon. Of course this happens with some energy released, that
usually is under electromagnetic form.

The hole theory is nowadays reinterpreted in terms of antiparticles, but this way
of thinking has been extremely fruitful in many fields, as the study of electrons in
metals, in nuclear physics and so on.
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Assuming seriously the hole theory means that the Dirac equation should admit,
beyond the positive energy solutions corresponding to an electron, other positive
energy solutions with the same mass of the electron, but with opposite charge. To
see this point in a formal way, we look for a transformation of the electron wave
function, ¥ (x), to the antielectron (positron) wave function ¢“(x), such that, if 1
satisfies X

(i — eA —m)y(z) =0 (4.200)
then ¢ satisfies

(i0 + eA — m)y(z) = 0 (4.201)
We will require that the transformation is a local one, and that the transformed of the
antiparticle wave function gives back, except for a possible phase factor, the electron
wave function. To build up ¢ we will start by taking the complex conjugate of 1.
This is clearly the only possibility to change a negative energy solution, described
by eiEt, in a positive energy solution, described by e iEt By taking the hermitian
conjugate, multiplying by vy and transposing, we get

(i0 — eA—m)p(x) =0 — —id"Py, — e A —mp =0
— [T(=i0, — eAy) —md" =0 (4.202)

where
T ="y (4.203)
If there exists a matrix, C, such that
Cv, C™' = —, (4.204)
multiplying eq. (4.202) by C, we get
(i0 +eA —m)CyPT =0 (4.205)

This describes a particle with charge —e, therefore, apart a phase factor nc, we can
identify ¢ with CT: B
e = neCyT (4.206)

In the representation where 7, is diagonal we have
N =% = R =Y Y= (4.207)

It is enough to choose C' such to commute with v; and v, and anticommute with v,
and ~s. It follows that C' must be proportional to v57vy. Let us choose

. 2.0 0 —20—2>
C=iyy = <—i02 0 (4.208)
In this way, C satisfies
—c=Cc't=0c"=C" (4.209)

77



To understand how the transformation works let us consider, in the rest frame, a
negative energy solution with spin down

0
P = it 8 (4.210)
1
Then
PO = neCP” = neCryp )" = neiy*y )"
0 0 0 1\ /0
im0 0 =1 00
= nee ™ 0 0 ol (4.211)
1 0o o0 o/\1
and
1
_ . 0
Pl =m0 | | = nedly) (4.212)
0

That is, given an energy negative wave function describing an electron with spin
down, its charge conjugated is a positive energy wave function describing a positron
with spin up. For an arbitrary solution with defined energy and spin, by using the
projectors of Section 4.3, we write

6]5+m1+’}/5’fl

Y= 2

n (4.213)

where py > 0. € = %1 selects the energy sign. Noticing that C' commutes with s,
that v5* = 75, and that

,YO,_Y;L*,.YU — /YMT (4214)

following from
A0yt 0 = i (4.215)

we obtain
ep* +m 1+ ysn* ep’ +m1—yzit
v = neCy T Y*=ncC = 7y
2m 2 2m 2
—ep+ml+yn o

_ 4.216
2m 2 ¥ ( )

We see that ¢ is described by the same four vectors p* and n* appearing in 1, but
with opposite sign of the energy. Then
“( “(p,n) (4.217)

U(p, TL) = TNcv \P, n)a ,U(pa n) = Tcu
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Since the spin projector selects the states of spin +1/2 along i according to the
sign of the energy, it follows that the charge conjugation inverts the spin projection
of the particle. Notice also that, being ¢ a solution of the Dirac equation with
e — —e, it follows that the following transformation

Y —Y° A, — —A, (4.218)

is a symmetry of the Dirac equation. Because we change sign to the four-potential,
we say also that the photon has charge conjugation -1.

The last discrete transformation we will consider here is the time reversal. The
physical meaning of this transformation can be illustrated in terms of a movie were
we record all the observations made on the state described by the wave function
(). If we run the movie backward and we see a series of observations which are
physically doable, we say that the theory in invariant under time reversal. From a
mathematical point of view we have the time reversal symmetry if, sending t — t' =
—t, it is possible to transform the wave function in such a way that it satisfies the
original Dirac equation. If this happens, the transformed wave function describes
an electron propagating backward in time. To build up explicitly the time reversal
transformation, let us consider the electron in interaction with the electromagnetic
field. It is convenient to write the Dirac equation in hamiltonian form (see eq. (4.6))

Q0@ gz (4.219)
ot
with
H =eA’+7°7 - (=iV — ed) +7"m (4.220)

Let us define our transformation through the following equation
(2, 1) = Ko(2,t), t'=—t (4.221)
From eq. (4.219), omitting the spatial argument

0
iaK*1¢’(t’) = HK 'W'(t) (4.222)
Multiplying this equation by K we get

O KK () = KHE /(1) (4.223)

The invariance can be realized in two ways
K(—i)K™' =i KHK™'=H (4.224)

or
K(—i)K ' = —i; KHK '=-H (4.225)
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The second possibility can be excluded immediately, since under time reversal we
have

V=V, A -4 A® — A° (4.226)
As it follows recalling that the vector potential is generated by a distribution of cur-
rents (changing sign under time reversal), whereas the scalar potential is generated
by a distribution of charges. Let us put

K =T (4 x 4 matrix) x (complexconjugation) (4.227)
Then, we get from eq. (4.223)
0
i%w’(t’) =TH*T™ "' (t) (4.228)
with
THT '=H (4.229)
By taking into account the transformation properties of the potentials we get
TH*T™' = T(eAl + (v7)* - (iV + eA') + yo*m)T (4.230)

Since we want to reproduce H we need a matrix 7" such that
TT ' =-%7,  Twl = (4.231)

where we have used the reality properties of 7. In conclusion, 7" must commute
with v and satisfy
TVT' = -7 (4.232)

In our representation, the matrices y! and v* are real, whereas 72 is pure imaginary.
Therefore

TAT ! =40, Ty'T = -4, Ty*T 1 =+, TYT ' = —y* (4.233)
By choosing arbitrary the phase, we put
T =iy'y? (4.234)
With this choice T satisfies
T =T, T =1 (4.235)

To understand the correspondence with the classical results, where momentum and
angular momentum change sign under time reversal, let us study how a positive
energy solution transforms:

p+ml+yn pr+ml+ysnt| |
—_— t T t
St yy) o P ey
AKX 1 Nk
= o | e | 2RO iy
2m 2
’;*+ 1+ 2%
m n
P TS (') (4.236)

2m 2
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where, again t' = —t, and
p= " —p), i = (n°, —) (4.237)

The three discrete symmetry operations described so far, parity, P, charge con-
jugation, C, and time reversal, (T'), can be combined together into a symmetry
transformation called PCT. Omitting all the phases, this transformation is rather
simple

Yper(—x) = PCK(x) = PCyo(Ki(x))* = in*y*(—in' "y ) (x) = ivsth(x)
(4.238)
and it suggests a simple correspondence between the wave function of a positron
moving backward in time (¢Ypcr(—x)), and the electron wave function. For a free
particle of negative energy we have

—ﬁ+m1+’y5ﬁ
2m 2

¥ ()

= oy (sY(2) = e

Comparison with eq. (4.216), giving the charge conjugated of an energy negative
state

Yror(—w) = 17

bpor(—z) (4.239)

WO = p+ml+yn
2m 2
we see that the two expressions differ only in the spin direction. Similar conclusion

can be reached by starting from the Dirac equation multiplied by iv;. We get
(' = —z, and A'(2') = A(x))

mm@—awyww@):(7@+¢@—mmmﬂw
= (i0y + eA(z") — m)per(z') (4.241)

Y© (4.240)

showing that a positron moving backward in time satisfies the same equation as
an electron moving forward. Eq. (4.241) tells us that the PCT transformation
on 1, combined with the PCT transformation on the four-vector potential, that is
A, (r) = —A,(—x), is a symmetry of the theory.

The interpretation of the positrons as negative energy electrons moving backward
in time is the basis of the positron theory formulated by Stiickelberg and Feynman.
In this approach it is possible to formulate the scattering theory without using field
theory. In fact, the pair creation and pair annihilation processes can be reinterpreted
in terms of scattering processes among electrons moving forward and backward in
time.

4.8 Dirac field quantization

In this Section we abandon the study of the Dirac wave equation thought as a gen-
eralization of the Scrhodinger equation, due to its difficulties to cope with many
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particle states. We will adopt here the point of view of the quantum field the-
ory. That is the relativistic equation is the equation describing the field operator.
However, we have shown in the Klein-Gordon case, that after quantization we get
a many particle system satisfying Bose-Einstein statistics. On the other hand we
have seen that the Dirac equation describes spin 1/2 particles, which should satisfy
the Fermi-Dirac statistics. It is quite clear that we will run into troubles insisting in
quantizing the Dirac field as we did for the Klein-Gordon case. However, in order to
understand the problems and the way to deal with them, we will follow the canonical
way of quantization, showing that this leads to problems with the positivity of the
energy. Looking for a solution of this problem we will find also the solution to the
problem of the wrong statistics.

We will begin our study by looking for the action giving rise to the Dirac equation.
We will take the quantities 1) and ¢ as independent ones. Following the usual
procedure, we multiply the Dirac equation by d% (in such a way to form a Lorentz
scalar) and integrate over the space-time volume V'

- 4 T /A . — 4 T/ A .
0= /V d*z 61(i0 — m)y 5/‘/ d*z P(i0 — m)y (4.242)
We will the assume the following action
S = / d'z $(id — m)p (4.243)
%

It is simply verified that this action gives rise to the correct equation of motion for

Y. In fact,

oL _ oL _
— = —m, = iv* 4.244
0 Y 20, Yiry ( )
from which B B
—m)p — 9Pyt = (4.245)
The canonical momenta result to be
I, = oL _ it ot = oL _ (4.246)
o oYt

The canonical momenta do not depend on the velocities. In principle, this creates a
problem in going to the hamiltonian formalism. In fact a rigorous treatment requires
an extension of the classical hamiltonian treatment, which was performed by Dirac
himself. In this particular case, the result one gets is the same as proceeding in
a naive way. For this reason we will avoid to describe this extension, and we will
proceed as in the standard case. Then the hamiltonian density turns out to be

H =Ty — L =iptp — (i7°8 + iv*0 — m) = ¢ (—id@ -V + m)y  (4.247)
If one makes use of the Dirac equation, it is possible to write the hamiltonian density

as
U

_ ot
=yl

(4.248)
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Contrarily to the Klein-Gordon case (see eq. (3.100), the hamiltonian density is
not positive definite. Let us recall the general expression for the energy momentum

tensor (see eq. 3.84)
oL

T = —¢' — g'L 4.249
o0, .
In our case we get B o
Ty = iwpy"1, — g (Y (i0 — m)y) (4.250)
and using the Dirac equation B
T =iy, (4.251)

We verify immediately that this expression has vanishing four divergence. Also
TP = ip o) (4.252)
from which we get the momentum of the field
Pt = / dr T% = P = —7;/ &z PV (4.253)

In analogous way, by using the general expression for the angular momentum density

(see eq. (3.96))
M B B oL i 47
Mpy = xpTz/ — .’L'VTp — szy (4254)
M
The matrices Effl, are defined in terms of the transformation properties of the
field(see eq. (3.94))
. 1 .. L
Ag' = —5 e (4.255)

In our case from eq. (4.32), and from eq. (4.43) in the case of an infinitesimal
Lorentz transformation, we get

AY(z) = ' (2") —(x) = [S(A) — 1]y(x) =~ —%auye‘“’z/)(a:) (4.256)
from which ) 1
Lo = 50w =~ Do 0 (4.257)

Our result is then

- 0 - 1
M, = iyt <xp8,, — 2,0, — 50,,,,) W = ihpy* <xp8,, — 2,0, + Z[%’ 7,,]) Y (4.258)
By taking the spatial components we obtain
S - 1
J = (M*, M M) = / 3z (—i:E’A vV + 55 ® 12> ) (4.259)
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where 15 is the identity matrix in 2 dimensions, and using eq. (4.61) we have defined

—

F® 1= (g 2) (4.260)

The expression of J shows the decomposition of the total angular momentum in
the orbital and in the spin part. The theory has a further conserved quantity, the
current 1y ).

We will need the decomposition of the Dirac field in plane waves. To this end
we will make use of the spinors u(p, £n) e v(p, +n) that we have defined at the end
of the Section 4.3. The expansion is similar to the one used in eq. (4.126), but now
b(k) and d(k) are operators

-/ W[ (9, n)u(p, m)e P + di(p, n)o(p, n)ePT]  (4.261)

,/ e PT bt (p,n)a(p, n)ePT] v (4.262)
+n

where E, = \/|ﬁ]2 + m?2. We will collect here the various properties of the previous
spinors, which are nothing but a trivial extension of the case in which, in the rest
frame, the spin is quantized along the 2z axis:

e Dirac equation

®+m)v(p,n) = v(p,n)(H+m)=0 (4.263)

e Orthogonality

(pa ) (p7 ) - UT(pa n)'U(pa nl - _5nn’
o(p, n)u(p,n') = v'(p,n)u(p,n') = 0 (4.264)
where, if p# = (E,, p), then p* = (E,, —p).
e Completeness

_ b+ m

%U(P, n)u(p, n) “om

- p—m
£ 4.265
S olp (o) = P (4.265)
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We are now in the position to express the hamiltonian in terms of the operators
b(p,n) e d(p,n). Using eq. (4.248) we find

3 d3 d3l
[ L s E e

[d(p, n)vt (p.n)e P + b (p, n)uf (p, n)e'P?]

b et

(
0 (p, n)b(p, n')e 1 Ep = )l (o, myu(p, n'
~d(p, n)d! (p, ")~ Er = )l (p o

)
Al (p, n)d(ﬁ, nl)e+i(Ep + Ep’)tuT(p, n)v(~, n/)(s?)( Tp ] (4.266)

Performing one of the integrations and using the orthogonality relations, we get
H=Y [ d'p B, (0, )b(p,n) ~ d(p,n)d!(p, n)] (4.267)
+n
In analogous way we get

B=3 [ % il b, m) = dp,m)d! ()] (4.268)

If we try to interpret these expressions as we did in the Klein-Gordon case, we would
assume that the operator d(p,n) creates from the vacuum a state of energy —E, and
momentum —p. Dirac tried to solve the problem assuming that the vacuum was
filled up by the negative energy solutions. Due to the Pauli principle this would
make impossible for any other negative energy state to be created. Let us called
the vacuum filled up by the negative energy solutions the Dirac vacuum. Then
the operator d(p,n) should give zero when acting upon this state. We then define
as the true vacuum of the theory the Dirac vacuum and require

d(p,n)|0)pirac = 0 (4.269)

That is, in the Dirac vacuum, the operator d(p, n) behaves as an annihilation opera-
tor (thing that we have anticipated in writing). Since the Dirac vacuum is obtained
by the original vacuum acting with d(p,n), it follows that these operators should
satisfy the following algebraic identity

(d(p,n))* =0 (4.270)
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We can satisfy this relation in a uniform algebraic way by requiring that the opera-
tors d(p,n) anticommute among themselves

[d(p,n),d(p, )], =0 (4.271)

This leads to the Jordan and Wigner idea of quantizing the Dirac field in terms of
anticommutators

[b(p, ), 0 (0, )| = [d(p, ), di (0, 1) | = 86 (5 — ) (4.272)

The problem of positivity is then solved automatically, since the four momentum
operator can be written as

Pt = ;/ d’p p* {bf(pa n)b(p,n) + d'(p,n)d(p,n) — [d(p, n),d(p, n)Lr (4.273)

Due to the anticommutation relations, the last term turns out to be an infinite
negative constant, which, physically, can be associated to the energy of the infinite
electrons filling up the Dirac vacuum (called also the Dirac sea). If we ignore this
constant (as we did in the Klein-Gordon case, and with the same warnings), the
energy operator is positive definite. The use of the anticommutators solves also the
problem of the wrong statistics. In fact, the wave functions are now antisymmetric
in the exchange of two Dirac particles (from now on we will put |0)pigac = |0)):

bY (p1,m1)b (pa, n2)|0) = —b (p2, m2)b (p1, n1)|0) (4.274)

Therefore, the quanta of the Dirac field satisfy the Fermi-Dirac statistics. Once we
have realized all that, we can safely forget about the hole theory and related stuff.
In fact, looking at the four momentum operator, we can simply say that d'(p,n)
creates and d(p,n) annihilates a positron state. then we think to the vacuum as a
state with no electrons and/or positrons (that is without electrons and /or holes).
In the Klein-Gordon case we interpreted the conserved current as the electromag-
netic current. We shall show now that in the Dirac case the expression 1/37”1/), has
the same interpretation. Let us start evaluating the spatial integral of the density

/ &z iy (4.275)

in terms of the creation and annihilation operators
/ Bz pTy = ;/ d*p [bT(p, n)b(p,n) + d(p,n)d' (p, n)} (4.276)
As we know, this expression is formally positive definite. However, if we couple the
Dirac field to the electromagnetism through the minimal substitution we find that

the free action (4.243) becomes

S = / d*zp (i — eA — m)y (4.277)
1%
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Therefore the electromagnetic field is coupled to the conserved current

" = ey (4.278)

This forces us to say that the integral of the fourth component of the current should

be the charge operator, and as such it should not be positive definite. In fact, we
find

Q = ¢ druly

= [ dve (. m)b(p,m) — ' (p, m)ep, ) + [, ). ! )] (1279)

The subtraction of the infinite charge associated to the Dirac sea leaves us with
an operator which is not anymore positive definite. We see also that the operators
bl create particles of charge e (electrons) whereas d' create particles of charge —e
(positrons). Notice that the interpretation of () as the charge operator would not
have worked by using commutation relations.

A further potential problem is connected with the causality. We have seen in
the Klein-Gordon case that the causality properties is guaranteed, for the local
observable, by the canonical commutation relations for the fields. But this is just
the property we have given up in the Dirac case. In order to discuss this point, let
us start evaluating the equal time anticommutator for the Dirac field

s, = T Wf/ﬁfwa

< [ul .m0 o n)a(p,nyye P

_ dp m [(p+m) p—m\|_ 5 (&)
@2n)PE, |\ 2m om )|
dPp m2E, _;z. (7 _ 7 L
0 g o

(@), (@), = [v'(@ 1), '@ 1] =0 (4.281)

+

By using eq. (4.246). the anticommutator between 1) and ' can be written as

[[y(Z, 1), (7, 1), = i0*(Z - ) (4.282)

This shows that also in the Dirac case one can use the canonical formalism, but with
anticommutators in place of the commutators. For arbitrary space-time separations
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we get

Yo| iA(z — y) (4.283)

where A(z) is the invariant function defined in eq. (3.148), in the evaluation of
commutator for he Klein-Gordon field. From the properties of the A(z) function, it
follows that the anticommutator of the Dirac fields vanishes at space-like distances.
It follows that the Dirac field cannot be an observable quantity. In fact one could do
more, by evaluating the commutator of the Dirac field. It is easy to show that the
result does not vanish at space-like distances. This by itself would put in a serious
trouble the idea of quantizing Dirac field via commutation relations. But how do
we solve the causality problem. The crucial observation is in the following identity

[AB,C] = A[B,C] + [A,C]B = A[B,C], — [A,C], B (4.284)

which holds for arbitrary operators. The identity shows that AB commutes with
C if A and B separately commute or anticommute with C'. An immediate conse-
quence is that a local quantity containing an even number of Dirac fields commutes
with itself at space-like distances. So, in order to reconcile the causality with the
quantization of the Dirac field we have to give up with its property of being an
observable. However, all the important physical quantities, as energy-momentum
tensor and electromagnetic current are bilinear in the Fermi fields, and therefore
they are observable quantities.

What we have shown here is that, in order to give a sense to the quantization
of the Dirac field, we have been forced to use anticommutation relations, which, in
turn, imply that the corresponding quanta obey the Fermi-Dirac statistics. This
is nothing but an example of the celebrated spin statistics theorem that was
proved by Pauli in 1940. This theorem says that in a Lorentz invariant local field
theory, integer and half-integer particles must satisfy respectively Bose-Einstein and
Fermi-Dirac statistics.
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Chapter 5

The electromagnetic field

5.1 The quantization of the electromagnetic field

In Section 4.5 we have shown that the action for the electromagnetic field must be
expressed in terms of the four-vector potential A,. We recall that the lagrangian
density for the free case is given by (see. eq. (4.158)

1 14
£: _ZFNVFN (51)
where
F,, =0,A,—-0,A, (5.2)
The resulting equations of motion are
O’A, — 0,(0"A,) =0 (5.3)

We recall also that the potentials are defined up to a gauge transformation
Ay(r) = Al (z) = Au(z) + 0\ (x) (5.4)

In fact, A, and A, satisfy the same equations of motion (and give rise to the same
electromagnetic field). In other words the action of electrodynamics is gauge invari-
ant. Up to now, we have considered only symmetries depending on a finite number
of parameters. For instance, in the case of the O(2) symmetry for the charged scalar
field, the transformation symmetry depends on a single parameter, the rotation an-
gle. In the case of the gauge symmetry one deals with a continuous number of
parameters, given by the function A(z). In fact, in each space-time point, we can
change the definition of A, by adding the gradient of A evaluated at that point.
The main consequence of this type of invariance is to reduce the effective degrees of
freedom of the theory from 4 to 2. Let us start from the classical theory. We recall
that it is possible to use the gauge invariance to require some particular condition
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on the field A,. For instance, we can perform a gauge transformation in such a way
that the transformed field satisfies

9,A" =0 (5.5)

In fact, given an arbitrary A,, let us make a gauge transformation by choosing A(z)
such that
PN+0"A, =0 (5.6)

Then, the transformed field A}, = A, +0,A has vanishing four divergence. When A,
satisfies the condition 0, A" = 0, we say that the potential is in the Lorentz gauge.
Notice also that there is still a freedom in the potential. In fact by performing a
further gauge transformation

A, — AL =A,+ 90, (5.7)
we can stay in the Lorentz gauge, that is with 0" A}, = 0, if
O’N' =0 (5.8)

In the Lorentz gauge the equations of motion simplify and reduce to the wave equa-
tion, or to the Klein-Gordon equation with m = 0. This, together the fact, that
in the Lorentz gauge the covariance of the theory is explicitly preserved (the gauge
condition is Lorentz invariant), makes this gauge a very popular one. However, the
counting of the effective degrees of freedom is not so evident. From this point of
view a better choice is the Coulomb gauge, which is defined as the gauge where
the scalar potential and the spatial divergence of the vector potential vanish. To see
that such a gauge exists, let us perform the following gauge transformation

Ayfa) = () - 0, [ " Ao, 1)t (5.9)

Clearly
Ay =0 (5.10)

Then we perform a second gauge transformation
Al =A, -0\ (5.11)
in such a way to have V - A” = 0. To this end we choose A(z) such that
VA=V . A+ VA =0 (5.12)

This equation can be solved by recalling that

|~

V2 = —4n8’(2) (5.13)

8y
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Then

AZ 1) = — — V- ’f’,t 5.14
E0 =g [ oY A (5.14)
from which OA(Z.) . .
Tt - 7oL
P L= —V . A2t 5.15
o =] oy A (5.15)

V-E=-V?4)—V-A= (5.16)
and, in terms of AJ,
V-E=V-A=0 (5.17)
Therefore OA(Z.1)
x
L = 1
Y 0 (5.18)

from which Aj = A = 0 showing that the second gauge transformation does not
destroy the vanishing of the scalar potential. In conclusion, we have shown that it
is possible to choose a gauge such that

A=V -A=0 (5.19)

It follows that the independent degrees of freedom are only two. Unfortunately in
this gauge the explicit Lorentz covariance is lost. Another way of showing that A,
has only two degrees of freedom is through the equations of motion. Let us consider
the four dimensional Fourier transform of A,(x)

A,(z) = / d'k kT 4, (k) (5.20)
Substituting this expression in the equations of motion we get
—k* A (k) + k(K" A, (k) = 0 (5.21)

Let us now decompose A,(k) in terms of four independent four vectors, which can

be chosen as k" = (F, l;), it = (E, —E), and two further four vectors ez(k), A=1,2,
orthogonal to k*
k'ey =0, A=1,2 (5.22)

The decomposition of A,(k) reads
Au(k) = ax(k)e) + b(k)k, + c(k)k, (5.23)
From the equations of motion we get

—k* (axe), + bk, + ck,) + k(0K + c(k - k) =0 (5.24)
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The term in b(k) cancels, therefore it is left undetermined by the equations of motion.
For the other quantities we have

k?ax(k) = c(k) =0 (5.25)

The arbitrariness of b(k) is a consequence of the gauge invariance. In fact if we
gauge transform A, ()

Au(r) = Au(z) + 0,A(x) (5.26)
then

A, (k) — A, (k) + ik, A (k) (5.27)
where

Alz) = / d'k etk A (1) (5.28)

Since the gauge transformation amounts to a translation in b(k) by an arbitrary
function of k£, we can always to choose it equal to zero. Therefore we are left with the
two degrees of freedom described by the amplitudes ay(k), A = 1,2. Furthermore
these amplitudes are different from zero only if the dispersion relation k? = 0 is
satisfied. This shows that the corresponding quanta will have zero mass. With the
choice b(k) = 0, the field A,(k) becomes

Au(k) = ax(k)ey (k) (5.29)

showing that k*A, (k) = 0. Therefore the choice b(k) = 0 is equivalent to the choice
of the Lorentz gauge.

Let us consider now the quantization of this theory. If we would like to require the
explicit covariance of the theory we would require non trivial commutation relations
for all the component of the field. That is

[Au(#,1), 11" (7, 1)] = igy0°(F — 7) (5.30)
[Au(fv t)a Au(gv t)] = [H”(f, t)? Hu(g, t)] =0 (531)
with
me = 95 (5.32)
A,

To evaluate the conjugated momenta is better to write the lagrangian density (see
eq. (5.1) in the following form

1 1 1
L=~ [Apy = A [ = A = A4, AR 4 DA, A (5.33)
Therefore
8£ =AMV —|—AV’” — W (534)
0A,,
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implying

" = 9L _ FHo (5.35)
0A,
It follows or
nm°’=—-—=0 (5.36)
0Ag

We see that it is impossible to satisfy the condition
[Ao(,1), TI°(7,1)] = i6° (7 — §) (5.37)

We can try to find a solution to this problem modifying the lagrangian density in
such a way that II° # 0. But doing so we will not recover the Maxwell equation.
However we can take advantage of the gauge symmetry, modifying the lagrangian
density in such a way to recover the equations of motion in a particular gauge. For
instance, in the Lorentz gauge we have

O’Au(r) =0 (5.38)

and this equation can be obtained by the lagrangian density
1 v
L= —§Au,,,A ’ (5.39)

(just think to the Klein-Gordon case). We will see that the minus sign is necessary
to recover a positive hamiltonian density. We now express this lagrangian density
in terms of the gauge invariant one, given in eq. (5.1). To this end we observe that
the difference between the two lagrangian densities is nothing but the second term
of eq. (5.33)

%AM,VA”’” — o EAM,,,A”]— (09 A,,,) A"

L

2
° ]' 14 v 1 1Y 1 o 2

. [iAWA ] ~0 [5(3 Au)A,,] +5(0"4,) (5.40)

Then, up to a four divergence, we can write the new lagrangian density in the form

1 1

L= —qFuF" - 5(a“AM)2 (5.41)

One can check that this form gives the correct equations of motion. In fact from
oL oL

— ARV AV g (P A =
aAM’V + g ( A)? aAu

0 (5.42)

we get
0= —82A" + 98 A,) — 0"(D A,) = =% A¥ (5.43)
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the term .
—5(3“Au)2 (5.44)

which is not gauge invariant, is called the gauge fixing term. More generally, we
could add to the original lagrangian density a term of the form

A

—5(3“Au)2 (5.45)

The corresponding equations of motion turn out to be
O?A, — (1= N)0"(0*A)) =0 (5.46)

These equations are the same as the Maxwell equations in the Lorentz gauge. There-
fore, in the following we will use A = 1. From eq. (5.42) we see that
oL
I’ =—=-9"A, (5.47)
04y
In the Lorentz gauge we find again II° = 0. To avoid the corresponding problem

we can ask that 0*A, = 0 does not hold as an operator condition, but rather as a
condition upon the physical states

(phys|0" A, [phys) =0 (5.48)

The price to pay to quantize the theory in a covariant way is to work in a Hilbert
space much bigger than the physical one. The physical states span a subspace which
is defined by the previous relation. A further bonus is that in this way one has to
do with local commutation relations. On the contrary, in the Coulomb gauge, one
needs to introduce non local commutation relations for the canonical variables. We
will come back later to the condition (5.48).

Since we don’t have to worry any more about the operator condition I1° = 0, we
can proceed with our program of canonical quantization. The canonical momentum
densities are

_oc

* = == = FH0 _ g0 (p A 5.49
oA, g0 As) (5.49)
or, explicitly
I’ = —9*4,=-4,-V-A
II' = 0Ayg— A = —A" + 9 A° (5.50)

Since the spatial gradient of the field commutes with the field itself at equal time,
the canonical commutator (5.30) gives rise to

[Au(fa t)v All(?j? t)] = _igwé?’(f - g) (551)

94



To get the quanta of the field we look for plane wave solutions of the wave equation.
We need four independent four vectors in order to expand the solutions in the
momentum space. In a given frame, let us consider the unit four vector which
defines the time axis. This must be a time-like vector, n? = 1, and we will choose
n® > 0. For instance, n* = (1,0,0,0). Then we take two four vectors GL)‘), A=1,2,in
the plane orthogonal to n* and k*. Notice that now k? = 0,since we are considering
solutions of the wave equation. Therefore

KN = nie™ =0, A =1,2 (5.52)

The four vectors eg‘), being orthogonal to n# are space-like, then they will be chosen
orthogonal and normalized in the following way

GELA)G(X)” = =0\ (5.53)

Next, we define a unit space-like four vector, orthogonal to n* and lying in the plane
(k,n)

nte® =0 (5.54)
with
ePe®" = —1 (5.55)

By construction 6&3) is orthogonal to el(f‘). This four vector is completely fixed by

the previous conditions, and we get

e = % (5.56)
A last unit four vector we choose n*
) =n, (5.57)
These four vector are orthonormal and we can write
el(;\)e()‘,)u = g (5.58)
and being linearly independent, they satisfy the completeness relation
eNeM g = g (5.59)
In the frame where n#* = (1, 6) and k* = (k,0,0, k), we have
e =(0,1,0,0), €@"=(0,0,1,0), " =(0,0,0,1) (5.60)
The plane wave expansion of A, is
Au(z) = / _dh 23: €N () |an(k)e ™ 4+ o (k) kT (5.61)
V2wi(2m) 35
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where we have included the hermiticity condition for A,(z). For any fixed p, this
expansion is the same as the one that we wrote for the Klein-Gordon field, with the
substitution €Ma,(k) = a(k). Then, from eq. (3.60)

€N (k) (k) = i / &z f2(2)0 ) A, () (5.62)

with the functions f;(x) defined as in Section 3.2. Using the orthogonality of the
eA"'s we find
ax(k) = igwe [ dx € (1) fi(0)017 Ay () (5.63)

and analogously
al(k) = igny [ d'a " (k) A, (@) fela) (5.64)
Comparison with the calculation done in eq. (2.91) we get

lax(k), al, (K')] =
= [ dr dy[ = @) f ) (igugr X" B ) gron 8 (7 — )
= Fi @) Ip) (~igugne e B) (K gsonn (7 - )]

- / P f2(2)idl) o (x)gax (5.65)
and using the orthogonality relations of eq. (3.50)
[ax(k), a, (K] = —gax 8 (k — &) (5.66)
Analogously
[ax(k), ax (K)] = [a (k), ak, (K)] = 0 (5.67)
Again from the comparison of the Klein-Gordon commutators we have
[Au(2), A (y)] = —iguwA(r — y) (5.68)

with the invariant function A(z) defined as in eq. (3.148), but with m = 0. The
commutation rules we have derived for the operators ay(k) create some problem.
Let us consider a one-particle state

L) = [ @ f(k)al(k)l0) (5.69)
its norm is given by
ALY = [k d™ £ (k) () Olax(k)al (¥)[0)
= [ @ @K F )0 0lfar(k), al (K)]0)
= —on [ CEIFH)P (5.70)
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Therefore the states with A = 0 have negative norm. This problem does not come
out completely unexpected. In fact, our expectation is that only the transverse
states (A = 1,2), are physical states. For the moment being we have ignored the
gauge fixing condition (phys|0*A,|phys) = 0, but its meaning is that only part of
the total Hilbert space is physical. Therefore the relevant thing is to show that the
states satisfying the Lorentz condition have positive norm. To discuss the gauge
fixing condition, let us notice that formulated in the way we did, being bilinear in
the states, it could destroy the linearity of the Hilbert space. So we will try to
modify the condition in a linear one

0" A, |phys.) =0 (5.71)

But this would be a too strong requirement. Not even the vacuum state satisfies it.
However, if we consider the positive and negative frequency parts of the field

d3l€ 3 .
AP@) = [ == DB AD@) = (AP (5.72)
\/ 2wk (27)3 3 =0
it is possible to weaken the condition, and require
0" ASD (z)|phys.) =0 (5.73)

This allows us to satisfy automatically the original requirement
(phys.|(8”AL+) + G“Al(;))|phys.> =0 (5.74)

To make this condition more explicit let us evaluate the four divergence of AELJ“)

i0" A (2 e TR S e (k)an (k) (5.75)

Bk
)= / \/ 2wg(27)3 A=0,3

Using eq. (5.56), we get

kel = —(n- k), kel = (n- k) (5.76)

from which
[ao(k) — as(k)]|phys.) =0 (5.77)

Notice that
lao (k) — as(k), al (k') — af(k")] = —0°(k — &) + 6°(k — k') = 0 (5.78)

Let us denote by ®;(ng, n3) the state with ng scalar photons (that is with polarization

¢V (k)), and with ns longitudinal photons (that is with polarization €?)(k)). Then
the following states satisfy the condition (5.73)

20" = L (@ (k) — al (k)" ®;(0,0 5.79

i (ag(k) — a3 (k)™ ®(0,0) (5.79)

m)!
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These states have vanishing norm
12|l =0 (5.80)

More generally we can make the following observation. Let us consider the number
operator for scalar and longitudinal photons

N = [ @ (al(K)as(k) — aj (K)ao(k)) (5.81)

Notice the minus sign that is a consequence of the commutation relations, and it
ensures that N has positive eigenvalues. For instance

Naj(k)|0) = —/ k' aj(K)[ao(K'), ab(k)]|0) = aj(k)[0) (5.82)

Let us consider a physical state with a total number n of scalar and longitudinal
photons. Then

(on|Nlen) =0 (5.83)

since ay and a3 act in the same way on a physical state (see eq. (5.77)). It follows

n(@nlpn) =0 (5.84)

Therefore all the physical states with a total definite number of scalar and longitu-
dinal photons have zero norm, except for the vacuum state (n = 0). Then

(Pnlen) = bnpo (5.85)

A generic physical state with zero transverse photons is a linear superposition of the
previous states
o) = colwo) + Y cil i) (5.86)
i#0
This state has a positive definite norm

(elp) = leo* >0 (5.87)

The proof that a physical state has a positive norm can be extended to the case in
which also transverse photons are present. Of course, the coefficients ¢;, appearing
in the expression of a physical state, are completely arbitrary, but this is not going
to modify the values of the observables. For instance, consider the hamiltonian, we
have

H = /d3x (A, — L] :
. . 1 1
= [ & :[F“OAM—(8*AA)A0+ZFWF””Jri(aAAA)? . (5.88)
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One can easily show the hamiltonian is given by the sum of all the degrees of freedom
appearing in A, (see the Klein-Gordon case, eq. (3.102))

)

H = %/ dz li (AZ2 + (6%1,)2) — A2 - 6143] :

3

- / Bl wy : lz al (k)ax(k) —ag(k)ao(k)] : (5.89)

A=1

Since on the physical states ay and as act in the same way, we get

(phys.| H|phys.) = (phys.| / @'k w3 a}(K)ax(k) phys.) (5.90)

The generic physical state is of the form |pr) ® |p). with |p) defined as in eq.
(5.86). Since only |pr), contributes to the evaluation of an observable quantity ,
we can always choose |¢) proportional to |pg). However, this does not mean that
we are always working in the restricted physical space, because in a sum over the
intermediate states we need to include all the degrees of freedom. This is crucial for
the explicit covariance and locality of the theory.

The arbitrariness in defining the state |¢) has, in fact, a very simple interpreta-
tion. It corresponds to add to A, a four gradient, that is it corresponds to perform
a gauge transformation. Consider the following matrix element

(plAu(x)le) = chem(enl Au(@)om) (5.91)

n,m

Since A, change the occupation number by one unit and all the states |¢,) have
zero norm (except for the state with n = 0), the only non vanishing contributions
come fromn =0, m=1andn=1,m=0

R (k)as (k) + ) (k) ao (k)]|p) + c.c.

w@mwwwmw/ﬁ%%ﬁe

i
(5.92)
In order to satisfy the gauge condition the state |¢1) is of the form
1) = [ da F@lab(a) — ab(a)]10) (5.93)
and therefore
&’k (3) (0) x . —ikx (7
(pAu(z)|e) Z/m[ﬁﬂ (k) + €. (F)][cgere " f(k) +cc]  (5.94)
Wl 2m
From eqgs. (5.56) and (5.57) we have
k
€®) 40 = _2# (5.95)




from which
(plAu(x)]p) = O\ () (5.96)
with

) = &k L ictere R PR+ cc
A() /\/W”k( 0¢1 f(k)+ ) (5'97)

It is important to notice that this gauge transformation leaves A, in the Lorentz
gauge, since
O*A =0 (5.98)

because the momentum k inside the integral satisfies £ = 0.
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Chapter 6

Symmetries in field theories

6.1 The linear c-model

In this Section and in the following we will study, from a classical point of view,
some field theory with particular symmetry properties. We will start examining the
linear o-model. This is a model for N scalar fields, with a symmetry O(N). The
lagrangian is given by

2

1Y 1, A
L= 2 > 000" d; — 5,“2 > bigi — 1 (Z ¢z¢i> (6.1)
i=1 i=1 i=1
This lagrangian is invariant under linear transformations acting upon the vector
¢ = (¢, -+, ¢n) and leaving invariant its norm
. N
6> =" ¢ihi (6.2)
i=1

Consider an infinitesimal transformation (from now on we will omit the index of
sum over the indices which are repeated)

0p; = €, (6.3)

The condition for letting the norm invariant gives
6+ 0" = |6 (6.4)

from which o

¢-00=0 (6.5)
or, in components,

pi€ijp; =0 (6.6)
This is satisfied by

€ij = —€5i (67)
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showing that the rotations in N dimensions depend on N (NN —1)/2 parameters. For
a finite transformation we have

¢ = |9I° (6.8)
with
¢; = Sij b (6.9)
implying
SST =1 (6.10)
In fact, by exponentiating the infinitesimal transformation one gets
S =ef (6.11)
with
el = —¢ (6.12)

implying that S is an orthogonal transformation. The matrices S form the rotation
group in N dimensions, O(N).

The Noether’s theorem implies a conserved current for any symmetry of the
theory. In this case we will get N(N — 1)/2 conserved quantities. It is useful for
further generalizations to write the infinitesimal transformation in the form

5¢)7, = Gl]¢] = _%GABE?Bd)ja 7’7] = ]-7 o '7N7 AaB = ]-7 o '7N (613)

which is similar to what we did in Section 3.3 when we discussed the Lorentz trans-
formations. By comparison we see that the matrices T4 are given by

TP =i(6]'67 — 6:'67) (6.14)
It is not difficult to show that these matrices satisfy the algebra
[TAB, TCD] — —i(SACTBD 4 i(SADTBC - Z'(SBDTAC 4 Z'(SBCTAD (615)

This is nothing but the Lie algebra of the group O(N), and the T4Z are the in-
finitesimal generators of the group. Applying now the Noether’s theorem we find
the conserved current

. 0L

R TOTS
since the N(N — 1)/2 parameters e4p are linearly independent, we find the N(N —
1)/2 conserved currents

0p; = ¢z,u5AB oy (6.16)

JP = —ig TP 0 (6.17)

In the case of N = 2 the symmetry is the same that we have studied in Section 3.6,
and the only conserved current is given by

J/}J2 = _Jil = Q1,402 — P2, (6.18)
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in agreement with (3.169). One can easily check that the charges associated to the
conserved currents close the same Lie algebra as the generators 742, More generally,
if we have conserved currents given by

j;‘ = —z'qsi,”:rz.;‘qﬁj (6.19)

with
(T4, TP = i fAPCTC (6.20)

then, using the canonical commutation relations, we get
(@, Q%) =if""CQ" (6.21)

with .
04 — / &z i (z) = —i / Br $TAg, (6.22)
A particular example is the case N = 4. We parameterize our fields in the form
52 (1, 2, 73, 0) = (7, 0) (6.23)

These fields can be arranged into a 2 x 2 matrix

M=o+i7 -7 (6.24)

where 7 are the Pauli matrices. Noticing that 75 is pure imaginary, 71 and 73 real,
and that 7 anticommutes with 7, and 73, we get

M= TQM*TQ (625)
Furthermore we have the relation
- 1
6> = 0” + |7|* = 5Tr(z\ffM) (6.26)
Using this it is easy to write the lagrangian for the o-model in the form
1 i 1, + 1 i 2
£ = JTr(0,M"9"M) — u*Tr(M'M) — 2=\ (7r(0f 1)) (6.27)
This lagrangian is invariant under the following transformation of the matrix M

M — LMR! (6.28)

where L and R are two special (that is with determinant equal to 1) unitary matrices,
that is L, R € SU(2). The reason to restrict these matrices to be special is that
only in this way the transformed matrix satisfy the condition (6.25). In fact, if A is
a 2 X 2 matrix with detA =1, then

1o ATy = AL (6.29)
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Therefore, for M' = LM R' we get

TQM,*TQ = TQL*M*RTTQ = TQL*TQ(TQM*TQ)TQRTTQ (630)
and from (6.29)
TQL*TQ = TQLTTTQ = LT_I = L
nR'r, = R'=R! (6.31)

since the L and R are independent transformations, the invariance group in this
basis is SU(2);, ® SU(2)g. In fact this group and O(4) are related by the following
observation: the transformation M — LMR' is a linear transformation on the
matrix elements of M, but from the relation (6.26) we see that M — LM R' leaves
the norm of the vector qg = (7, 0) invariant and therefore the same must be true
for the linear transformation acting upon the matrix elements of M, that is on o
and 7. Therefore this transformation must belongs to O(4). This shows that the
two groups SU(2) ® SU(2) and O(4) are homomorphic (actually there is a 2 to 1
relationship, since —L and —R define the same S as L and R).

We can evaluate the effect of an infinitesimal transformation. To this end we
will consider separately left and right transformations. We parameterize the trans-
formations as follows

—

LT, R~1-—

L~1- %*R-f (6.32)

N | .

then we get

5, M = (—%gL-f)M = (—%9} ) (o +i7 - 7) = 59} T+ %(9} AT —0L0)- 7 (6.33)

where we have used

TiTj == 5ij + iez-jka (634)
Since
we get
1= 1 = .
(SLO' = §9L . 7?, (SL7_13 == 5(9L A T — eLO') (636)
Analogously we obtain
1~ S 1.
5RU: —59]{'71', (SRﬂ': 5(91{/\7’(4—91{0) (637)

The combined transformation is given by
1, = L 1. = L
5U:§(HL_9R)'777 57T:§[(9L+9R)/\7T—(9L—9R)0'] (638)
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and we can check immediately that
oo+ 707 =0 (6.39)

as it must be for a transformation leaving the form o2 + |7|? invariant. Of particular
interest are the transformations with 8y = 0 = 0. In this case we have L = R and

M — LML' (6.40)

These transformations span a subgroup SU(2) of SU(2), ® SU(2)g called the diag-
onal subgroup. In this case we have

bo=0, 6T=0AT (6.41)

We see that the transformations corresponding to the diagonal SU(2) are the rota-
tions in the 3-dimensional space spanned by 7. These rotations define a subgroup
O(3) of the original symmetry group O(4). From the Noether’s theorem we get the
conserved currents

. 1 - — 1 = — N —
]é’ = 507”9L'7T+§ ,u'(HL/\'/T_eLU) (6'42)
and dividing by 6;,/2
J =0T — R0 — R AT (6.43)
and analogously .
=0 R+ Ry — Ty AT (6.44)

Using the canonical commutation relations one can verify that the corresponding
charges satisfy the Lie algebra of SU(2), ® SU(2)g

By taking the following combinations of the currents

1 - 1
v _ 7L TR A _ 7L TR
J, = §(Ju +J0),  Jy = §(Ju —J,)) (6.46)
one has
T =7AR, (6.47)
and .
J:‘ =0, — 7,0 (6.48)
The corresponding algebra of charges is
Q. QY] =ienQy, [QF,QF]=ienQr, Q' Q) =ieixQy (6.49)

These equations show that @)} are the infinitesimal generators of a subgroup SU(2)
of SU(2), ® SU(2)g which is the diagonal subgroup, as it follows from

QY , ;] = ieiumr, [Q),0] =0 (6.50)
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In the following we will be interested in treating the interacting field theories
by using the perturbation theory. As in the quantum mechanical case, this is well
defined only when we are considering the theory close to a minimum the energy of
the system. In fact if we are going to expand around a maximum the oscillation of
the system can become very large leading us outside of the domain of perturbation
theory. In the case of the linear o-model the energy is given by

3 3 NIy 3. |1 a 12 = (2 712
H=[eer= [ @r300bi— k] = [ |3 306 + 9ol + VISP)
i=1 0Q; i=1

(6.51)
Since in the last member of this relation the first two terms are positive definite,
it follows that the absolute minimum is obtained for constant field configurations,
such that .
oV (I¢l*)
— =0 6.52
90, (6.52)
Let us call by v; the generic solution to this equation (in general it could happen that
the absolute minimum is degenerate). Then the condition for getting a minimum is
that the eigenvalues of the matrix of the second derivatives of the potential at the
stationary point are definite positive. In this case we define new fields by shifting
the original fields by

Gi — & = bi — v; (6.53)

The lagrangian density becomes
1 -,
L= 50.6/0"¢; = V(|¢' + ) (6.54)
Expanding V' in series of ¢} we get
1 0%V
200,00,

This equation shows that the particle masses are given by the eigenvalues of the
second derivative of the potential at the minimum. In the case of the linear o-model
we have

V =V(|7]*) +

Hqﬁ;qs; + - (6.55)

1, - A=
V= sl + 091 (6.56)
Therefore oV
- 2 P )\ i nk 657
S5 = e+ o) (6:57)
In order to have a solution to the stationary condition we must have ¢; = 0, or
37 = - (6.58)

This equation has real solutions only if u?/\ < 0. However, in order to have a
potential bounded from below one has to require A > 0, therefore we may have non
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zero solutions to the minimum condition only if ;2 < 0. But, notice that in this
case, 12 cannot be identified with a physical mass, these are given by the eigenvalues
of the matrix of the second derivatives of the potential at the minimum and they
are positive definite by definition. We will study this case in the following Sections.
In the case of g2 > 0 the minimum is given by ¢; = 0 and one can study the
theory by taking the term A(|¢|2)2 as a small perturbation (that is requiring that
both A and the values of ¢;, the fluctuations, are small). The free theory is given
by the quadratic terms in the lagrangian density, and they describe N particles of
common mass m. Furthermore, both the free and the interacting theories are O(N)
symmetric.

6.2 Spontaneous symmetry breaking

In this Section we will see that the linear o-model with ;2 < 0, is just but an example
of a general phenomenon which goes under the name of spontaneous symmetry
breaking of symmetry. This phenomenon lies at the basis of the modern description
of phase transitions and it has acquired a capital relevance in the last years in all
field of physics. The idea is very simple and consists in the observation that a
theory with hamiltonian invariant under a symmetry group may not show explicitly
the symmetry at the level of the solutions. As we shall see this may happen when
the following conditions are realized:

e The theory is invariant under a symmetry group G.

e The fundamental state of the theory is degenerate and transforms in a non
trivial way under the symmetry group.

Just as an example consider a scalar field described by a lagrangian invariant under
parity
P: ¢— —0¢ (6.59)

The lagrangian density will be of the type
L= 0,00% — V(e (6.60)
If the vacuum state is non degenerate, barring a phase factor, we must have
P|0) = |0) (6.61)
since P commutes with the hamiltonian. It follows
(0[¢|0) = (0P~ PP~"P|0) = (0|P¢P~|0) = —(0]¢|0) (6.62)

from which
(0]pl0) =0 (6.63)
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Things change if the fundamental state is degenerate. This would be the case in the
example (6.60), if

2 A
V(¢?) = %qﬁ? + 59" (6.64)

with 42 < 0. In fact, this potential has two minima located at

d=+4v, v=4l—-— (6.65)

By denoting with |R) e |L) the two states corresponding to the classical configura-
tions ¢ = +v, we have
P|R) = |L) # |R) (6.66)
Therefore
(R|¢|R) = (R|P~'P$P~'P|R) = —(L|$|L) (6.67)

which now does not imply that the expectation value of the field vanishes. In the
following we will be rather interested in the case of continuous symmetries. So let
us consider two scalar fields, and a lagrangian density with symmetry O(2)

1. - e T N
L=50,8-0"0— 51266 56 9)? (6.68)
where o
¢ =01 + &) (6.69)
For p? > 0 there is a unique fundamental state (minimum of the potential) qg =0,

whereas for y? < 0 there are infinite degenerate states given by
62 = ¢} + ¢3 = v (6.70)

with v defined as in (6.65). By denoting with R(f) the operator rotating the fields
in the plane (¢1, ¢2), in the non-degenerate case we have

R(0)]0) = |0) (6.71)

and
(0l¢|0) = (O|R~*RpR~"R|0) = (0]¢°|0) = 0 (6.72)

since ¢’ # ¢. In the case u? < 0 (degenerate case), we have
R(0)|0) = ) (6.73)

where |#) is one of the infinitely many degenerate fundamental states lying on the
circle |¢|*> = v%. Then

(01¢3]0) = (OIR"1(0) R(8)d: R (O) R(6)|0) = (9]¢7|0) (6.74)
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with
¢ = R(0)¢: R~ (0) # ¢; (6.75)

Again, the expectation value of the field (contrarily to the non-degenerate state)
does not need to vanish. The situation can be described qualitatively saying that the
existence of a degenerate fundamental state forces the system to choose one of these
equivalent states, and consequently to break the symmetry. But the breaking is only
at the level of the solutions, the lagrangian and the equations of motion preserve
the symmetry. One can easily construct classical systems exhibiting spontaneous
symmetry breaking. For instance, a classical particle in a double-well potential.
This system has parity invariance x — —z, where x is the particle position. The
equilibrium positions are around the minima positions, +xzy. If we put the particle
close to xg, it will perform oscillations around that point and the original symmetry
is lost. A further example is given by a ferromagnet which has an hamiltonian
invariant under rotations, but below the Curie temperature exhibits spontaneous
magnetization, breaking in this way the symmetry. These situations are typical for
the so called second order phase transitions. One can describe them through the
Landau free-energy, which depends on two different kind of parameters:

e Control parameters, as ;2 for the scalar field, and the temperature for the
ferromagnet.

e Order parameters, as the expectation value of the scalar field or as the
magnetization.

The system goes from one phase to another varying the control parameters, and the
phase transition is characterized by the order parameters which assume different
values in different phases. In the previous examples, the order parameters were zero
in the symmetric phase and different from zero in the broken phase.

The situation is slightly more involved at the quantum level, since spontaneous
symmetry breaking cannot happen in finite systems. This follows from the existence
of the tunnel effect. Let us consider again a particle in a double-well potential, and
recall that we have defined the fundamental states through the correspondence with
the classical minima

r=xy— |R)

x=—x9 — |L) (6.76)
But the tunnel effect gives rise to a transition between these two states and as a
consequence it removes the degeneracy. In fact, due to the transition the hamiltonian

acquires a non zero matrix element between the states |R) and |L). By denoting
with H the matrix of the hamiltonian between these two states, we get

o= {60 61} (6.77)

€1 €
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The eigenvalues of H are

(€0 +€1,€0 — €1) (6.78)
We have no more degeneracy and the eigenstates are
1
|5) = —=(R) +|L)) (6.79)

V2
with eigenvalue Fg = ¢y + €;, and

1
V2

with eigenvalue F4 = ¢y — €;. One can show that ¢; < 0 and therefore the funda-
mental state is the symmetric one, |S). This situation gives rise to the well known
effect of quantum oscillations. We can express the states |R) and |L) in terms of
the energy eigenstates

|4) (IR) = 1L)) (6.80)

1R) = 7(1S) +14))
L) = 5 (1S) — |4)) (6.81)

Let us now prepare a state, at t = 0, by putting the particle in the right minimum.
This is not an energy eigenstate and its time evolution is given by

L ( —iBst —iBat 1 —iBEgt —itAE
R,tz—(eZSS+67’AA>:—67’5<S+6 A) 6.82
R, 1) 7 |15) |A) 7 |15) [4)) (6.82)
with AE = E4 — Eg. Therefore, for t = 7/AFE the state |R) transforms into the
state |L). The state oscillates with a period given by

2m

In nature there are finite systems as sugar molecules, which seem to exhibit sponta-
neous symmetry breaking. In fact one observes right-handed and left-handed sugar
molecules. The explanation is simply that the energy difference AFE is so small that
the oscillation period is of the order of 10* — 10¢ years.

The splitting of the fundamental states decreases with the height of the potential
between two minima, therefore, for infinite systems, the previous mechanism does
not work, and we may have spontaneous symmetry breaking. In fact, coming back
to the scalar field example, its expectation value on the vacuum must be a constant,
as it follows from the translational invariance of the vacuum

(0]¢(2)[0) = (0" T 3(0)e =7 |0) = (0]¢(0)]0) = v (6.84)

and the energy difference between the maximum at ¢ = 0, and the minimum at
¢ = v, becomes infinite in the limit of infinite volume

2 4 4
H(p=0)—H(¢=0v)=— /V &z [%02 + %v‘ll - Z—A /V &r = Z—Av (6.85)
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6.3 The Goldstone theorem

From our point of view, the most interesting consequence of spontaneous symmetry
breaking is the Goldstone theorem. This theorem says that for any continuous
symmetry spontaneously broken, there exists a massless particle (the Goldstone
boson). The theorem holds rigorously in a local field theory, under the following
hypotheses

e The spontaneous broken symmetry must be a continuous one.
e The theory must be manifestly covariant.
e The Hilbert space of the theory must have a definite positive norm.

We will limit ourselves to analyze the theorem in the case of a classical scalar field
theory. Let us start considering the lagrangian for the linear o-model with invariance
O(N)

L=350u0-0"6—-56-6-2(5-9) (6.86)
The conditions that V' must satisfy in order to have a minimum are
oV -
— =P+ A|p]> =0 (6.87)
Oy

with solutions

. 2
d=0, [P=v’ v=y/ - (6.88)

The character of the stationary points can be studied by evaluating the second
derivatives

0%V
ad)l ad)m

We have two possibilities

= Gum (1 + N@[?) + 20 P16 (6.89)

e 112 > 0, we have only one real solution given by gz; = 0, which is a minimum,
since
0?V

— =t >0 6.90
ooy Omh (6.90)

e 112 < 0, there are infinite solutions, among which gz; = 0 is a maximum. The
points of the sphere |¢|*> = v? are degenerate minima. In fact, by choosing
¢, = vo;y as a representative point, we get

O*V

= 2\0%6 n0m 91
8¢la¢m VOINOmN > 0 (69)
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Expanding the potential around this minimum we get

—

2
V() ~ V L oV

minimum + 5 a¢la¢m

(91 — von) (P — VOmnN) (6.92)

minimum

If we are going to make a perturbative expansion, the right fields to be used are
¢ — vo;n, and their mass is just given by the coefficient of the quadratic term

00 - 0
02V 00 - 0

A = —2U%5 N0y = 6.93

" 93uDy, minimo — THENIIN T (6:93)
0 0 - —2u

Therefore the masses of the fields ¢,, a =1,---, N — 1, and x = ¢y — v, are given
by
mj, =0, m? = =27 (6.94)

By defining
m? = -2 (6.95)

we can write the potential as a function of the new fields

m* I /m2)\ = 2 2 A [ 2 2 ’
V—ﬁ+§mx+ TX ;d)a‘FX +Z (;Q%-FX (696)

In this form the original symmetry O(N) is broken. However a residual symmetry
O(N — 1) is left. In fact, V depends only on the combination X! ¢2, and it is
invariant under rotations around the axis we have chosen as representative for the
fundamental state, (0,---,v). It must be stressed that this is not the most general
potential invariant under O(N — 1). In fact the most general potential (up to the
fourth order in the fields) describing N scalar fields with a symmetry O(N — 1)
would depend on 7 coupling constants, whereas the one we got depends only on the
two parameters m and A. Therefore spontaneous symmetry breaking puts heavy
constraints on the dynamics of the system. We have also seen that we have N — 1
massless scalars. Clearly the rotations along the first N — 1 directions leave the
potential invariant, whereas the N — 1 rotations on the planes a — N move away
from the surface of the minima. This can be seen also in terms of generators. Since
the field we have chosen as representative of the ground state is ¢;|min = vdin, We
have

T2 | min = (267 — 626%) 00 = 0 (6.97)

since a,b=1,---, N — 1, and
7}‘;N¢j|min = z(éféjN — 5?’5;-‘)1;5” = vd] # 0 (6.98)

Therefore we have N — 1 broken symmetries and N — 1 massless scalars. The
generators of O(N) divide up naturally in the generators of the vacuum symmetry
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(here O(N —1)), and in the so called broken generators, each of them corresponding
to a massless Goldstone boson. In general, if the original symmetry group G of the
theory is spontaneously broken down to a subgroup H (which is the symmetry of
the vacuum), the Goldstone bosons correspond to the generators of G which are left
after subtracting the generators of H. Intuitively one can understand the origin of
the massless particles noticing that the broken generators allow transitions from a
possible vacuum to another. Since these states are degenerate the operation does
not cost any energy. From the relativistic dispersion relation this implies that we
must have massless particles. One can say that Goldstone bosons correspond to flat
directions in the potential.

6.4 QED as a gauge theory

Many field theories possess global symmetries. These are transformations leaving
invariant the action of the system and are characterized by a certain number of
parameters which are independent on the space-time point. As a prototype we can
consider the free Dirac lagrangian

Lo = () [id — m]p(x) (6.99)

which is invariant under the global phase transformation

W(w) = ¢ (x) = e IRy(z) (6.100)

If one has more than one field, @} is a diagonal matrix having as eigenvalues the
charges of the different fields measured in unit e. For instance, a term as st ¢,
with ¢ a scalar field, is invariant by choosing Q(¢;) = Q(¢) = 1, and Q(¢) = 2.
This is a so called abelian symmetry since

e_er_ZﬂQ = e_i(a +0)Q e_ZﬂQe_mQ (6.101)

It is also referred to as a U(1) symmetry. The physical meaning of this invariance
lies in the possibility of assigning the phase to the fields in an arbitrary way, without
changing the observable quantities. This way of thinking is in some sort of contradic-
tion with causality, since it requires to assign the phase of the fields simultaneously
at all space-time points. It looks more physical to require the possibility of assigning
the phase in an arbitrary way at each space-time point. This invariance, formulated
by Weyl in 1929, was called gauge invariance. The free lagrangian (6.99) cannot
be gauge invariant due to the derivative coming from the kinetic term. The idea is
simply to generalize the derivative 0, to a so called covariant derivative D, having
the property that D, transforms as ¢, that is

Dyub(z) = [Dutp(2)] = e~ Q%) D () (6.102)
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In this case the term )
YDy (6.103)

will be invariant as the mass term under the local phase transformation. To con-
struct the covariant derivative, we need to enlarge the field content of the theory,
by introducing a vector field, the gauge field A, in the following way

D, = 8, +ieQA, (6.104)
The transformation law of A, is obtained from eq. (6.102)
[0 +ieQA )] = (0, +ieQA), )Y (2)
— (9, +ieQA)e~1Q(T)y,
—iQa(7) [, 4+ ieq(a!, — Lo 6.105
e L+ ieQ)( nT g @) | (6.105)
from which ]
Ay = Ayt 9,0 (6.106)
The lagrangian density
Ly = §lilD —mlp = §[ir" (0, +ieQA,) — m)ip = Lo — edQr" YA, (6.107)

is then invariant under gauge transformations, or under the local group U(1). We see
also that by requiring local invariance we reproduce the electromagnetic interaction
as obtained through the minimal substitution we discussed before.

In order to determine the kinetic term for the vector field A, we notice that
eq. (6.102) implies that under a gauge transformation, the covariant derivative
undergoes a unitary transformation

D, - D, = ¢~ a() p (iQa(z) (6.108)
Then, also the commutator of two covariant derivatives
[D,,D,] = [0, +ieQA,, 0, +ieQA,| = ieQF,, (6.109)

with
F.=0,A, —0,A, (6.110)

transforms in the same way
F,, — e Qo) (iQa(2) — p (6.111)

The last equality follows from the commutativity of F),,, with the phase factor. The
complete lagrangian density is then

- 1
L= Ly+La= Uiy (9, +ieQA,) —m — 7 Fu P (6.112)
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The gauge principle has automatically generated an interaction between the gauge
field and the charged field. We notice also that gauge invariance prevents any
mass term, %MQA“AM. Therefore, the photon field is massless. Also, since the
local invariance implies the global ones, by using the Noether’s theorem we find the
conserved current as

oL

Ju = B o = @Z_)’YM(QCV)@Z} (6.113)
M
from which, eliminating the infinitesimal parameter «,
Ty = 07,Q1 (6.114)

6.5 Non-abelian gauge theories

The approach of the previous section can be easily extended to local non-abelian
symmetries. We will consider the case of N Dirac fields. The free lagrangian

Ly = i@a(m —m), (6.115)

is invariant under the global transformation
U(z) = ¥'(z) = AV(x) (6.116)

where A is a unitary N x N matrix, and we have denoted by ¥ the column vector
with components 1,. In a more general situation the actual symmetry could be a
subgroup of U(N). For instance, when the masses are not all equal. So we will
consider here the gauging of a subgroup G of U(N). The fields v, (z) will belong, in
general, to some reducible representation of G. Denoting by U the generic element
of G, we will write the corresponding matrix Uy, acting upon the fields ¢, as

. A
U=ctal”  peg (6.117)

where T denote the generators of the Lie algebra associated to G, Lie(G), (that is
the vector space spanned by the infinitesimal generators of the group) in the fermion
representation. The generators 7 satisfy the algebra

(T4, T8 = ifaP1¢ (6.118)

where f4P are the structure constants of Lie(G). For instance, if G = SU(2), and
we take the fermions in the fundamental representation,

1/)1]
U = { 6.119
o (6.119)
we have
O.A
T4 = - A=1,2,3 (6.120)
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where o are the Pauli matrices. In the general case the T4’s are N x N hermitian

matrices that we will choose normalized in such a way that
Tr(TAT?) = 25AB (6.121)

To make local the transformation (6.117), means to promote the parameters a4 to
space-time functions
as — aq(x) (6.122)

Notice, that now the group does not need to be abelian, and therefore, in general
e—iO[ATAe—iﬁATA % e—i,BATAe—iO[ATA (6123)

Let us now proceed to the case of the local symmetry by defining again the concept
of covariant derivative

DU (x) —+ [D,¥(@)] = Ulx) D, ()] (6.124)

We will put again
D,=0,+19B, (6.125)

where B, is a N x N matrix acting upon ¥(z). In components
ng = 00" + ig(Bu)ab (6'126)

The eq. (6.124) implies

D,V — (0, +igB,)U(x)¥
= U@)0,¥ +U(2)[U" (2)igB,U ()] + (9,U (x))¥
= U@)[0,+U "(2)igB,U(z) + U '(2)9,U(x)]¥ (6.127)
therefore
U~ (x)igB,U(z) + U™ (2)0,U () = igB, (6.128)
and
B, (r) = U(x)B,(x)U '(z) + é(aﬂU(x))Ul(x) (6.129)
For an infinitesimal transformation
Ulr) = 1 —ioy(x)TH (6.130)
we get
3B, (x) = —ioa()T", Bu(@)] + 4 (Gy0a())T* (6.131)

Since B, (x) acquires a term proportional to T4, the transformation law is consistent
with a B, linear in the generators of the Lie algebra, that is

(B")ap = A4 (T") ap (6.132)
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The transformation law for A, becomes
1
SAY = fAPa Al + —0"ag (6.133)
g

The difference with respect to the abelian case is that the field undergoes also a
homogeneous transformation.
The kinetic term for the gauge fields is constructed as in the abelian case. In
fact the quantity
D, D,|¥ =igF,,¥ (6.134)

in virtue of the eq. (6.124), transforms as ¥ under gauge transformations, that is
([Dy, )W) = igF., W =igF.,U(x)V
U(x)([Dy, D,]¥) = U(z) (igFu) ¥ (6.135)

This time the tensor F),, is not invariant but transforms homogeneously, since it
does not commute with the gauge transformation as in the abelian case

F, =U(z)F,U" (z) (6.136)
The invariant kinetic term will be assumed as
1
Ly = —§TT[FWF“"] (6.137)
Let us now evaluate F),,
igF,, = [D,,D,]=[0,+1i9B,,0,+igB,)]
= i9(8,B, — 8,B,) — ¢°[B,, B.] (6.138)
or
F,, = (0,B, — 0,B,) +ig|B,, B,] (6.139)
in components
Fr = FE'TC (6.140)
with
FE = 0rAY — 0" Al — gf4P AR AY, (6.141)

The main feature of the non-abelian gauge theories is the bilinear term in the pre-
vious expression. Such a term comes because f3? # 0, expressing the fact that G is

not abelian. The kinetic term for the gauge field, expressed in components, is given
by

1
La= 72 FuaFy (6.142)
A

Therefore, whereas in the abelian case L, is a free lagrangian (it contains only
quadratic terms), now it contains interaction terms cubic and quartic in the fields.
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The physical motivation lies in the fact that the gauge fields couple to everything
which transforms in a non trivial way under the gauge group. Therefore they couple
also to themselves (remember the homogeneous piece of transformation).

To derive the equations of motion for the gauge fields, let us consider the total
action

/V d'x [T(id) — m)¥ — g0, B"V] + S, (6.143)

where

1
S1=—3 / d*z Tr(F, ™) (6.144)
1%

and the variation of Sy
0S4 = —/ d*zTr(F,,6F") (6.145)
VvV

Using the definition (6.139) for the field strength we get
0F,, = 0,0B, +1i9(dB,)B, + igB,6(B,) — (1 > v) (6.146)
from which

55, = —2 / d*zTr[F™ (8,08, +ig(6B,)B, + igB.(6B,))] (6.147)
Vv

where we have taken into account the antisymmetry properties of F),,. Integrating
by parts we obtain

55, = —2 / d*aTr[—(8,F"™)6B, — igB,F"6B, + igF" B, B,
14
— 2 / d*aTr [(9,F" + ig|B,, F™)) 6B,]
1%
- / d*x (8,F" + ig|B,, F"]) , 6 Ay (6.148)
1%

where we used the cyclic property of the trace. By taking into account also the free
term for the Dirac fields and the interaction we find the equations of motion

8MF””A + ig[B,, F‘“’]A = gUy'TAY
(i — m)¥ = gv,B*¥ (6.149)

From the first equation we see that the currents \TquA\II are not conserved. In fact
the conserved currents turn out to be

Jd = Uy, T4 — i[B*, F,, " (6.150)
The reason is that under a global transformation of the symmetry group, the gauge

fields are not invariant, said in different words they are charged fields with respect
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to the gauge fields. In fact we can verify immediately that the previous currents are
precisely the Noether’s currents. Under a global variation we have

SAY = fABa, A, 00 = —ia TV (6.151)
and we get
oL oL
o= oU + ———FA, 6.152
’ v, i Ay e ¢ ( )
from which )
Gt = Uy a T — FE fABaaALp (6.153)

In the case of simple compact Lie groups one can define f48¢ = f48 with the
property fAPC = fBCA Tt follows

FE fABC A, T = i[B", F,,) = i[B", F,,)*T*" (6.154)

Therefore )
j* = Uyt a, T4 — i[B,, F"" oy (6.155)

After division by a4 we get the Noether’s currents (6.150). The contribution of the
gauge fields to the currents is also crucial in order they are conserved quantities. In
fact, the divergence of the fermionic contribution is given by

O (U, T4V = —igUy, T B*V + igWy, B* TV = —igWy,[T*, B*]¥  (6.156)

which vanishes for abelian gauge fields, whereas it is compensated by the gauge
fields contribution in the non abelian case.

6.6 The Higgs mechanism

We have seen that the spontaneous symmetry breaking mechanism, in the case of
continuous symmetry leads to massless scalar particles, the Goldstone bosons. Also
gauge theories lead to massless vector bosons, in fact, as in the electromagnetic case,
gauge invariance forbids the presence in the lagrangian of terms quadratic in the
fields. Unfortunately in nature the only massless particles we know are the photon
and perhaps the neutrinos, which however are fermions. But once one couples
spontaneous symmetry breaking to a gauge symmetry, things change. In fact, if we
look back at the hypotheses underlying a gauge theory, it turns out that Goldstone
theorem does not hold in this context. The reason is that it is impossible to quantize
a gauge theory in a way which is at the same time manifestly covariant and has a
Hilbert space with positive definite metric. This is well known already for the
electromagnetic field, where one has to choose the gauge before quantization. What
happens is that, if one chooses a physical gauge, as the Coulomb gauge, in order
to have a Hilbert space spanned by only the physical states, than the theory looses
the manifest covariance. If one goes to a covariant gauge, as the Lorentz one, the
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theory is covariant but one has to work with a big Hilbert space, with non-definite
positive metric, and where the physical states are extracted through a supplementary
condition. The way in which the Goldstone theorem is evaded is that the Goldstone
bosons disappear, and, at the same time, the gauge bosons corresponding to the
broken symmetries acquire mass. This is the famous Higgs mechanism.

Let us start with a scalar theory invariant under O(2)

—

- $)? (6.157)

<y

1. - - - A
L=206-0ld—C0d.6-2
and let us analyze the spontaneous symmetry breaking mechanism. If y? < 0 the
symmetry is broken and we can choose the vacuum as the state

Q;: (U,O), V=7 (6158)

After the translation ¢; = y 4w, with (0]x|0) = 0, we get the potential (m? = —2u?%)

mt 1, m*A 2 Ao 2\2
=t \ = - = 1
V=163 T30 Hf 5 x(de +x7) = (4 +X) (6.159)
In this case the group O(2) is completely broken (except for the discrete symmetry
¢ — —¢2). The Goldstone field is ¢ . This has a peculiar way of transforming
under O(2). In fact, the original fields transform as

01 = —apz, 0y = gy (6.160)

from which
dx = —adpo, dpg = ax + av (6.161)

We see that the Goldstone field undergoes a rotation plus a translation, av. This
is the main reason for the Goldstone particle to be massless. In fact one can have
invariance under translations of the field, only if the potential is flat in the corre-
sponding direction. This is what happens when one moves in a way which is tangent
to the surface of the degenerate vacuums (in this case a circle). How do things change
if our theory is gauge invariant? In that case we should have invariance under a
transformation of the Goldstone field given by

dpa(x) = a(x)x(z) + a(z)v (6.162)

Since «(x) is an arbitrary function of the space-time point, it follows that we can
choose it in such a way to make ¢9(x) vanish. In other words it must be possible
to eliminate the Goldstone field from the theory. This is better seen by using polar
coordinates for the fields, that is
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Under a finite rotation, the new fields transform as
p—p, 0— 0+« (6.164)

It should be also noticed that the two coordinate systems coincide when we are close
to the vacuum, as when we are doing perturbation theory. In fact, in that case we
can perform the following expansion

P2 P2
= /2 + y2 42 2 0 ~ N — 6.165
p= 85+ X+ 2w+ vt x, ix (6.165)

Again, if we make the theory invariant under a local transformation, we will have
invariance under

O(x) — 0(x) + a(x) (6.166)

By choosing a(z) = —f(x) we can eliminate this last field from the theory. The only
remaining degree of freedom in the scalar sector is p(x).

Let us study the gauging of this model. It is convenient to introduce complex
variables

1 , 1 .
= ﬁ(% +igy), ¢ = ﬁ(% — i) (6.167)

The O(2) transformations become phase transformations on ¢

¢

b — 'Y (6.168)
and the lagrangian (6.157) can be written as
L= 0,6'0"6 — 1266 — (' 0)? (6.169)

We know that it is possible to promote a global symmetry to a local one by intro-
ducing the covariant derivative

Oy — (0, +igA,)¢ (6.170)

from which
) . 1 y
L= (0,— ZgAu)d)T(au +igA")p — M2¢T¢ - )‘(¢T¢)2 - ZFMVF” (6.171)

In terms of the polar coordinates (p, §) we have

L if p_ L —if
= e’ = e 6.172
By performing the following gauge transformation on the scalars

6 ¢ = ge (6.173)
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and the corresponding transformation on the gauge fields
1
A, — A’” =A,+ ;@9 (6.174)

the lagrangian will depend only on the fields p and A, (we will put again A}, = A,)

1 2 A 1
L= 5(0u —igAu)p(0" +igAu)p — %pZ -0t = Fw " (6.175)

In this way the Goldstone boson disappears. We have now to translate the field p
p=x+v, (0lx10) =0 (6.176)

and we see that this generates a bilinear term in A,, coming from the covariant

derivative, given by

)

1
3 gPvP A, A (6.177)

Therefore the gauge field acquires a mass
m?% = g*v* (6.178)

It is instructive to count the degrees of freedom before and after the gauge trans-
formation. Before we had 4 degrees of freedom, two from the scalar fields and two
from the gauge field. After the gauge transformation we have only one degree of
freedom from the scalar sector, but three degrees of freedom from the gauge vector,
because now it is a massive vector field. The result looks a little bit strange, but
the reason why we may read clearly the number of degrees of freedom only after the
gauge transformation is that before the lagrangian contains a mixing term

A,0M0 (6.179)

between the Goldstone field and the gauge vector which makes complicate to read
the mass of the states. The previous gauge transformation realizes the purpose of
making that term vanish. The gauge in which such a thing happens is called the
unitary gauge.

We will consider now the further example of a symmetry O(N). The lagrangian
invariant under local transformations is

1 MQ A 9
L= §(D#)ij¢j(D‘u)z‘k¢k — §¢i¢i — Z(¢i¢i) (6.180)

where

g
(Du)ij = 010 + i3 (T47) 5 WL (6.181)

where (T48),,, = i(6{*08 — 6A6F). In the case of broken symmetry (u? < 0), we
choose again the vacuum along the direction N, with v defined as in (6.158)
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Recalling that

Tab ¢]

TN ¢
7 v ¢J min

=wd!, ab=1---N—-1 (6.183)

min

the mass term for the gauge field is given by

1
SO TP (TP e WP

1
2TaN¢)]‘ (TbN)ikd)k‘ in”r;N”fubN
1 1
= 1920252‘52W5NW HON” — Zg2v2 W;NW HoN (6.184)

Therefore, the fields W;}N associated to the broken directions TV acquire a mass
*v? /2, whereas W, associated to the unbroken symmetry O(N —1), remain mass-
less.

In general, if G is the global symmetry group of the lagrangian, H the subgroup
of G leaving invariant the vacuum, and Gy the group of local (gauge) symmetries,
Gw € G, one can divide up the broken generators in two categories. In the first
category fall the broken generators lying in Gy ; they have associated massive vector
bosons. In the second category fall the other broken generators; they have associated
massless Goldstone bosons. Finally the gauge fields associated to generators of Gy,
lying in H remain massless. From the previous derivation this follows noticing that
the generators of H annihilate the minimum of the fields, leaving the corresponding
gauge bosons massless, whereas the non zero action of the broken generators generate
a mass term for the other gauge fields.

The situation is represented in Fig. 6.1.

We can now show how to eliminate the Goldstone bosons. In fact we can define
new fields &, and y as

b = (fiTaNﬁa)iN (x +v) (6.185)

where a = 1,---, N — 1, that is the sum is restricted to the broken directions. The
other degree of freedom is in the other factor. The correspondence among the fields
¢ and (&,, x) can be seen easily by expanding around the vacuum

-rmalN
<€—zT §a> ~ Gin — i(T)nEa = Gin + 026, (6.186)
N

from which
¢i ~ (§as X + ) (6.187)

showing that the &,’s are really the Goldstone fields. The unitary gauge is defined
through the transformation

bi — <eiTGN§“> ¢ =0in(X +v) (6.188)
ij
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Fig. 6.1 -This figure shows the various groups, G, the global symmetry of the
lagrangian, H € G, the symmetry of the vacuum, and Gy, the group of local sym-
metries. The broken generators in Gy correspond to massive vector bosons. The
broken generators do not belonging to Gy, correspond to massless Goldstone bosons.
Th unbroken generators in Gy correspond to massless vector bosons.

w, — eiTaNgaWue_iTaNga - é (@eiTﬂN&l) e_iTaNga (6.189)
This transformation eliminates the Goldstone degrees of freedom and the resulting
lagrangian depends on the field x, on the massive vector fields W;N and on the
massless field Wl‘j”. Notice again the counting of the degrees of freedom N +2N (N —
1)/2 = N? in a generic gauge, and 1+ 3(N — 1) +2(N — 1)(N — 2)/2 = N? in the
unitary gauge.
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Chapter 7

Time ordered products

7.1 Time ordered products and propagators.

One of the most relevant quantities in perturbative field theory is the propagator,
that is the vacuum expectation value of a time ordered product of two fields. To
introduce the propagator from a physical point of view we will consider a charged
Klein-Gordon. As we know from Section 3.6, the field ¢ destroys a particle of charge
+1 and creates a particle of charge —1. In any case the net variation of the charge
is —1. In analogous way the field ¢ gives rise to a net variation of the charge equal
to +1. Let us now construct a state with charge +1 applying ¢! to the vacuum

e RY (i m, 1) (7.1)

() = )0 = | ﬁ

where |E, m, 1) is the single particle state with charge +1, momentum k and mass m.
We want to evaluate the probability amplitude for the state, [1/(7,t)), to propagate
to the same state, [¢)(Z,t')), at a later time ¢ > ¢. This is given by the matrix
element

0" — 1) (@, )] (7, 1)) = 0(t' — 1){0]6(Z, )61 (7, 1)[0) (7.2)

It turns out to be convenient to think to this matrix element as the one corresponding
to the creation of a charge +1 at the point ¢ and time ¢, and to its annihilation at
the point # and time ¢'. This interpretation is a correct one, since the state |¢(i/, 1))
is eigenstate of the charge density operator

p(Z.O1(7,1)) = [p(Z,1), 6" (7,1)]|0) = +6°(Z = 7)o" (7, 1)|0) = 6*(Z = P)[v(7, t()7> )
where we have used eq. (3.197) |
p=: i¢fa§‘)¢> : (7.4)

and the canonical commutation relations.
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Fig. 7.1 - The two probability amplitudes contributing to the process np — np.

However for ¢ < t we could reach the same result by creating a particle of charge
-1 at (#,t'), and annihilating it at (%, ¢). The corresponding amplitude is
0(t —t)(0l¢' (7, ) (7, )]0) (7.5)

The situation is represented in Fig. 7.1, where we have considered the case of a
charged particle exchanged between a proton (charge +1) and a neutron(charge 0).
The total amplitude is obtained by adding the two contributions together. We define
the vacuum expectation value of the time ordered product (T product) of two fields
as

OIT(p(x)9"(y)10) = (01T (" (y)¢(x))]0)
0(x0 — y0) (06 ()8 (1)]0) + 0(yo — 20) (06 (y) ¢()[0)
—iAp(x —y) (7.6)

The function Ap(z — y) is called the Feynman propagator, and we will show
immediately that it depends indeed on the difference of the two coordinates x and
y. Using the expressions (3.193) for the fields, we find

—idplr—y) = [ % &K (6o — ) ) fo (@) (0la(F)al (F)|0)
00 = o) Fe(y) i ()OI (E )W () 0)]
— /(d_ki[g(xo _ yo)e—ik(x - y)

27T)3 ka
4 B(yo — xo)etFT — y)] (7.7)

where, we recall that ky = wi. This expression can be written in a more convenient
way by using the following integral representation of the step function

e—zwt

8(t) = lim iﬂ / dw (7.8)

n—0+

w4
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This representation can be verified immediately by noticing that for ¢ < 0 the inte-
gral is convergent in the upper complex half-plane of w. Since there no singularities
in this region (the integral has a pole at w = —in)), we see that the integral vanishes.
In the case ¢ > 0 the integral is convergent in the lower half-plane. Then we pick
up the contribution of the pole (in a clockwise direction) and we find

—iAp(x—y):i/ 3k /dw 1 [e—iw(xo_—yo)e—ik(x—y)

(2m)* 2wy, W+

+weik($ - y)] (7.9)

By the following change of variable ky = w 4+ wy, we get

—iAp(x —y) =

/ 'k 1 [e—i’f(x—y) ik (z —y)
A

27)4 2wy,

— + -
ko —wr +1n kg — wr +1in

_ 2/ d'k 1 _ik(z —y) l L _ ! ]

(2m)4 2wy, ko —wr+1in ko4 wr —in

4 —1k(z —
z/ (dk e~ Y) (7.10)

2m)* k2 — m? + e
where we have defined € = 2nwy. Notice that € is a positive quantity. Then

1. o—ik(z —y)
Arlw—y) = _/ (%4 k2 — m? +y¢e (7.11)

From this representation it follows that Ap(z) is a Green function for the Klein-
Gordon operator

(0% + m*)Ap(z) = §*(x) (7.12)

That the T-product is a Green function for the Klein-Gordon operator is a simple
consequence of its very definition, by using the canonical commutators

(0% +m?) (01T (6 () ())]0) = T3 (OIT (¢ ()" ()) 0)

|
+ (OIT((=V2 +m*)g(x)¢' ())]0) .
= (0[8(z0 — yo)[d(x), &' (1)]]0) + Ao (0| T (p(x) ¢ (y))|0)
) T
)

+ (0T((— V2+m o(z)8'(y))]0)
= (0[6(xz0 — o) [$(x), 6" (1)][0) + (OIT (82 + m*)d(x)6'(y))|0)
= —id*(x —vy) (7.13)

It is easily seen that an analogous result holds for the hermitian Klein-Gordon field,
that is

Ap(r —y) = i{0|T((x)¢(y))[0) (7.14)
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Fig. 7.2 - The integration path C.
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C -
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Fig. 7.3 - The integration path C_.

All the invariant functions we have encountered so far can be obtained by specifying
in a convenient way the integration path of the following integral

d4k e—ikl’

Ac(z) = / B E— (7.15)

o (2m)* k? — m?

In fact the integrand has two poles in ky, which are located at ky = Fwy, with

Wi = \/|l_c»|2 +m?2. To define the integral we need to specify how the integration
path goes around the poles. In particular, we can define the two integration paths
C. given in Figs. 7.2 and 7.3. Correspondingly we have the following integrals

d4]{7 e—ik’$
+ . .
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Re(onega)_
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C
Fig. 7.4 - The integration path C
We find
) d4]€ e—ikx d?’k e—ikl‘ +) (=)
A = —/ :/ = , -
@ == o T v p 2 0@ W)
(7.17)
where we have used eq. (3.149). Also
d3]€ eikl‘ +
(=) :_/__:_ ) = 16O (+)
M) =~ [ G =AY @ = 0@, 6 V)] (118
It follows
AP () + A (2) = iA(z) (7.19)

and using eq. (3.147), iA(x — y) = [¢(x), #(y)]. Therefore the commutator can be
represented as
d4]€ —ikx

e
A(x) = —/ —_— 7.20
(%) c (2m)* k2 —m? ( )
with C' given in Fig. 7.4.

In the case of Ap, the poles position is the one in Fig. 7.5. Then it can be also
defined by taking the poles on the real axis and choosing an integration path Cp,
as specified in Fig. 7.6. That is

d4]€ e—ikl’
Ap(z) = _/CF R —mE (7.21)
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Fig. 7.5 - The position of the poles in the definition of Ap(x).
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Fig. 7.6 - The integration path Cp.

Using eqs. (7.7), (7.17) and (7.18), we see that
Ap(z) = i0(z0) A (2) — i0(—20) A (2)

(7.22)

Let us also notice that all the A invariant functions defined on a close path C,
satisfy the homogeneous Klein-Gordon equation. In fact, the action of the Klein-
Gordon operator removes the singularities from the integrand, leaving the integral
of an analytic function, which vanishes due to the Cauchy theorem.

For a free Dirac field, the Feynman propagator has a similar definition

Se(@ = y)as = —i{0|T (Ya(2)¥s(y))|0)
but with the T-product defined as follows

T(%a(2)(y)) = 0(@0 — yo)Ya()15(y) — (o — 20)¥s(y)vha(2)
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Notice that B ~
T(Ya(@)hs(y)) = =T (¥s(y)alz)) (7.25)

(an analogous property holds for the Klein-Gordon case, but with a plus sign). The
minus sign introduced in the definition of the T-product for the Dirac field, is needed
because only in this way it may represent the Green function for the Dirac operator.
In fact

(105 = m)agT (5 (x) (1))
= i(70)apd (20 — ¥0) [d’ﬁ(@a ﬂ_}v(y)L = 10(0 — Y0) (70)as(70)5,0° (7 — §)
= 0"z — y)0ay (7.26)
that is X
(i0 — m)Sp(z) = §*(x) (7.27)

It is clear that the choice of sign is related to the way in which we perform the
canonical quantization. From the property of Sg of being the Green function of the
Dirac operator, we can see that

Sp(z) = —(i0 + m)Ap(z) (7.28)
and
'k _ipr k+m d'k gy k+m
_ _ 2
Sr() / (2%)46 k? —m? + ie /CF (2#)46 k? —m? (7.29)

Finally we consider the photon propagator. The only difference with the Klein-
Gordon case is that the polarization vector give an extra factor —g,,, and therefore

. Ak e~k
O (4D A WI0) = ~ig [ 7573 (7.30)
Defining .
d4l€ e—lkib'
D(z) = —/Wm (7.31)
we get

(OIT(Au(2) Ay (9)|0) = +igu D(z — y) (7.32)

7.2 A physical application of the propagators

The choice of the integration paths in eq. (7.15) allows us to define various types of
Green’s functions according to the boundary conditions we require. Suppose that
we want to solve the Klein-Gordon in a given external source

(0% +m*)d(x) = j(x) (7.33)
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Fig. 7.7 - The integration paths for G, and Gaqy.

The solution can be given in terms of the Green’s function defined by
(0* + m*)G(z) = 6*(x) (7.34)

In fact,
o(@) = 0" (x) + [ d'y Gz —1)i() (7.35)

where ¢(¥)(x) satisfy the homogeneous Klein-Gordon equation and it is chosen in
such a way that ¢(x) satisfies the boundary conditions of the problem. For instance,

if we give the the function ¢(x) at t = —oo we may require
. T (0)
Jlim_6() = lim ¢(z) (7.30

Then, to satisfy the boundary conditions it is enough to choose for G(z) the retarded
solution defined by
Gret(Z,29 < 0) =0 (7.37)

Such a solution can be found easily by applying the method we have illustrated
in the previous Section. By choosing the integration path as in Fig. 7.7, that is,
leaving both poles below the path we get

d4]€ e—ikl’

Grer() = — /C N (7.38)

Clearly Gye(z) vanishes for xy < 0. In fact, in this case, we can close the path
on the half-plane Im w > 0 without hitting any singularity, therefore the function
vanishes. In analogous way we can define a function G4, (x) vanishing for zy > 0, by
choosing a path below the poles (see Fig. 7.7). By integrating explicitly over w one
sees easily that the retarded solution propagates forward in time both the positive
and negative energy solutions, whereas the advanced one propagates both solutions
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backward in time. By using the expression (7.7) for the Feynman propagator we see
that it propagates the positive energy solutions forward in time and the negative
energy ones backward in time. In fact, Feynman and Stueckelberg showed that the
backward propagation of the negative energy solutions is equivalent to the forward
propagation of the anti-particles. The Feynman propagator acquires its full meaning
only in the quantum theory, where. as we shall prove, it represents the central
element of the perturbation theory.

In order to stress the relevance of the Feynman propagator we will consider now
a simple application of what we have learned so far. Let us consider two static
point-like electric charges placed at #; and ;. They can be described by the charge

density
§o(@) = > end* (& — Tn) (7.39)
m=1,2
where e, are the values of the electric charges. The current density vanishes because
we have supposed the charges to be static. Therefore the interaction hamiltonian is

Hin = — Lins = / Pz (1) A (2) = Y emAy(Fm, 0) (7.40)

m=1,2

In this equation we have taken the electromagnetic field operator Ay at the time
t = 0, because in this case it will be more convenient to use the Schrodinger rep-
resentation. We have worked so far with the Heisenberg representation because it
turns out to be more convenient from the point of view of the relativistic covariance
of the formalism, but the problem we will be interested here is the evaluation of the
interaction energy between the two charges. We recall that the Heisenberg and the
Schrodinger representation, as far as the operators are concerned, are related by

A (t) = et gge—1HL (7.41)

where Ap(t) is the operator in the Heisenberg representation and Ag is the operator
in the Schrodinger one. Therefore the two operators are the same at ¢ = 0. To
evaluate the interaction energy we can do a perturbative calculation by evaluating
the energy shift induced by the interaction hamiltonian. Since the electric charges
are classical we are quantizing only the photon field A (Z,0), and the state that we
are perturbing is the vacuum state (the state without photons). Since

(0| Hin0) = 0 (7.42)

we must evaluate the energy shift at the second order in the perturbative theory.
We will have

(0| Hing| 1) (n| Hing |0 A3k
ap =y OO [ oy By o) (743

The only state which contributes in the sum is the state with a single photon of
energy wy. By using the expression for Hj,; and the following representation for

133



MN

Fig. 7.8 - The graphical description of eq. (7.46).

1/wk
= lim 2/ dt ¢~ U wr —ie)t gy (7.44)
e—0t

we can write AFE in the form (notice that we have suppressed the limit because the
resulting expression is regular at for e — 07).

AE = —iZemen/ & /oodt e~ IOKE (0] Ag (20, 0)|F) (K| Ao (1, 0)]0)
m,n 0

= =i emen / & / dt 0(1) (0| Hot Ay(z,, 0)e ™ Hot |BY (K] Ao (T, 0)[0)

= iy / dt 0(t)(0) Ao (T, t) Ao (Zpm, 0)]0) (7.45)

where Hj is the free hamiltonian for the electromagnetic field. To get this expression
we have used the completeness (recalling again that Ay couples only states that differ
by a photon), and now the operators appearing in the last line can be interpreted as
operators in the Heisenberg representation. By writing explicitly the various terms
in the sum we get

AE = —i/ dt9()[€3(0 Ao, £) Ao(71, 0)[0) + €165 (0] Ao (1, 1) Ao(s, 0)]0)
+ e1e(0]Ag(Fa, £) Ao (1, 0)[0) + €3(0] Ao (T2, 1) Ao (&2, 0)]0) (7.46)

The intermediate states description of these four contributions is given in Fig. 7.8.
Notice that the first and the fourth diagram describe a correction to the intrinsic
properties of the charges, and since we are interested in the evaluation of the inter-
action energy we can omit them from our calculation. Then, the energy interaction
AFE, is given by

AEnp = —ieres / dt ()0 Ao+, £) Ao(2, 0) 0)
+ (0] Ao (T, 1) Ao(71,0)]0)] (7.47)
Sending ¢ — —t in the second term, we get
AE;, = —ieies / 8 [8(1)(01 Ao (71, 1) Ao (72, 0) 0)
+ O(—1){0] Ag (&2, —t) Ao(#1, 0)]0)] (7.48)
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and using H,|0) = 0,

(0] A (To, ) Ag(71,0)[0) = (0] Hol (i, 0)e Hol Ay (), 0)e~Hot )
Therefore our final result is

AEy, = —ieies / dt (0| (Ao(Z1, 1) Ao (T2, 0))[0) (7.50)

We see that the energy interaction is expressed in terms of the Feynman propagator.
Recalling the eqs.(7.31) and (7.32) we get

ke e—tk(r1 — 29)
AEIQ = 6162/ dt/ 4 12 T e
A3k elk(xl ) eres 1
= = b1
6162/ @} R dr |71 — o (7:51)
To evaluate the integration over
. d3k ezEaE‘
2 R
v / CRETT 5%(7) (7.52)
and .
62@ = — 4713 (1) (7.53)
from which

d3k Z];f 1 1
/ = (7.54)

135



Chapter 8

Perturbation theory

8.1 The electromagnetic interaction

As we already discussed the electromagnetic interaction can be introduced for an
arbitrary charged particle via the minimal substitution or invoking the gauge prin-
ciple

0, — 0, +ieA, (8.1)

Fore instance, in the Klein-Gordon case one gets the lagrangian density for a charged
field given by

- [(aﬂ + ZeAM)d))]T [(au + ieA”) d)] — m2¢T¢ _ %FMVFMV (82)

In this case the interacting part is given by

Lin. = —ie [$'0,0 — (0,0")0] A* + €2 A%¢1¢ (8.3)
We see that the gauge field is coupled to the current
ju = ie 610,06 — (9,6")9] (8.4)

but another interacting term appears. This term is a straight consequence of the
gauge invariance. In fact the current j, which was conserve in absence of the inter-
action is now neither conserved, neither gauge invariant. Consider the infinitesimal
gauge transformation

0p(z) = —ieA(z)p(z),  6A,(z) = 0,A(2) (8.5)
then
0 Lsree = ieN ,¢T0 P — i, T A = j*0,A (8.6)
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and writing L;,; in the form
Ling = —juAF + A% ¢ (8.7)
we find
OLint = —Ju N — (07,) A" + 262A,MAH¢T¢ (8.8)

The first term cancels with the variation of Lgee, whereas the other two terms cancel
among themselves

0ju = ie |8 (—ie)A b — ieh ,pl| = 26°A 010 (8.9)

This shows that the A? term is necessary to compensate the fact that ¢4, # 0 since
the current is not gauge invariant. In fact the conserved and gauge invariant current
comes by using the Noether’s theorem

Ju=ie [¢1(0, +ieA,)p — (0, — ieA,)d)o| = j, — 224,670 (8.10)

The situation is far more simple in the case of the Dirac equation where
— A 1 — A P 1
Liee = (10 — m)yp — ZF“VFW — P(i0 — eA —m)y — ZF“VFW (8.11)

giving the interaction term B
Lin, = —eypAr (8.12)

Here the gauge field is coupled to a conserved and gauge invariant current. As a
consequence —j, A" is the only interaction term. In fact,

6 Livee = ehy b A* = j, A (8.13)

and
O0Ling = —Ju0 A" = —j, AV (8.14)

The canonical quantization for an interacting system follows the same procedure
as in the non interacting case. We require canonical commutation and/or anti-
commutation relations at equal times for the various fields. For different fields we
require equal time vanishing commutation (anticommutation) relations for spin inte-
ger (half-integer) fields, whereas we require zero commutation relations among fields
of integer spin and fields of half-integer spin. Usually the canonical commutation
relations among the fields are not changed by the interactions with respect to the
free case. However this is not the case if the interaction term involves derivatives of
the fields. This follows from the definition of the canonical momentum densities

. a_L . a£free + a£int
06 09 09

i

(8.15)
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For instance, for the charged scalar field we get

=1l = g—g = ¢t —iept A%, Tf =Ty = ¢ + iepA° (8.16)

Since the canonical momenta contain the time component of the gauge field, one can
verify that the canonical commutators among the scalar fields and their derivatives
are changed by the interaction. Also the propagators are modified. However we
will not insist on this point, because in practice it has no consequences on the
perturbation theory (see later). When derivative interactions are not present the
canonical momentum densities coincide with the free ones, and we get

H = H¢ — L= H¢ - *Cfree - 'Cint — %free - 'Cint (817)

and therefore
Hint - _ﬁint (818)

This is what happens for the interaction between a Dirac and the electromagnetic
fields. The corresponding theory is called QED (Quantum Electro Dynamics). We
recall also that in general the hamiltonian and the electromagnetic current are nor-
mal ordered in such a way that the vacuum is an eigenstate of these operators with
vanishing eigenvalues. Therefore the interaction term is written as

Lo = —c 5 Dy : A" (8.19)
We can verify that this is equivalent to write
Lin = =511, 7] A" (8.20)
For instance, if we consider the electric charge, we get
Q=5 [ da(@'v = 0'0)
= 5 X[ @b +dp ' ) bl ) — ', ),
=53 [ )b, n) - 241 )y, )

= [t (v, ), b(p )]+ [d(p, ). di(p,m)] | =@ (8.21)

since the two anticommutators cancel out among themselves.

8.2 The scattering matrix

The scattering processes are a central element in the study of the elementary parti-
cles, since they are the only experimental technique available. In the typical scat-
tering process the incoming particles are prepared in a state of definite momentum,

138



after that the scattering process os some target has taken place, one looks at the final
states. In ordinary quantum mechanics this situation is well described by using free
wave functions for the initial and final states. This description is certainly correct
if one has to do with short-range potentials. In field theory this representation is
not really correct, since also in absence of reciprocal interactions the particles have
self interactions as we have already noticed. For instance, a real electron can be
thought of as if it would have a surrounding cloud of photons which can be emit-
ted and absorbed also when very far from other electrons. A rigorous treatment of
these problems is highly non trivial and it is outside of the scopes of this course.
Therefore we will confine ourselves to a rather intuitive treatment of the problem.
On the other side the imitations of the method will be rather obvious so it may well
constitute the basis for a more refined approach. To simplify the matter we will
make use of the adiabatic hypothesis. This consists in looking at a scattering
process in the following way. At time ¢ = —oo we will suppose that our system
can be described in terms of free particles, that is with the interaction turned off.
Between t = —oo and a time ¢t = —T', much before the scattering process takes
place, we let the coupling describing the interaction grow from zero to its actual
value. In the interval —T <t < 4T, the coupling stays at this value, and then from
t = 4T and t = +oo the coupling goes again to zero (see Fig. 8.1)

g(t)

-T T ot

Fig. 8.1 - The adiabatic switching of the coupling constant.

In practice this can be realized by defining the interacting part of the hamiltonian

as
Hin(t,6) = eI H,,, (8.22)

performing all the calculations and taking the limit € — 0" at the end. The consis-
tency of this procedure has been shown by various authors and a detailed discussion
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can be found, for instance, in the book by Jauch and Rohrlich, Theory of Photons
and Electrons.

By using the adiabatic hypothesis we can now discuss the perturbative calcula-
tion of the scattering amplitudes. The perturbative expansion will be possible only
if the interaction term is small. For in stance in QED one gets a series of powers
in the fine structure constant e?/4r ~ 1/137, therefore, if the coefficients of the
expansion do not grow too much, the expansion is justified. Let us start with the
equation of motion for the states in the Schrodinger representation

0|®s (1))

i, = Hs|@s(1)) (8.23)

Suppose also that we have two interacting fields A and B. Then we can write

Hs = H¢ + H} (8.24)

with
H} = HY(A)+ HX(B) (8.25)

and
Hl = HL(A, B) (8.26)

where HZ2(A) and H2(B) are the free hamiltonians for the fields A and B, and
HY is the interaction hamiltonian. It turns out convenient to introduce a new
representation for the vectors of state, the interaction representation. This is defined
by the following unitary transformation upon the states and on the operators in the
Schrodinger representation

- 770 =770 =770
0(1)) = et Hst|dg(t)),  Ot) = st Oge—Hst (8.27)

Of course the matrix elements of any operator in the interaction representation are
the same as in the Schrodinger representation

(@' (D0 (1)) = (P5(1)|0s|Ps(1)) (8.28)

We have also H2 = H°, where H? is the free hamiltonian in the interaction represen-
tation. Notice also that the interaction representation coincides with the Heisenberg
representation when we switch off the interaction. In the interaction representation
the time evolution of the states is dictated by the interaction hamiltonian

ZM _ ;9 (engt@s(t»)

ot ot
= —HHIS (1)) + S (HY 4 HI)| D (1))
_ st =it () (8.29)
from which _8|<I>(t)> )
i = HY (1) (8.30)
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where H' is the interaction hamiltonian in the interaction representation. On the
other side the operators evolve with the free hamiltonian. Therefore, in the in-
teraction representation they coincide with the Heisenberg operators of the non-
interacting case.
In order to describe a scattering process we will assign to the vector of state a
condition at t = —o0
|®(—00)) = [®:) (8.31)

where the state ®; will be specified by assigning the set of incoming free particles
in terms of eigenstates of momentum, spin and so on. For instance, in QED we will
have to specify how many electrons, positrons and photons are in the initial state
and we will have to specify their momenta, the spin projection of fermions and the
polarization of the photons. The equations of motion will tell us how this state
evolves with time and it will be possible to evaluate the state at ¢ = 400, where,
ideally, we will detect the final states. In practice the preparation and the detection
processes are made at some finite times. It follows that our ideal description will
be correct only if these times are much bigger than the typical interaction time of
the scattering process. Once we know ®(+00), we are interested to evaluate the
probability amplitude of detecting at ¢ = +00 a given set of free particles (see the
adiabatic hypothesis) specified by a vector state ®;. This amplitude is

Sti = (P f|P(4+00)) (8.32)
We will define the S matrix as the operator that give us |®(+00)) once we know
|®(—00))
|®(400)) = S|P(—00)) (8.33)
The amplitude Sy; is then
Spi = (®|5]®:) (8.34)

ThereforeSy; is the S matrix element between free states. To evaluate the S matrix
we first transform the Schrodinger equation in the interaction representation in an
integral equation

9(0)) = [®(—o00)) — i [ diy (1) |(0)) (5.3)

One can verify that this indeed a solution, and furthermore it satisfies explicitly the
boundary condition at ¢t = —oo. The perturbative expansion consists in evaluating
|®(t)) by iterating this integral equation

(1)) = [@(~00)) ~i [

t

_dh H'(t,) [|d>(—oo)) — z/too dty H'(t5)|®(t2))| (8.36)

Continuing the iteration we get

®(t) = [1 —i/t dt, H () + (—i)Z/t dt, /tl dty H (1) H' (1)

+ ...]|q>(_oo)> (8.37)
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Of course this is meaningful only if the expansion is a convergent one. By taking
the limit for t = +00 we get the perturbative expansion of the S matrix

th—1

S=1+ i(—i)" /_;oo dt, /_t; dtQ---/_oo dty [H'(t))H' (t2) -+ H'(t)] (8.38)

We can rewrite this expression in terms of T-products

S—1+3 (_ni!)n /_+°° dt, --/_+°° dt, T (H' (1) - H'(t,)) (8.39)

The T-product of n terms means that the factors have to be written from left to
right with decreasing times. For instance, if ¢t; >ty > --- > ¢,, then

T(H'(ty) -~ H'(t,)) = H'(t1) - -- H'(t,) (8.40)

The equality of the two expressions (8.38) and (8.39) holds term by term. As an
example, consider n = 2. The term in eq. (8.39) can be written as

A = /tlt : dt ds T (H'(t)H'(s))
— [ Hf(t)( " ds H’(s)> +/tt dt (/tt ds HI(s)) H'(t) (8:41)

t1 t1

By looking at Figs. 8.2 and 8.3 one sees easily that exchanging the integrations on

s and t one gets
l2 2 t2 s
/ dt / ds = / ds [ dt (8.42)
t1 t t1 ty

t2
t2

tl

tl t2 t

Fig. 8.2 - The figure represents schematically the integral fttf dt fttz ds.
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t2

t1 /s

tl

tl t2 t
Fig. 8.3 - The figure represents schematically the integral j;ff ds [} dt.

Therefore

to t to S
A= dt [ ds H'(t)H(s) + ds | dt H (s)H'(t) (8.43)

t1 t1 t1 t1

and exchanging s <+ t in the second integral

a2 [T ar [ ds H0)H ) (3.44)
1 1
The result for the n'® term in the series can be obtained in a completely analogous
way.

Since the S matrix connects the set of free states at ¢t = —oo with a set of free
states at ¢ = 400, it should represent simply a change of basis and as such it should
be unitary. From this point of view the unitarity property of the S matrix is a
very fundamental one because it has to do with the very fundamental properties of
quantum mechanics. So it is important to check that at least formally (this refers
to the fact that we don’t really know if the series which we have found for the S
matrix is a convergent one) the expression (8.39) represents a unitary operator. In
order to do that we start rewriting S in the form

+

S = T(e_i /—oo i (t)) (8.45)

This expression is a symbolic one and it is really defined by its series expansion

s=3 5 (/+°° dt H’(t))n _y /+°° dty - dt, T (H' (1) - H' (1))

— n! —0 — nl Jow
(8.46)
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The motivation for introducing the T-ordered exponential is that it satisfies the
following factorization property
to

O(t)dt

P OO (s OO OO (8.47

To prove this relation we first consider the following expression (¢; < ty < t3)

T(/:O(t)dt)" - /tt :’ dsy -+ ds, T (O(s1) -+ O(sy))
= (/:+ h) ([ ) ([ [ s T (OG5 OGs0)
z:: B /: dsl---dsn_k

/;2--- " dzy -+ dzp T(O(s1) - O(8£)O(21) - - - O(2x))

X
1 t1
- n! t3 t3 ; )
- ggii?fiTZSTZJ.A; o] dsie s T (O(s1) -+ Olsns)
to to
X / dzy+--dz, T(O(z1) -+ - O(2)) (8.48)
t1 t1

In the last term we have used the fact that all the times z; are smaller than the
times s;. What we have proved is the relation

dt O(t))n_k ol

n ts

T( ° dt O(t)>nzz(n+;€)!k!7’< 5

t k=0

to k

dt O(t)) (8.49)
t1
The factorization property (8.47) follows immediately if we remember that the anal-
ogous property for the ordinary exponential

0T cach (8.50)
just follows from the binomial expansion
Cl—i—b_ooi n_ooin n! n—kpk
e _;]n!(aw) _;]n!,;)(n—k)!k!a b (8.51)
using
2.2 =22 (8.52)
n=0k=0  k=0n=k

and putting h = n — k. Since eq. (8. 49) generalizes the binomial formula to 7-
products of powers of time integrals of operators, by the same token we get the
formula (8.47). With this property we can now prove the unitarity of any operator
of the form .
"atow)
U=T(e Ju ) (8.53)
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with O(t)a hermitian operator. To this end let us divide the time interval (¢;,¢;) in
N infinitesimal intervals At with

then we can write

N—o00
from which _ ) )
Ut — Lim etiAtO(t) +iAtO(ts) . +iALO(ty) (8.56)

N—oo

and the unitarity follows immediately.
Let us notice that if there are no derivative interactions we have

S = T(e_i /—oo drf (t)) = T(e—i_i/ A Ei‘“) (8.57)

It follows that if the theory is Lorentz invariant, also the S matrix enjoys the same
property. One could think that for theories with derivative interactions the Lorentz
invariance is lost. However it is possible to show that also in these theories the
S matrix is given by the same equation. To see that the S matrix is Lorentz
invariant, notice that the statement would be trivial but for the presence of the 7-
product. However this is invariant under proper Lorentz transformations for time-
like separations (remember that a proper Lorentz transformation cannot change the
sign of the time component of a four-vector). In the case of space-like separations
consider, for instance, the second order term in the series for S

/ d*zy d*a, [9(1:(1] — ) Ling (21) Ling (2) + 0(2Y — 29) Ling (22) Ling (xl)} (8.58)

Since we integrate over x; and x5, the separation between the two points can be ei-
ther space-like either time-like. However, if the lagrangian density is a local function
of the fields, it follows that

[Lins (1), Ling(22)] =0  per (z; — 29)* <0 (8.59)
and therefore for (z; — z)? < 0 we get
T(Line(21) Lins (72)) = Ling (1) Ling (72) (8.60)

This shows that the T-product of local invariant Lorentz operators is Lorentz in-
variant. We had an example of this property when we evaluated the propagator for
a scalar field.
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8.3 The Wick’s theorem

In the previous Section we have shown that the S matrix can be evaluated in terms
of matrix elements of T-products. As we shall see in the applications, the matrix
elements of the S matrix between free particle states can in turn be expressed
as vacuum expectation values (VEV’s) of T-products. These VEV's satisfy an
important theorem due to Wick that states that the T-products of an arbitrary
number of free fields (the ones we have to do in the interaction representation) can
be expressed as combinations of T-products among two fields, that is in terms of
Feynman propagators. In order to prove the theorem we will use the technique of
generating functionals. That is we we will start by proving the following identity

p(e ] Ao

o Lo o
_ o i) | 5 [ dtedly i@imOTesmi)

where ¢(x) is a free real scalar field and j(x) an ordinary real function. The previous
formula can be easily extended to charged scalar, fermionic and photon fields. The
Wick’s theorem is then obtained by expanding both sides of this equation in powers
of j(x) and taking the VEV of both sides. Let us start by expanding the left hand
side of the formula, by using the factorization property in eq. (8.47). Let us also
define

o) = [ ds j(@)é() (8.62)

and notice that for free fields [O(t), O(t')] is just an ordinary number (called a c-
number, to be contrasted with operators which are called g-numbers). Dividing
again the interval (¢;,7) in N pieces of amplitude At as in the previous Section, we
get

tr
—i [ datow : - '
T(e Z/tz- ()) — Jim ¢ 1At0(tN) —IAIO(tn-1) .. —IAIO(h)  (g.63)

N—o00
and using
1
+-[A,B
edeB = At B, 2[ ] (8.64)

valid if [A, B] commutes con A e B, we get

~i [7 o
T(e /t )

]' 2
i [ —iAIO(1) —iAHO(r) + O(1), 5T 00):0(1)

N—oo i—s
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N—>oo

— lim He iAtO(t ) —iAt(O(t3) + O(ta) + O(t1))

5 API0(13), O(12) + O(1)] — S APIO(1), O(1)]

AT O() —5A Y [0(1),0(0)
= lim e i=1 e 1<i<G<N
i [T arowy -1 / Tty dty 8(t, — £)[0(11), O t)]
e e 21 ’ (8.65)
from which
(- / o 2ol
i e i@et) 5 [ ate d'y @iwet —wle), 6wl o

The next step is to expand the first exponential on the right hand side of this
equation in normal products. We have

i daj@ee) _ <if dej + ) (2)

B —z/d4x] —z/d4x]

+3 / d'z d'y j(x)j(y)[6) (@), 6 (y)]

y (8.67)
where we have used again the equation (8.64). Therefore
. 4 . - 4 .
. 2/ d*z j(z)p(x) _ Z/ d'z j(z)p(x) :
1 N (=) ()
Lty A dy @66 ) 5.68)

Substituting in eq. (8.66)

T(e—i/ d'z j(x)¢(x)) _ 6—7;/ d'z j(z)é(x)

XJ% [ s d'y (@) )67 @), 6% )] - 0o — o) [6(a), ?W)) g 60)

The argument of the second exponential is a c-number because it proportional to
commutators of free fields, and therefore we can evaluate it just by taking its VEV

A = [¢1(@), 6 ()] - O(xo — yo)[é(x), d(y)]
= (0l[¢"7(2), 6" ()] — B(wo — o) [é(2), #(1)]]0) (8.70)
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Since ¢(*)|0) = 0, we can write

A = —(0[¢(y)e(x) + O(zo — yo)d(x)¢(y) — O(x0 — yo)b(y)d(2)][0)
= —(0[[0(yo — w0)d(y)d(x) + (0 — y0)P(x)b(y)| 0)
= —(0]T(¢(z)o(y))0) (8.71)
This proves our identity (8.61). Let us now expand both sides of eq. (8.61) in a series

of j(x) and compare term by term. We will use the simplified notation ¢; = ¢(z;).
We get

T(p)= :¢: (8.72)
T(gr1d2) = : ¢1¢2: +(0T(¢162)]0) (8.73)
T(10203) = : P12z : + 23: L ¢i 0 (0T (6591)0) (8.74)
i#j#k=1
T($radsds) = = drdadsdu:+ > | iy (OT(¢)|0)
i#i#kAl=1
+ (O[T (6:65)|0){0|T (¢11)[0) (8.75)

and so on. By taking the VEV of these expression, and recalling that the VEV of
a normal product is zero, we get the Wick’s theorem. The T-product of two field
operators is sometimes called the contraction of the two operators. Therefore to
evaluate the VEV of a T-product of an arbitrary number of free fields, it is enough
to consider all the possible contractions of the fields appearing in the 7T-product.
For instance, from the last of the previous relations we get

4

OTGoatssd0) = 55 OTGHIVOT@oN0) (67

An analogous theorem holds for the photon field. For the fermions one has to
remember that the T-product is defined in a slightly different way. This gives a
minus sign any time we have a permutation of the fermion fields which is odd with
respect to the original ordering. As an illustration the previous formula becomes

4

OT(Wstap0) = 32 orOTW)OOT ) 677

where op = %1 is the sign of the permutation (3, j, k,{) with respect to the funda-
mental one (1,2,3,4) appearing on the right hand side. More explicitly
(O] (Y1203004)[0) = (O]T(¢1¢2)|0) (0| T (23%04)[0)
(01T (¥1403)[0) (O[T (p2¢04)[0)
+ (0T (41904) [0) (O[T (p2¢03)[0) (8.78)
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8.4 Evaluation of the S matrix at second order in
QED

In the case of QED the S matrix is given by

s=1+3 S

n.

// Aoy d e, T (L) Lo(2n)) (8.79)

with (see eq. (8.19) o

Lr=—e:pAy: (8.80)
We have now to understand how to use the Wick’s theorem in the actual situation.
Consider, for simplicity, two scalar fields. From eq. (8.73) we get (at equal times
the T-product and the usual product coincides)

Pa(2)P6(2) =: Pa()P6(x) - +(0]T(a(2)¢s(x))|0) (8.81)
from which
L 0o (@) (%) := Pa(x) Py (x) — (O[T (¢a(x)Pu(2))[0) (8.82)
Therefore
T(: ¢a(x)p(x) : 01(71) - - Pn(wn)) = T(¢a()Pp(2) 1 (21) - - - ()
—(0[T(¢a(x) 06 (2))|0)T(P1(x1) - - - () (8.83)

Since the second term subtracts the contraction between the two operators taken at
the same point, we can generalize the Wick expansion by saying that when normal
product are contained inside a T-product the Wick’s expansion applies with the
further rule that the contractions of operators at the same point, inside the normal
product, are vanishing. With this convention we can write

T(:A(x)B(xy) i A(xn)B(xy) -+ ) =T (A(x1)B(xy) -+ - A(zn) B(2y) -+ )
(8.84)
In the case of QFED one can get convinced more easily by recalling that

: 15%1? = %[7/_)77;17/)] (885)

and noticing that inside a T-product the fields can be freely commuted except for
taking into account of their statistics. For instance

T(: gyt ) = 5T, ) = () (5.56)

For the following analysis it is useful to remember how the various field operators
act on the kets

A annihilates e~ ™ creates e
s annihilates et . creates e
A%t annihilates vy A~ creates v (8.87)
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Decomposing L; in positive and negative frequency components
Lr=—e: (W7 +¢7) (A7 + AW +97): (8.88)
we get 8 terms with non vanishing matrix elements. For instance
Lt Aggty 1=~ Agedd (8.89)
has the following non vanishing matrix element
(eTylp~ A gtlet) (8.90)

This process corresponds to a positron emitting a photon. This and the other seven
processes described by the S matrix at the first order

SO = _je / d'z D) A@@)p(z) : (8.91)
are represented by the diagrams of Figs. 8.4 and 8.5.
o L
+ + + +
e e e e

Fig. 8.4 -Diagrams for the processes described by the S matriz at the first order.

o o
y e e e e

Fig. 8.5 -Diagrams for the processes described by the S matriz at the first order.

However none of these contributions corresponds to a physically possible process
since the four momentum is not conserved. We will show later that the conservation
of the four momentum is a consequence of the theory. For the moment we will
assume it and we will show that for real particles (that is for particles on the mass
shell p?> = m?) these processes cannot happen. For instance consider

e (p) = e (p) + (k) (8.92)
if the four momentum is conserved

p=p+k (8.93)
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from which
2

m?> =m?>—2p-k (8.94)
where we have used k? = 0 for the photon. In the rest frame of the electron we get
mky = 0. Therefore the process is possible only for a photon with vanishing four
momentum. Let us now consider the 2° order contribution

- )2
@ ;f) / diay dhoy T (P(w1) A (1) P (w2) A2 () (8.95)
We can expand S® with the Wick’s theorem, and classify the various contributions
according to the number of contractions. If we associate to a contraction of two
fields at the points 2, and x5 a line, we see that the terms originating from S can
be obtained by connecting among them the diagrams depicted in Figs. 8.4 and 8.5
in all the possible ways. In this case the only non vanishing contractions are the
ones between 1 and 1, and between A, andA,. Recalling from Section 7.1

(0T (a(x)P5(y))]0) = iSp (2 — y)as
(OIT(Au(2) A (9))[0) = igu D(x — y) (8.96)
we get

S =35 (8.97)

‘=1

=

Sf) = (—ie)Q/ d*zy dz, :1/3($1)A($1)1/)($1)1;(552)14(552)1?(5”2) : (8.98)

SiB = (_;6) /d4x1 d'zy 1 (21) A(21)iSp(z1 — 22) A(22) 0 (22) -

(_Qi!e) / dz, dzy 7/;($2)A($2)i5}?(x2 - xl)A(xl)w(xl) :

= (—ie)Q/ d*zy dzy (1) A(3)iSp (@) — 22)A(xe)(22) = (8.99)

(2) _ (—ie)? 4 A .7 o B - _
537 = 5 /diU1d£U2 (1) Y, (21)ig" D () — 22) P (22) 740 (22) = (8.100)

(2) _ (—ie)? 4 g4 T - e Nk _ )

Sy = 51 d*zy d*xe )(x1)y,iSE (w1 — 22)ig" D(xy — 22) 7,90 (22) -
(_i€)2 4 4 n . - pv

—l—T/ d*zy d*xy 1 Y(x),iSk (e — 31)ig" D(xe — 1)y, (1)

= (—ie)z/ d'zy d'zy :ap(31)y,iSk (21 — 29)ig" D(3) — 22)7,0(29) : (8.101)
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xy diay (1) : Tr[iSp(wy —x2) A(22)iSw (2o — 1) A21)] = (8.102)

—ie)? . . .
Sé2) = %/ d*zy dzy (=1) : TriiSp (w1 — x2)YuiSp (T2 — 21)Vig" D(xy — 21)] -
(8.103)
The term SEZ) is nothing but the product of two processes of type SV and it does not

give rise to real processes. The term Séz) is obtained by contracting a two fermionic
fields, and this means to connect with a fermionic line two of the vertices of Figs.
8.4 and 8.5. Th possible external particles are two 7, two ¢, two e, or a pair e*e™
Selecting the external states we can get different physical processes. One of these
processes is the Compton scattering 7 +e~ — vy +e€™. In this case we must select in
w+(x2) to destroy the initial electron and 1)~ to create the final electron. As for
the photons are concerned, since A, is a real field, we can destroy the initial photon
both in x5 and x; and create the final photon in the other point. Therefore we get

two contributions
58 (ve~ = ve7) =S, + Sy (8.104)

with
Sa = (—ie)Q/ d'zy d'zs 7 (21)7"iSp(m1 — 22)7 Ay (21) A (22)Y T (22)  (8.105)
and

Sp = (—ie)? / d'zy d*zy O (21)7"iSp (21 — 22)7" A, (w2) Af (21)0 " (22)  (8.106)

The corresponding diagrams are given in Fig. 8.6
Y Y Y Y
e M e e AM»— e

S S,

a

Fig. 8.6 -Diagrams for the Compton scattering.

The terms corresponding to the Compton scattering for a positron are obtained
from the previous ones by substituting 1) (annihilates an electron) with ¢/~ (creates
a positron) and ¢~ (creates an electron) with ¢)* (annihilates a positron). The other

two processes coming from S5 are 2y — ete~ (pair creation) and e*e” — 2 (pair
annihilation). The S matrix element for the pair creation is given by

S 2y = ete) = (—ie)Q/ d'z, d'r,
O (@) iSE (21 — w2)y” Ay (1) A (22) 97 (9) (8.107)
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Notice that in evaluating

Ab (1) Af (2) |y (k1) v (k2)) (8.108)

we get two contributions since one of the fields AZ can annihilate any one of the two
external photons. The diagrams for these two contributions are given in Fig. 8.7.

Y e+ Y e+

Y e e

Fig. 8.7 -Diagrams for the pair creation.

We have analogous contributions and diagrams for the pair annihilation process.

The next processes we consider are the ones generated by S§2) in which we have
contacted the photon fields. They are: electron scattering e”e™ — e~ e™, positron
scattering eTe™ and ete™ — ete™. For the electron scattering we have

—ie)2
5:52)(267 —2e ) = (zie) / d*z, day

2!
) (1) (21)ig" Dy — 22)p (2) ytp ™ (2) - (8.109)
The term
T (w1) T (z2) e (p1)e” (p2)) (8.110)

gives rise to two contributions, and other two come from the final state. The corre-
sponding diagrams are given in Fig. 8.8.

The terms a) and d) differ only for the exchange z; <+ x5 and therefore they
are equal after having exchanged the integration variables. The same is true for the
terms b) and ¢). In this way we get a factor 2 which cancels the 2! in the denom-
inator. This the same phenomenon as for the term ng). That is there diagrams
giving rise to the same contribution to the scattering amplitude. At the order n on
has n! equivalent diagrams which cancel the factor n! coming from the expansion of
the S matrix. This means that it is enough to draw all the inequivalent diagrams.
For the electron scattering we have two such diagrams differing for a minus sign
due to the exchange of the fermionic lines. This reflects the fact that field theory
takes automatically into account the statistics of the particles. In the present case
by giving rise to a properly antisymmetrized amplitude.

For the process ete~™ — ete™ we get the diagrams the diagrams of Fig. 8.9.
The inequivalent diagrams are those of Fig. 8.10 and correspond to the following
contributions

S?(,Z)(e+6_ —ete”)=S,(efe” —eteT) + Sylete” = efe) (8.111)
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Fig. 8.8 -Diagrams for electron scattering.

with

Salete™ = ete) = (—ie)? / d'zy dias

T (@) (21)ig" D1 — 22)™ (w2) 14 (22) - (8.112)
and

Sylete™ — ete™) = (—ie)? / d'zy d'as

(@) (21)ig" D@y — 22) 0 (22) 10" (22) - (8.113)

The term S’f) gives rise to the two possibilities e~ — e~ and e — e*. These
are not scattering processes, but the exchange of the photon change the intrinsic
property of the electron, in particular the mass; They are called self-energy con-
tributions. For the electron we have the diagram of Fig. 8.11 with a contribution
given by

5’9 = (—ie)Z/ d'zy d*zo O (21)7,0Sk (21 — 29)ig" D(v1 — m2)7,0 " (22) (8.114)

In analogous way the term 555) contributes to the self-energy of the photon. However,
as we shall show in the following, it cannot change the mass of the photon which
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+ + ) )
e e e e
e e e e

a) b)

e->f\/\/\/\<e- ¢ % ¢
e+ e+ e+ e+
C) d)

Fig. 8.9 -Diagrams for the process ete™ — ete™.

is fixed to zero by the gauge invariance of the theory. We get the two equivalent
diagrams of Fig. 8.12, which contribute by

S = (—ie)Q/ d*z, d*z,
(=1 Tr[iSp(z1 — 22)y" (22)iSk (w2 — x1)v" (21)] A, (1) A (z2) (8.115)

Notice the minus sign which is due to the fact that in a fermionic loop we have to
invert two fermionic fields inside the T-product. The last term is the one where
all the fields are contracted. There are no external particles and the corresponding
diagram of Fig. 8.13 is called a vacuum diagram. These diagrams can be generally
ignored because they contribute to a simple phase factor for the vacuum state. These
diagrams can be generally ignored because they contribute to a phase factor for the
vacuum state.
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e+ X1 e+ e_
- - e+W
e X2 e 2 1
Sa Sb

Fig. 8.10 -Inequivalent diagrams for the process ete™ — ete™.

Y
X5 X1

Fig. 8.11 -Electron self-energy.
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Fig. 8.12 -Photon self-energy.

Fig. 8.13 -Vacuum diagram.

8.5 Feynman diagrams in momentum space

As we noticed already, in a typical experiment in particle physics we prepare beams
of particles with definite momentum, polarization, etc. At the same time we measure
momenta and polarizations of the final states. For this reason it is convenient to
work in a momentum representation. Let us recall the expressions for the fermion
and the photon propagators (see eqs. (7.29) and (7.31)

1 g
Sp(z) = E p e PTSp(p) (8.116)
and 1 _
D(z) = oy p e "PTD(p) (8.117)
where )
Sr(p) = m (8.118)
and )
D(p) = T2 e (8.119)

From the fields expansion in terms of creation and annihilation operators, one can
evaluate the action of the positive frequency part of 1, ¢ e A, on the one particle
states. We get

vl ) =X [ @k e ul bk 9, 0l0) - (8.120)
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and using

=

[b(k, ), b (p, r)L = 0,,0%(F — k) (8.121)

it follows
m

(@) (p,r)) = m%t(p,r)e_ml()) (8.122)

For later applications it is more convenient to use the normalization in a box than
the continuous one. This amounts to the substitution

1 1
Te o (8.123)
m
and to use discrete momenta p'= (27 /L)37. We get
W (@)le (p,r)) = | [rmeulp, r)e”PT|0) (8.124)
VE,
PH@)let (por) = | [o=v(p, r)e"PT|0) (8.125)
VE,
and for the photon
L o —ikx
AL D k) =3 (ke )0 .126)

By conjugating these expressions we obtain the action of the negative frequency
operators on the bras.
As an example let us consider a process associated to S

i) = le”(p)) = |f) = le”(¥), 7(K)) (8.127)
From (8.91) we get

(ISDL) = —ie / d'z (e (p),1() *(x)A*(x)v“w+(x>|e*<p>>

>< ( w5 ) (Fp“@e‘”’x)

— e m(z )6 4+ k —pla()e(k)ulp) (

This expression can be written as

W),y — dcdq . m m 1
(FIS™]0) = (2m)"0"(p" + & p),/VEp,/VEp, v e M (8.129)

8.128)




where

M = —ieu(p')é(k)u(p) (8.130)

is called the Feynman amplitude for the process. Notice that M is a Lorentz in-
variant quantity. The term (27)*6*(p’ + k — p) gives the conservation of the four
momentum in the process, whereas the other factors are associated to the various
external particles (incoming and outgoing). As we said previously this process is
not physically possible since it does not respect the four momentum conservation.
This structure is quite general and for any process we will have the delta-function

expressing the four momentum conservation, and factors as \/m/V E, for each ex-

ternal fermion and \/1/2V E}, for each boson. Now we have to investigate the rules
for evaluating M. To this end let us consider the Compton scattering

i) = le”(p),y(K)) = [f) = le” (), 7 (k') (8.131)

The S matrix element for the Compton scattering is given in eqs. (8.104)-(8.105)

52 (ve~ —ve ) =S+ Sy (8.132)
and
N2 4 4 m m 1 1
Sali) = (=ie) /dxl e \/ VE, \/QVE,CJQVE,C,
% ﬂ(pl)€iplx1€( Zk 271 / d4qSF ZkQTQU(p)e—Zp.iUZ
_ _io\2 4 4
= (i) / 'ty dy / \/ VE \/ VE, \/QVEk\/QVEk/
S0+ E —q)ry (erk—Q)lb X o
x e’ eu(k')ey es p mﬂev u(p)
= (27)*? -
@r) (p + K —p — ) i VE \/ VE, \/2VE,€\/2VE,C,
X €,(k")e, (k)u —iey (—iey”) 8.133
u(K)en (k)u(p')( )p+k e ( )

Also this expression can be written in the form

N dcds g r m m 1 1
(fISali) == (2m)*0* (' + K —p k)MVEp‘/VEp:\/2VEk\/2VEkIMa (8.134)

with

Ma = 6, (K)o, (B0 (ier) — e (—ier Julp). q=p -k (8.139)

We will associate to this expression the diagram in Fig 8.13. The four momentum g is
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P q=p+k P

Fig. 8.13 - Contribution to the Compton scattering.

determined by the conservation of the four momentum at the vertices: ¢ =p+k =
p' + k'. However notice that in general ¢> # m?, that is the exchanged particle
(described by the propagator) is not a real particle but a virtual one. Looking
at the previous expression one understands immediately how the various pieces are
connected to the graphical elements in the diagram. In fact we have the following
rules for any given diagram (Feynman diagram)

e for each vertex there is a factor —iey,
e for each internal fermion line there is a factor iSr(p) (propagator)

e for each ingoing and/or outgoing fermionic line there is a factor u(p) and/or
u(p)

e for each ingoing and/or outgoing photon line there is a factor 62 (or its complex

conjugate for outgoing photons if we consider complex polarizations as the
circular one).

Notice also that the spinorial factor start from the external states and end up
with the ingoing ones. The further contribution to the Compton scattering (given
by Sp) corresponds to the diagram in Fig. 8.14, and using the previous rules we get

i

M, = u(p )(—ZGVu)m

(—iev)ulp)e”(k)e’(K'), q¢=p—k  (8.136)

If we write down the Compton amplitude for the positrons we see that we must
associate 0(p), v(p) to the initial and final states respectively. This is seen from eq.
(8.125) which shows that the annihilation operator for the positrons is associated
to 9(p). For this reason, when drawing the diagrams in momentum space, is often
convenient to invert the direction of the positron lines, in such a way that the barred
spinors are always written to the left and the unbarred to the right (see Fig. 8.15).

In this case one has to be careful with the direction of the momenta which flow
in direction opposite to the arrow in the case of the antiparticles. As for the internal
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Fig. 8.14 - The crossed contribution to the Compton scattering.

lines, there is no distinction between particles and antiparticles, therefore, in general
one draws the arrows in a way consistent with the flow of the momenta. Consider
now e~ e~ scattering. The diagrams for this process are in Fig. 8.16, and the matrix
element is given by

4

(F1S571i) = (2m)'6" (bt +ph — pr = p2) ][ | 7 M (8.187)
i=1 ?
where M = M, + M,;, with
M, = u(py)(—iey,)up1)ig" D(ps — py)u(py)(—iev,)u(p2) (8.138)
and
My = —u(py)(—iev,)u(p)ig"” D(p2 — p)u(p) (—ieyy)u(ps) (8.139)

The relative minus sign comes fro the exchange of the two electrons in the initial
state, that is from the Fermi statistics.
From this example we get the further rule for the Feynman diagrams

e - for each internal photon line there is a factor ig"” D(p) (propagator).
As a last example let us consider the electron self-energy
i) = le”(p)) = |f) = e~ (¥)) (8.140)
the S matrix element is

zp T

(F15370i) - = / d'z, d'z, VE VE

dql — —
% 7“/(2#)4 (@ =22)i5,(g))
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v(q)

initial state final state

V(@) u(p))

Fig. 8.15 - The spinor conventions for antifermions.

> Py
pl p1’ pl
pz_pzy pz_pl‘
P, p2’ P, p2’
a) b)

Fig. 8.16 - The Feynman diagrams for the scattering e e~ — e e .

o / d* q2 6—2q2( )ZD((]Q) ( ) —iPTo

[ m / d* d4 ,
= VE VE / ql q2 )454(17 — 1 — q2)(27r)454(p —q1— Q2)
X —ie,)iSr(q)(—iev,)u ( )ig"’ D(gz)

_ )it (p —
= 2o p\/VE VEM

where in the last term we have integrated over ¢;. M is given by

M= / (C;:)Q‘la(p,)(_ie’y“)isF(p — g2)(—te7,)u(p)ig" D(g2)

which correspond to the diagram in Fig. 8.17.
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g% p=p

4,=P-0;

YO

Fig. 8.16 - The Feynman diagram for the electron self-energy.

We see that the rule of conservation of the four momentum is always valid and
also, that we have to integrate with measure d*q/(27)* over all the momenta which
are not determined by this conservation law. For the general case it is more conve-
nient to formulate this rule in the following way:

e for each vertex there is an explicit factor (27)*0*(>; p;), where p; are the
momenta entering the vertex

e integrate all the internal momenta with a measure d*p;/(2r)*

In this way the factor (27)%0%(X p) is automatically produced. We can verify
the previous rule in the self-energy case

4o, d'gs 454 dgdq 1
/(2@4 / (2@4(2”) 0 (g1 + g2 —p)(2m)°6"(p' — @1 — q2)
d4(12

= (2m)*ot (v’ —p)/w (8.143)

As a last rule we recall

e for each fermionic loop there is a factor (-1).
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Chapter 9

Applications

9.1 The cross-section

Let us consider a scattering process with a set of initial particles with four momenta
pi = (E;, p;) which collide and produce a set of final particles with four momenta
pr = (Ey,pr). From the rules of the previous Chapter we know that each external
photon line contributes with a factor (1/2V E)'/2, whereas each external fermionic
line contributes with (m/V E)'/2. Furthermore the conservation of the total four
momentum gives a term (27)*6*(3; p; — > ; py). If we separate in the S matrix the
term 1 corresponding at no scattering events we can write

Spi=0p 4 (2m)%6* (;pz - zf:pf) II (%)m II (ﬁ)m M (9.1)

fermioni bosoni
where M is the Feynman amplitude which can be evaluated by drawing the corre-
sponding Feynman diagrams and using the rules of the previous Chapter.

Let us consider the typical case of a two particle collision giving rise to an N
particles final state. Since we are interested to a situation with the final state
different from the initial one, the probability for the transition will be the modulus
square of the second term in eq. (9.1). In doing this operation we encounter the
square of the Dirac delta which is not a definite quantity. However we should recall
that we are quantizing the theory in a box, and really considering the system in a
finite, although large, time interval that we parameterize as (—7/2,7T/2). Therefore
we have not really to do with the delta function but rather with (P ; = 3=, ; pi s)

T/2 .
(2r)16" (P — P) — /V &z [ o dte!(Pr — Pi)x 9.2)

Consider one of the factors appearing in this equation, for instance the time integral.
By performing the integration we get (AE = Ef — E;))

T2 2sin(TAE/2)
dre! AET = 2R 9.3
/—T/2 ‘ AFE (9:3)
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And evaluating the modulus square

4sin*(TAE/2)

|(27r)5(Ef - Ez)|2 — (AE)Q

(9.4)

On the right hand side we have a function of AFE, whose integral holds 27T, and
has a peak at AE = 0. Therefore in the T" — oo limit we have a delta-convergent
sequence
.2
lim 4sin”(TAE/2)
T—o00 (AE’)2

By doing the same operations also for the space integrals we get

= 2 TS(E; — E)) (9.5)

2m)'s* (Pr — P)[* = (@m)' L6 (P; — P) (9.6)

where L is the side of the volume V = L3. Therefore, the probability per unit time
of the transition is

1 1

=V(en)te (P — P, 2 2 _
w=ven's'r - P 5y 1;[ T R (9.7)
where, for reasons of convenience, we have written
m
vE =~ @MopE (9:8)

w gives the probability per unit time of a transition toward a state with well defined
quantum numbers, but we are rather interested to the final states having momenta
between p; and py + dpy. Since in the volume V' the momentum is given by p =
2771/ L, the number of final states is given by

(&) o

The cross-section is defined as the probability per unit time divided by the flux of
the ingoing particles, and has the dimensions of a length to the square

[t 10%t]) = [¢?] (9.10)

In fact the flux is defined as wv.p = v/V, since in our normalization we have a
particle in the volume V', and v, is the relative velocity of the ingoing particles. For
the bosons this follows from the normalization condition (3.41). For the fermions
recall that in the box normalization the wave function is

\/%u(p)e—ipx (9.11)

/V dPrp(r) = /V d3x%uT(p)u(p) =1 (9.12)

from which
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Then the cross-section for getting the final states with momenta between py e pr+dp
is given by

d3
do = w v dNp = wL Vd'py (9.13)
Urel Urel f (277)3
We obtain
|4 Vd3pf 1 1
do = V(2r)*§t(Py — P, 2 2
g Vrel 1;[ (27r)3 ( '/T) ( ! )4V2E1E2 ];[ QVEf fergoni( m)|M|

(- Py ] em) [[ o mp (9.14)

! Z 4E1E2?}rel fermioni f (27T)32Ef .

Notice that the dependence on the quantization volume V' disappears, as it should
be, in the final equation. Furthermore, the total cross-section, which is obtained by
integrating the previous expression over all the final momenta, is Lorentz invariant.
In fact, as it follows from the Feynman rules, M is invariant, as the factors d®p/2E.
Furthermore . .

mza—@:%—% (9.15)
but in the frame where the particle 2 is at rest (laboratory frame) we have p, =

—,

(ms2,0) and ¥y = ¥, from which

E1E2|17re1| = E1m2|§—1| = m2|ﬁ1| = M2/ E% - m%
1
= m3E} —mim3 = \/(p1 - p2)? — mIm3 (9.16)

We see that also this factor is Lorentz invariant.

9.2 The scattering ete™ — ™

In order to exemplify the previous techniques we will study the process ete™ —
. The interaction lagrangian density is

Lr = —e [Py e + 07 ] Ay (9.17)

Fig. 9.1 describes the Feynman diagram for this process at the second order (in this
diagram the arrows are oriented according to the direction of the momenta). Notice
that in contrast to the process eTe™ — ete™ the diagram in the crossed channel of
Fig. 9.2 is now missing.
The Feynman amplitude is
M= il ) (—ien )05, rs) 2 —vlpr, 1) (=i ulp, )

= U P4, Tg )27 )UP3, T3) 75 UD1, T1){ 1€y )U(P2, T2

8 (p1 +p2)? )

L 1
= ZeZu(p4,7"4)%U(p3,7“3)(

ot po Py e, 7o) (9.18)
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P, P4

pl p3

Fig. 9.1 - The Feynman diagram for the scattering ete™ — ptpu .

e > > e

Fig. 9.2 - The crossed diagram for the scattering ete™ — ete™.

where we have introduced the polarization of the fermions r; (the direction of the
spin in the rest frame). Often one is interested in unpolarized cross-sections. In that
case one has to sum the cross-section over the final polarizations and to average the
initial ones. That is we need the following quantity

1
X = Z IM]? (9.19)

where

o I
M* = —ie*v(ps, r3)yuu(pa, T4)mu(p2, ro)y*v(pi, 1) (9.20)

This expression can be written in the following form

ie?

= WAITUOHS (7"3, T4)Aglectrons (7"17 7"2) (921)
with
Agluons = u(ps, 7“4)’)%1)(]937 r3)
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Azlectrons — qj(pl,rl)%u(pz,ﬁ) (922)
We get
1 et
X == Aelec‘cronsA; electrons Alan . A;y . 9.93
4 (p1 _|_p2)4 ”2,7;2 ( w ) rgzﬂ; ( uons uo s) ( )

Defining the quantity

Azlsmons = Z (AzleamnsA: elecmns) = Z 77(271,7“ 1)%“(272,7“ 2)71(272,7"2)%0(271,7“ 1)

T1,72 T1,I2
(9.24)
and using the eqgs. (4.100) and (4.101) for the positive and negative energy projec-
tors, we obtain

. 5 4 m
Aelec‘crons - T D1 Me P2 e , 9.95
v " l 2m, T 2m, K ( )
and the analogous quantity for the muons
Ps+my,  pPs—my
Amuons — y 9.26
v ’ l 2m,, T 2m,, K ] ( )

To evaluate the trace of Dirac matrices we may use several theorems. Let us
start showing that the trace of an odd number of gamma matrices is zero. In fact
for odd n

Triay---a,] = Trila---anysy) = Tr[v501 - 3]
(=1)"T7 [ay - - - i (9.27)

where we have used the cyclic property of the trace and the anticommutativity of
75 and 7,. Obviously we have

Tr(l] =4 (9.28)
Furthermore
~7 1 ~7 7a 1 v v
Tr[ab] = §Tr[ab + ba) = iaubyTr([fy“, v’],) = daub, g™ =4a - b (9.29)
Then, using ab = —ba + 2a - b we can evaluate

Tt [ 0a3a4] = Tr(—dgén + 201 - az)dgda]

= —Trlas(—asar + 2a, - az)as] + 8(ay - az)(as - aq)

= Trlagas(—a4a1 + 201 - a4)] — 8(ay - az)(az - ay) + 8(ay - as)(as - ay)

= —T'rlasasa4a1] + 8(ay - aq)(as - az)

—8(ay - as)(ag - as) + 8(ay - az)(as - aq) (9.30)

that is

Tr(aao0304] = 4[(a1 - a2)(as - ag) — (a1 - a3z)(as - ag) + (a1 - aq)(az - a3)]  (9.31)
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This relation can be easily extended by induction. Other useful properties are

" = 4 (9.32)
Yy = (=ary, + 2a,)7" = =24 (9.33)
and R
Yuaby* =4a - b (9.34)
Let us go back to our process. Evaluating the trace we get
Adte = T ") — miyy)
electrons 4m?2 e

e

1 14 17 14 %
= iP5 — 9" (p1 - p2) + pIPh — mZgh|

1
= —5IPiPS +piph — ¢" (p1 - po + ;)] (9.35)
Analogously we get
14 1 14 14 14
Afitions = —5 [P5PL + Pip — 9" (ps - pa + )] (9.36)
o
Substituting into X we get
1 et 1 )
X =7 [2(p1 - p3) (P2 - P4) + 2(p1 - pa) (P2 - p3) — 2(p1 - p2) (P3 - pa + )

4 (p1 + p2)t mZm2

— 2(ps - pa)(p1- P2 +m2) + 4(p1 - p2 +mi)(ps - pa + mi]

e4

= ngmZ(pl +p2)4[(p1 : p3)(p2 . p4) + (pl : p4)(p2 . pS)

+ m2(p1 - p2) +mZ(ps - pa) + 2mim?] (9.37)

This process is studied in the circular colliders where two beams, one of electrons
and the other of positron with same energy are made to collide, and looking for a
final pair u* — . Therefore it is convenient to use the frame of the center of mass
for the pair e — e~. We will choose the momentum variables as in Fig. 9.3 with

pIZ(Eama pZZ(Ea_ﬁ)a p3:(E7ﬁl)7 p4:(E7_ﬁ,) (938)

In this frame the various scalar products are
Pr-ps=Dpy-pa=E>—ppcost, pi-pi=p2-ps=FE*+ppcosd  (9.39)

propr=FE2+p%  ps-pi=E 47 (p1+po)? = 4E? (9.40)
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P4

Fig. 9.3 - The Feynman diagram for the scattering ete™ — ptpu .

In order the process is kinematically possible we must have £ > m, ~ 200 m,. We
can then neglect m, with respect to £/ and m,,, obtaining

et 1

X = 2m2m2 16 E4 [(E2 —pp’0059)2+ (E2—|—ppICOSQ)2+mZ(E2—|—p2)]
e
4
- m[ﬂ?‘l +2E%p"” cos® 0 + 2E2mi]
et 1 ) )
N WEQ[E + 9" cos” 0+ my] (9.41)
from which
’ o gl B cost 0 ) 2n) 5 + P
= a2 cos m o
o 16m2m? E? p pl (2T p1+p2 —p3 — B T )
d*psd’p
2 2 3 4
X (2me)*(2m,) W
4
= 4 ¢ 1o 2 a2 2173, 13
= (¢ +p2_p3_p4)Wﬁ[E + % cos 0 +m]d psd’p, (9.42)

where we have used E? = p?, since we are neglecting the electron mass. We can inte-
grate this expression over four variables using the conservation of the four momentum
given by the delta function. We will integrate over py e |p3|. Using d®ps = p'2dp'dQ
we get

do
aQ

ot
1
/p'zdp6(E1+E2 E3 — E4)128 2E6(E2+p'2(30529+m2)
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1
— la(EB + E4)] ety — (B + p'2 cos? ) +m?) (9.43)
. i

ap 12872 E5
The derivative can be evaluated by noticing that E3 = E} = m’ + P’

0(FE3 + Ey) _ 23’

o - (9.44)

Using e? = 4ra we get the differential cross-section

do o?p? E,_, o p
———(E + ' cos 20+m)) = 6B B

@0 = 8 By P (B +p? cos? 0 + m? ) (9.45)

In the extreme relativistic limit £ >> m, (p' & E) we get the expression

do a?

— = 1 20 9.46
0~ et rees?) (9.46)
from which we obtain the total cross-section
a? 1 ) a’m
o= 16E2/ (1 + cos? ) = 16E227r/ dw(l+u?) = o (9.47)
In the general case we get
o = / AUE? + p'° cos? 0 +m o) = i p_,% <2E2 + gp’2 + 2m2>
16E4 FE 16E* E 3 K
ol p 5 1 )
= E 9.48
iEE < tgpm (9.48)

In the high energy limit we can easily estimate the total cross-section. Recalling
that

1 GeV 2 = 0.389 mbarn (9.49)
we get
5.6-107° 2.17-1075
b ~——— 0389~ —— 9.50
o(mbarn) (BE(GeV))? (B(GeV))? (9.50)

or in terms of nanobarns, 1 nbarn = 10~% mbarn,

20 (nbarn)

~ (B (GeV)? (9.51)

9.3 Coulomb scattering

Sometimes one can think to the electromagnetic field as an assigned quantity, in
that case it will be described by a classical function rather than by an operator.
This is the case for the scattering of electrons and positrons from an external field

171



as the Coulomb field of a heavy nucleus. The full electromagnetic will be of course,
the sum of the classical part and of the quantized part. The expansion of the S
matrix is still given by

_1+Z

=1

nv/ /d4 cdw, T (Lo(x) - Lo () (9.52)

with
(9.53)

Fig. 9.4 - The Feynman diagram for the Coulomb scattering of an electron.

We will consider here the scattering of an electron from nucleus, that will be
thought as infinitely heavy. Therefore it will give rise to a static Coulomb potential.
Let us introduce the Fourier transform of this field

ex hvd d3q q - T ex
@) = [ G A @ (9.54)

At the first order in the external field we have
S = —ie/ d'z o (x)y" Y (2) ASH(T) - (9.55)
and the transition we consider is

i) = le"(p, 7)) = 1f) = e (¢, 5)) (9.56)

This is described by the diagram of Fig. 9.4 with contribution given by

ISV = —ie [ d'z (e () (@)t @A @)e (p,7)
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m \Y2 0\ L2 -,
= —ie (EpV> <Ep/V> / d'z P Ta(p, s)

—

g G- yext —ipz
x [ e T T A (@yu(p, s)e P

— e ( ETV> v (ETV> " (21)§(E' — E)

X / (;ljg?, @2r)* 8 (F+ 7 — §)ap, s)7" A (@up, 5)

— (2n)5(F' - F) (%) M (9.57)
with
M = a(p', s)(—iey") A (P — P)u(p, s) (9.58)

Notice that in this case we have only the conservation of the energy, whereas the
spatial momentum is not conserve. In fact the external field violates the translational
invariance of the theory, and, as a consequence, the nucleus absorbs the momentum
p — p'from the electron. From the [previous expression we see also that when there
are external fields the Feynman rules are modified, and we have to substitute the
wave function of a photon

1 1/2
(2 = v) eM(q) (9.59)
q
with the Fourier transform of the external field
AZ’“ (@) (9.60)

The probability per unit time is given by

w = %\<f|s<l>|¢>\2 _ 96(E' — E) (E—"‘L/f M2 (9.61)

The expression for the density of final states is still (p' = |7’|)

V' VpPdp'dQ

N =@ = @)

(9.62)

Since E”* = E? = p'> + m? = p?> + m2. we have p = |p| = ¢/, and EF'dE' = p'dp.
Therefore

P EdE
dN; =V d<? 9.63
f (2m)3 ( )
The incoming flux is v/V = p/VE, and we get
dN 2
do = % = (&%) 4B's(E' - B)|MPag (9.64)
m
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The differential cross-section is obtained by integrating over the final energy of the

electron
me

do m\%, . 2, 2

R — - _ - — uw pext

o= (52) IMPE = (55) [at 9y A @ulr )| (965)
where ¢ = p'' — p. Averaging over the initial polarizations and summing over the
final ones we obtain

do me\2 1 p+m p+m
I o _Aext Aext T M v 966
4 (27r>zﬂ(‘j)y(‘j)rl2m72m7 (9.66)
From the evaluation of the trace we get
1
TT[] = W |:pr1/ - gul/(pl ' p) + p:/pu + guqu] (967)

Assuming now that the external field is of Coulomb type, we have

Afj“(f):( ze 6) (9.68)

dr|d]
and P
A () = —2° 9.69
0 (_) |(j12 ( )
We see that we need only the terms with 4 = v = 0 from the trace
1
Tr[..]= W[E2+m2+ﬁ-ﬁ'] (9.70)
and since 7-p' = p?cosf
1
Tr[..]= W[EQ +m? + p® cos 0] (9.71)
we get
do (Za)® o 2 2
d_Q:2 70 (E* +m” 4+ p”cos ) (9.72)
Using
6
q* = [P = pI* = dp*sin® (9.73)
m? = E? — |p]?, and v = p/E, we finally obtain
do (Za)® 2 2 2 (Za)® 2 52
10~ st E e eost) = Ty L s (072)]
(9.74)
In the non relativistic limit v << 1, E & m
d Za)? 1 Za)?

dQ ~ 4m?sin®(0/2) v* ~ 16T7%sin’(0/2)

which is the classical Rutherford formula for the Coulomb scattering with 7' =
mv?/2.
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Chapter 10

One-loop renormalization

10.1 Divergences of the Feynman integrals

Let us consider again the Coulomb scattering. If we expand the S matrix up to
the third order in the electric charge, and we assume that the external field is weak
enough such to take only the first order, we can easily see that the relevant Feynman
diagrams are the ones of Fig. 10.1

Fig. 10.1 - The Feynman diagram for the Coulomb scattering at the third order in
the electric charge and at the first order in the external field.
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The Coulomb scattering can be used, in principle, to define the physical electric
charge of the electron. This is done assuming that the amplitude is linear in eppys,
from which we get an expansion of the type

Ephys = €+ age’ + -+ = e(1 + age® + -+ +) (10.1)

in terms of the parameter e which appears in the original lagrangian. The first
problem we encounter is that we would like to have the results of our calculation in
terms of measured quantities as epnys. This could be done by inverting the previous
expansion, but, and here comes the second problem, the coefficient of the expan-
sion are divergent quantities. To show this, consider, for instance the self-energy
contribution to one of the external photons (as the one in Fig. 10.1a). We have

i

— (! (—sp~H) ACKE (2 . 9
M, = u(p)(—iey") AS* (i mﬁ_n%+kp62@ﬂu@) (10.2)
where
d*k —ig"” i
25 _ / iy i iew,
EO = s T e i e )
d'k 1 1
= —¢ - g 10.3
¢ / (2m)4 %kQ—i-ieﬁ_k_mjLiﬁv (10.3)
or

d'k p—k+m 1
S(p) = i / g 10.4

(p) =i (2m)* T (p—Fk)2 —m?+ ic | k2 +ic (10.4)

For large momentum, k, the integrand behaves as 1/k* and the integral diverges
linearly. Analogously one can check that all the other third order contributions

diverge. Let us write explicitly the amplitudes for the other diagrams

i

o . 9 . ext (=
M, = u(p')ie E(P')m(—wvu)flu "0 = pulp) (10.5)
— . _Zg Vo 1% ext (=
M = ) (—ier") 0% i I8 () AT (5~ Pulp). a =1/ —p  (10.)
where
d*k 7 7
ieTI (q) = (—1 / AF l i) (—ie V] 10.7
@ =D [ Gyt T e O e )| 107)
(the minus sign originates from the fermion loop) and therefore
d*k 1 1
M (q) = 2/ Tr l b "] 10.8
@ (2m) k—l—(j—m7 I~c—m—|rie7 ( )
The last contribution is
Mg = u(p)(—ie)e’ N (p', p)u(p) A5 (5" — ) (10.9)
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where

d*k 0 i

e2AM(p, :/ —iey® _ H _ —jer” _iga’?
(#',7) (27r)4( 7);5'—14:—m+¢e ﬁ—k—m—i—ie( P vie
(10.10)
or
AR, p) = 2/ Ak a ! Z ! (10.11)
P (2m)* ! ﬁ’—/%—m+i67 ﬁ—l%—m—i—ie%lk?ﬁLiﬁ '

The problem of the divergences is a serious one and in order to give some sense to
the theory we have to define a way to define our integrals. This is what is called the
regularization procedure of the Feynman integrals. That is we give a prescription in
order to make the integrals finite. This can be done in various ways, as introducing
an ultraviolet cut-off, or, as we shall see later by the more convenient means of
dimensional regularization. However, we want that the theory does not depend on
the way in which we define the integrals, otherwise we would have to look for some
physical meaning of the regularization procedure we choose. This bring us to the
other problem, the inversion of eq. (10.1). Since now the coefficients are finite we
can indeed perform the inversion and obtaining e as a function of ep,ys and obtain all
the observables in terms of the physical electric charge (that is the one measured in
the Coulomb scattering). By doing so, a priori we will introduce in the observables
a dependence on the renormalization procedure. We will say that the theory is
renormalizable when this dependence cancels out. Thinking to the regularization in
terms of a cut-off this means that considering the observable quantities in terms of
€phys, and removing the cut-off (that is by taking the limit for the cut-off going to
the infinity), the result should be finite. Of course, this cancellation is not obvious
at all, and in fact in most of the theories this does not happen. However there is a
restrict class of renormalizable theories, as for instance QED. We will not discuss the
renormalization at all order and neither we will prove which criteria a theory should
satisfy in order to be renormalizable. We will give these criteria without a proof but
we will try only to justify them in a physical basis. As far QED is concerned we will
study in detail the renormalization at one-loop.

The previous way of defining a renormalizable theory amounts to say that the
original parameters in the lagrangian, as e, should be infinite and that their diver-
gences should compensate the divergences of the Feynman diagrams. Then one can
try to separate the infinite from the finite part of the parameters (this separation
is ambiguous, see later). The infinite contributions are called counterterms, and
by definition they have the same operator structure of the original terms in the
lagrangian. On the other hand, the procedure of regularization can be performed
by adding to the original lagrangian counterterms cooked in such a way that their
contribution kills the divergent part of the Feynman integrals. This means that
the coefficients of these counterterms have to be infinite. However they can also be
regularized in the same way as the other integrals. We see that the theory will be
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renormalizable if the counterterms we add to make the theory finite have the same
structure of the original terms in the lagrangian, in fact, if this is the case, they can
be absorbed in the original parameters, which however are arbitrary, because they
have to be fixed by the experiments (renormalization conditions).

In the case of QED all the divergences can be brought back to the three functions
Y(p), Hu(q) e A¥(p',p). This does not mean that an arbitrary diagram is not
divergence, but it can be made finite if the previous functions are such. In such
a case one has only to show that eliminating these three divergences (primitive
divergences) the theory is automatically finite. In particular we will show that
the divergent part of X(p) can be absorbed into the definition of the mass of the
electron and a redefinition of the electron field (wave function renormalization).
The divergence in II,,,, the photon self-energy, can be absorbed in the wave function
renormalization of the photon (the mass of the photon is not renormalized due to
the gauge invariance). And finally the divergence of A, (p', p) goes into the definition
of the parameter e. To realize this program we divide up the lagrangian density in
two parts, one written in terms of the physical parameters, the other will contain the
counterterms. We will call also the original parameters and fields of the theory the
bare parameters and the bare fields and we will use an index B in order to distinguish
them from the physical quantities. Therefore the two pieces of the lagrangian should
look like as follows: the piece in terms of the physical parameters
L

1%
o _ 1 1
Ly =90 —m) — ey p A" — 2 Fu F* — 5(8;“4”)2 (10.12)

and the counter terms piece L.
A _ E N
Lt = iByoy — Ay — %FW — 5(8HA“)2 — eD) Ay (10.13)

and we have to require that la sum of these two contributions should coincide with
the original lagrangian written in terms of the bare quantities. Adding together £,
and L.; we get

— A . . 1
L= (1+B)ioy —(m+ A)Yy —e(l+ D)y, A" — 1+c "+ gauge — fixing

4
(10.14)
where, for sake of simplicity, we have omitted the gauge fixing term. Defining the
renormalization constant of the fields

we write the bare fields as
)2 b /2 4
Vp =2y, Ap=Z3"A (10.16)
we obtain
= A m + A — 6Z1 — 1 v .
L =uppopp — Z YpYp — 2273}/2@03%@/1314% 7 puwFl + gauge — fixing

(10.17)
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and putting
m + A GZI

eg = ———
Z,73*

(10.18)

we get

L = ithpdpp — mppip — eptpy Ay — i BuFp + gauge — fixing  (10.19)
So we have succeeded in the wanted separation.Notice that the division of the pa-
rameters in physical and counter term part is well defined, because the finite piece
is fixed to be an observable quantity. This requirement gives the renormalization
conditions. The counter terms A, B, ... are determined recursively at each per-
turbative order in such a way to eliminate the divergent parts and to respect the
renormalization conditions. We will see later how this works in practice at one-loop
level. Another observation is that Z; and Z, have to do with the self-energy of the
electron, and as such they depend on the electron mass. Therefore if we consider
the theory for a different particle, as the muon, which has the same interactions as
the electron and differs only for the value of the mass (m, ~ 200m.), one would
get a different bare electric charge for the two particles. Or, phrased in a different
way, one would have to tune the bare electric charge at different values in order to
get the same physical charge. This looks very unnatural, but the gauge invariance
of the theory implies that at all the perturbative orders Z; = Z,. As a consequence
ep = e/Zé/Z, and since Z3 comes from the photon self-energy, the relation between
the bare and the physical electric charge is universal (that is it does not depend on
the kind of charged particle under consideration).

Summarizing, one starts dividing the bare lagrangian in two pieces. Then we
regularize the theory giving some prescription to get finite Feynman integrals. The
part containing the counter terms is determined, order by order, by requiring that
the divergences of the Feynman integrals, which come about when removing the
regularization, are cancelled out by the counter term contributions. Since the sepa-
ration of an infinite quantity into an infinite plus a finite term is not well defined, we
use the renormalization conditions, to fix the finite part. After evaluating a physical
quantity we remove the regularization. Notice that although the counter terms are
divergent quantity when we remove the cut off, we will order them according to the
power of the coupling in which we are doing the perturbative calculation. That is we
have a double limit, one in the coupling and the other in some parameter (regulator)
which defines the regularization. The order of the limit is first to work at some order
in the coupling, at fixed regulator, and then remove the regularization.

Before going into the calculations for QED we want to illustrate some general
results about the renormalization. If one considers only theory involving scalar,
fermion and massless spin 1 (as the photon) fields, it is not difficult to construct
an algorithm which allows to evaluate the ultraviolet (that is for large momenta)
divergence of any Feynman diagram. In the case of the electron self-energy (see
Figs. 10.1a and 10.1b) one has an integration over the four momentum p and a
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behaviour of the integrand, coming from the propagators, as 1/p?, giving a linear
divergence (it turns out that the divergence is only logarithmic). From this counting
one can see that only the lagrangian densities containing monomials in the fields
with mass dimension smaller or equal to the number of space-time dimensions have
a finite number of divergent diagrams. It turns out also that these are renormalizable
theories ( a part some small technicalities). The mass dimensions of the fields can be
easily evaluated from the observation that the action is dimensionless in our units
(h = 1). Therefore, in n space-time dimensions, the lagrangian density, defined as

/ d"z L (10.20)

has a mass dimension n. Looking at the kinetic terms of the bosonic fields (two
derivatives) and of the fermionic fields (one derivative), we see that

n—1
2

dim[¢] = dim[4,] = = — 1, dim[y] =

5 (10.21)

In particular, in 4 dimensions the bosonic fields have dimension 1 and the fermionic
3/2. Then, we see that QED is renormalizable, since all the terms in the lagrangian
density have dimensions smaller or equal to 4

dim[¢p] = 3,  dim[tpy,pAP] =4, dim[(0"A,)*] = 4 (10.22)

The condition on the dimensions of the operators appearing in the lagrangian can
be translated into a condition over the coupling constants. In fact each monomial
O; will appear multiplied by a coupling g;

L=> g0, (10.23)
therefore
dim[g;] = 4 — dim[O;] (10.24)
The renormalizability requires
dim[0;] <4 (10.25)
from which
dim[g;] > 0 (10.26)

that is the couplings must have positive dimension in mass are to be dimensionless.
In QED the only couplings are the mass of the electron and the electric charge
which is dimensionless. As a further example consider a single scalar field. The
most general renormalizable lagrangian density is characterized by two parameters

L= %%dﬁ% — %m%? — p® — Ap? (10.27)

Here p has dimension 1 and X is dimensionless. We see that the linear o-models are
renormalizable theories.
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Giving these facts let us try to understand what makes renormalizable and non
renormalizable theories different. In the renormalizable case, if we have written
the most general lagrangian, the only divergent diagrams which appear are the
ones corresponding to the processes described by the operators appearing in the
lagrangian. Therefore adding to £ the counter term

Ly = Z 09;0; (10.28)

we can choose the dg; in such a way to cancel, order by order, the divergences. The
theory depends on a finite number of arbitrary parameters equal to the number of
parameters g;. Therefore the theory is a predictive one. In the non renormalizable
case, the number of divergent diagrams increase with the perturbative order. At
each order we have to introduce new counter terms having an operator structure
different from the original one. At the end the theory will depend on an infinite
number of arbitrary parameters. As an example consider a fermionic theory with an
interaction of the type (/¢)2. Since this term has dimension 6, the relative coupling
has dimension -2

Ling = —92(7/_”?)2 (10-29)

c)

Fig. 10.2 - Divergent diagrams coming from the interaction (¢1))?.

At one loop the theory gives rise to the divergent diagrams of Fig. 10.2. The
divergence of the first diagram can be absorbed into a counter term of the original

type B
—8g2(Y1h)? (10.30)

The other two need counter terms of the type

093 (¥1h)* + 0ga(P)* (10.31)
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Fig. 10.3 - Divergent diagrams coming from the interactions (10)* and (1)),

These counter terms originate new one-loop divergent diagrams, as for instance the
ones in Fig. 10.3. The first diagram modifies the already introduced counter term
(1)), but the second one needs a new counter term

0gs(1)° (10.32)

This process never ends.

The renormalization requirement restricts in a fantastic way the possible field
theories. However one could think that this requirement is too technical and one
could imagine other ways of giving a meaning to lagrangians which do not satisfy this
condition. But suppose we try to give a meaning to a non renormalizable lagrangian,
simply requiring that it gives rise to a consistent theory at any energy. We will show
that this does not happen. Consider again a theory with a four-fermion interaction.
Since dim g = —2, if we consider the scattering ¢ + 1) — ¢ + 1 in the high energy
limit (where we can neglect all the masses), on dimensional ground we get that the
total cross-section behaves like

o~ g E? (10.33)

Analogously, in any non renormalizable theory, being there couplings with negative
dimensions, the cross-section will increase with the energy. But the cross-section has
to do with the S matrix which is unitary. Since a unitary matrix has eigenvalues of
modulus 1, it follows that its matrix elements must be bounded. Translating this
argument in the cross-section one gets the bound

C2

o< o (10.34)
where ¢ is some constant. For the previous example we get
@pE* <c (10.35)

This implies a violation of the S matrix unitarity at energies such that

B>, |- (10.36)
g2
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It follows that we can give a meaning also to non renormalizable theories, but only
for a limited range of values of the energy. This range is fixed by the value of the
non renormalizable coupling. It is not difficulty to realize that non renormalizability
and bad behaviour of the amplitudes at high energies are strictly connected.

10.2 Dimensional regularization of the Feynman
integrals

As we have discussed in the previous Section we need a procedure to give sense at
the otherwise divergent Feynman diagrams. The simplest of these procedures is just
to introduce a cut-off A and define our integrals as [;° — limp_,o fOA) Of course,
in the spirit of renormalization we have first to perform the perturbative expansion
and then take the limit over the cut-off. Although this procedure is very simple it
results to be inadequate in situations like gauge theories. In fact one can show that
the cut-off regularization breaks the translational invariance and creates problems
in gauge theories. One kind of regularization which nowadays is very much used is
the dimensional regularization. This consists in considering the integration in an
arbitrary number of space-time dimensions and taking the limit of four dimensions
at the end. This way of regularizing is very convenient because it respects all the
symmetries. In fact, except for very few cases the symmetries do not depend on the
number of space-time dimensions. Let us what is dimensional regularization about.
We want to evaluate integrals of the type

L(k) = / d'p F(p, k) (10.37)

with F(p,k) ~ p 2 or p-%. The idea is that integrating on a lower number of
dimensions the integral improves the convergence properties in the ultraviolet. For
instance, if F(p,k) ~ p~*, the integral is convergent in 2 and in 3 dimensions.
Therefore, we would like to introduce a quantity

I(w, k) = / d%p F(p, k) (10.38)

to be regarded as a function of the complex variable w. Then, if we can define
a complex function I'(w, k) on the entire complex plane, with definite singularity,
and as such that it coincides with I on some common domain, then by analytic
continuation I and I’ define the same analytic function. A simple example of this
procedure is given by the Euler’s I'. This complex function is defined for Re z > 0
by the integral representation

i) = Todt et (10.39)
0

If Re z < 0, the integral diverges as

dt
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in the limit ¢ — 0.However it is easy to get a representation valid also for Re z < 0.
Let us divide the integration region in two parts defined by a parameter «

I'(z) :/ dt e_ttz_l—i—/ dt el (10.41)
0 «

Expanding the exponential in the first integral and integrating term by term we get

oo _1 n o o0 .
['(z) = Z( ) /0 dt t”+z*1+/a dt et

— nl
o] —1)" n+z 00 .

= Z%O‘Jr +/ dt e 1! (10.42)
— nl o n+z a

The second integral converges for any 2 since a > 0. This expression coincides with
the representation for the I' function for Re z > 0, but it is defined also for Re z < 0
where it has simple poles located at z = —n. Therefore it is a meaningful expression
on all the complex plane z. Notice that in order to isolate the divergences we need
to introduce an arbitrary parameter a. However the result does not depend on the
particular value of this parameter. This the Weierstrass representation of the Euler
['(z). From this example we see that we need the following three steps

e Find a domain where I(w, k) is convergent. Typically this will be for Re w < 2.

e Construct an analytic function identical to I(w, k) in the domain of conver-
gence, but defined on a larger domain including the point w = 2.

e At the end of the calculation take the limit w — 2.

10.3 Integration in arbitrary dimensions
Let us consider the integral
Iy = / dNpF(p?) (10.43)

with N an integer number and p a vector in an Euclidean N-dimensional space.
Since the integrand is invariant under rotations of the N-dimensional vector p, we
can perform the angular integration by means of

d¥p = dQyp" tdp (10.44)

where d€2y is the solid angle element in N-dimensions. Therefore [ d€2y = Sy, with
Sy the surface of the unit sphere in N-dimensions. Then

Iy = Sy /Ooo PN IR (p?)dp (10.45)

The value of the sphere surface can be evaluated by the following trick. Consider

+00 2
I= / e dr = /7 (10.46)

—00
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By taking N of these factors we get
_( 2 _|_ e _|_ 2 ) N
= /dxl coodrye” 1 TN) = pN/2 (10.47)
The same integral can be evaluated in polar coordinates
o0 2
N2 = SN/ PN e TP dp (10.48)
0

By putting z = p? we have

1 00 _ 1 N
N2 = —S’N/ gV e ™ dy = —S\T (—) (10.49)
2 0 2 2
where we have used the representation of the Euler I' function given in the previous

Section. Therefore

) N/2
Sy = (10.50)
r(3)
and
N2 oo
Iy = / VR () do (10.51)
r(3) %
with z = p?.
The integrals we will be interested in are of the type
dVp
190 = / 10.52
N (p2 — a2 + iG)A ( )

with p a vector in a Ndimensional Minkowski space. We can perform an anti-
clockwise rotation of 90° (Wick’s rotation) in the complex plane of py without hitting
any singularity . Then we do a change of variables py — ipy obtaining

. dp :

where I is an Euclidean integral of the kind discussed at the beginning of this
Section with F'(z) given by

F(z) = (v +a*) ™4 (10.54)
It follows
G N 10.55
Iy = / x .
N 1‘(%) 0o (x+4a?)A ( )
By puttingz = a?y we get
N I S A
IN:(a)/W/O Y21 ) Ady (10.56)
2
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and recalling the integral representation for the Euler B(z,y) function (valid for
Rex,y > 0)

_ F(J“)F(y) _ o z—1 —(z+y)
B) = Tty = /0 711 4 )@ gy (10.57)
it follows CA_ N9 .
Iy = a2 (4= N/2) (10.58)

T'(A) (a?)A-N/2
We have obtained this representation for N/2 > 0 and Re(A — N/2) > 0. But we
know how to extend the Euler gamma-function to the entire complex plane, and
therefore we can extend this formula to complex dimensions N = 2w

NA-w) 1

b = ® 5D A (10.59)

This shows that I, has simple poles located at
w=AA+1, - (10.60)

Therefore our integral will be perfectly defined at all w such that w # A, A+1,---.
At the end we will have to consider the limit w — 2. The original integral in
Minkowski space is then

Cp o ald ) 1
/ (p? — a?)? = (=1) T(4) (a2)A (10.61)

For the following it will be useful to derive another formula. Let us put in the
previous equation p = p’' + k and b? = —a? + k2, then

d>p' , WJA-w) 1
=¥ (—1 10.62
/(p'2+2p’-k+k2—a2)A i (=1) (10.62)

from which

d*p o AT(A—w) 1
/ (p2 + 2]9 -k + b2)A = (_1) F(A) (k‘2 — b2)A_“’ (1063)

Differentiating with respect to k, we get various useful relations as

& y = ir*(-1 2 10.64
/ p(p2+2p-k+b2)A i (—1) T(A) (k- p2)Aw ( )
and
/dpr pupu — 7Tw(—1)A
(P2 +2p - k+b)A  T(A)(k2—02)A-v
1
X {F(A — w)k,k, — §gu,,(k2 — ) T(A-w-—1) (10.65)
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Since at the end of our calculation we will have to take the limit w — 2, it will be
useful to recall the expansion of the Gamma function around its poles

1
['(e)=—-—~v4+0O(e) (10.66)
€
where
v = 0.5772... (10.67)
is the Euler-Mascheroni constant, and for (n > 1):
(=D" 1
D(-n+e) =~ =+ y(n+1) + 0(6)} (10.68)
where . .
1/)(n+1):1+§+---+5—fy (10.69)

10.4 One loop regularization of QED

In this Section we will regularize, by using dimensional regularization, the relevant
divergent quantities in QED, that is X(p), I1,,(¢) e A*(p,p’). Furthermore, in order
to define the counter terms we will determine the expressions which become divergent
in the limit of w — 2. It will be also convenient to introduce a parameter p such
that these quantities have the same dimensions in the space with d = 2w asin d = 4.
The algebra of the Dirac matrices is also easily extended to arbitrary dimensions d.
For instance, starting from

h/ua f)/ll]+ = 2guu (1070)
we get
Wy, =d (10.71)
and
Vv = (2 = d), (10.72)

Other relations can be obtained by starting from the algebraic properties of the
~v-matrices. Let us start with the electron self-energy which we will require to have
dimension 1 as in d = 4. From eq. (10.4) we have

A2k p—k+m 1
" 10.73
27r)2“’% (p—k)2—m?+ ie | K2+ ie ( )

N(p) = ip' "> / (

In order to use the equations of the previous Section it is convenient to combine
together the denominators of this expression into a single one. This is done by using
a formula due to Feynman

1 1 dz
ab /0 [az + b(1 — 2)]? (10.74)
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which is proven using

L S (1075
ab b—a b b—ala x?
and doing the change of variables
r=az+b(1 —z) (10.76)
We get
- .
ue ZW/ dz/ ;iﬁ ];‘*’% [(p— k)? zp— mk;,:_ﬂLmk?(l —2)]? 27" (10.77)
The denominator can be written in the following way
] =p’2z—mPz+ k> —2p- k2 (10.78)

and the term p - k can be eliminated through the following change of variables
k = k' + pz. We find

L= =mP)z+ (K +p2)?=2p- (K 4+p2)z =k —m?z 4+ p*2(1 — 2) (10.79)

It follows (we put k' = k)

d*k p(l—z)—fc—l—m
ui=2 [ d / z 10.
/ ‘ 2”” —m?z+p?z(1 - z)]Qfy (1080)

The linear term in k£ has vanishing integral, therefore

d*k p(l—2)+m
= [z | z 10.81
/ ‘ (2m)2w ” —m?z + p?z(1 —z)]27 (1081)

and integrating over k

D) = int > [ deg it P IEN e (t0s)

By defining € = 4 — 2w we get

u/ &2 i ~92D(e/2), n Qﬁ(l_sz Y (10.83)

m2z — p?z(1 — 2)]</?
Contracting the v matrices

1
1672

e—2)p(1—2)+(4—¢)m
2z — Pl

S(p) = T(e/2) /0 b ds(amp2yl2d (10.84)
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we obtain

1
1 2, _ 02,(1 — —€/2
x/ d22p(1 — 2) — 4m — e(p(1 — =) —m)] | P2 P2E 2] Ty g5
0 47 p?
Defining
A=op(l—2)—am, Be—pl—z)+m c="22P022 000
= — z) — 4m, = —2)+m, = :
p A7
and expanding for € — 0
1 1 2A €
S(0) = 1o /0 dz |22 1 2B - yA] [1 - SlogC
1 A
- / iz |2 AlogC'+ 2B — 4 A
1672 Jo €
1
- 54 5 — 2 h— 4
g3 (D —4m) — 2 [p — 2m + (P — 4m)]
1 m2z — p*z(1 — 2)
- @/0 d2[p(1 — 2) — 2m]log o
1
= 871'26(23 — 4m) + finite terms (10.87)
Consider now the vacuum polarization (see eq. (10.8))
d*k 1 1
11 = 3 4—2w/ TlA MA v
@ =] e g
&k Trly,(k (k4 g
(2m) (k2 —m?)((k + ¢)* —m?)
Using again the Feynman representation for the denominators
d?% Trly,(k (k4 g
I (q) = iyt 2W/ o T[Z“( )y lk + 4+ m) (10.89)
(2m)2 [(k? = m?)(1 = 2) + ((k + ¢)* —m?)z]?
We write the denominator as
[ =k +¢*2 —m*+2k gz (10.90)

through the change of variable k = k' — gz we cancel the mixed term obtaining
L= —q2)?+2(K —q2) - qz+ 22 —m® = k” + ¢?2(1 — 2) —m®  (10.91)
and therefore (we put again k' = k)

k. Trlyu(k — 4z + m)y,(k + 4(1 = 2) + m)]
(2m)% (k2 + ¢%2(1 — z) — m?)?

" (q) = ip*~ 2W/ dz (10.92)
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Since the integral of the odd terms in k is zero, it is enough to evaluate the contri-
bution of the even term to the trace

Tr(..]even = Tr[*yu(I% — gz + m)*y,,(l% +G(1 — 2)]pari + mQTr[fyufyy]
= Trlv.kvk] — Tr[v.g7.4)2(1 — z) + mQTT[fyufyy] (10.93)

If we define the v as matrices of dimension 2¥ x 2“ we can repeat the calculation of
Section 9.2 obtaining a factor 2“ instead of 4. Therefore

Trl...]even = 272k k), — g“,,lc2 — (2quq, — gwq2)z(1 —z)+ ngW]
= 2Y[2k,ky, — 22(1 — 2)(quqy — gu,,qQ) — gW(k2 —m?+ q22(1 — 2)](10.94)

and we find

1 d*k 2k, k
H/u/ — 4—2w2w/ d / nhy
(q) tH . v (27)2 [[kz ¥ 22(1 — 2) — m?2
22(1 — v — G’ v
2(1—2)—m 2(1—2)—m
[+ ¢?2(1—2) —m?]* [k + ¢*2(1 — z) —m?]
From the relations of the previous Section we get
2pupy : 'l —w)
2w K _ w
/ d pm = 19T W (1096)
whereas . I )
—w
d¥p——— = —ig———— 10.97
[ v = s o0

Therefore the first and the third contribution to the vacuum polarization cancel out
and we are left with

d*k 1

(2m)% [k2 4+ ¢%2(1 — z) — m?)?
(10.98)

Notice that the original integral was quadratically divergent, but due to the previous

cancellation the divergence is only logarithmic. The reason is again gauge invari-

ance. In fact it is possible to show that this implies ¢#II,,(¢) = 0. Performing the

momentum integration we have

1
H#V(Q) - _Z./L472w2w(q;LQV _guuq2)/0 dZ 22(1 — Z)/

i ['2—-w)
(o) [ — (1~ I 2
(10.99)

1
H”V(q) - —i2u4_2w2w(qu(b - QWQQ)/O dz Z(]_ — Z)

By putting again € = 4 — 2w and expanding the previous expression

we/2 ['(e/2)
2y o — (- )7

1
(q) = 2122 (quq, — gu?®) /0 dz 2(1 - 2)
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m? — @z(1—2)] "
A7 p?

2 o e oy [1
= @2 / (99 — 91 )/0 dz z(1 — 2)T'(e/2) l

2
= 160 (4 — 2€log 2)(q.q — 9w a°)

1 2
x [ dza(1-2)(E =) [1 - LlogC (10.100)
0 €
where C'is definite in eq. (10.86). Finally
1 2 8 €
(¢ = @(quqy — 9uwq )/dz 2(1 - 2) [E — 4y — 410g2] [1 — §logC’
1
= 2—7r2(quy - guuq2)
1 m? — ¢*2(1 — 2)
X li — = —[dz z2(1 —2)log [ 22 (10.101)
or, in abbreviated way
1 o
I1,.(q) = @(quql, — guwq )E + finite terms (10.102)
We have now to evaluate A,(p’,p). From eq. (10.11) we have
d*k p'—k+m p—k+m 1
AF - / g z o (10.103
(', p) = —in e o= mE) R = R R ( )
the general formula to reduce n denominators to a single one is
o1 — 2iey Bi)
= (n—1) / a2 X (10.104)
z‘:l_[l a; zl_[l Zi:l Bia l]
To show this equation notice that
noq o N - Zaiaz
II—= II deie = (10.105)
=1 a; =1
Introducing the identity
- / SN —Y o) (10.106)
0 .7

and changing variables a; = \j;
— = d Zd)\(S )\ — i i=1 = d Z)\n_ =1
g a; /0 g “ ( ; ai)e 0 H b 2\

191



The integration over f3; can be restricted to the interval [0,1] due to the delta
function, and furthermore

00 —1)!
/ dn-te—pA — (n = D! (10.108)
0 pr
In our case we get
d>k 1— :1:
Au / - _9 4—2w / /
(¥’ p) i 2n

V(D — k4 m)y(p— k +mya

10.109
A== y)+ (= B —mtz + (7 — kg g O109)

The denominator is
[ =k —m?(z +y) + pPe+ %y — 2k - (px +p'y) (10.110)

Changing variable, k = k' + px + py
] = (K +pe+py)? —mi(@+y) + e +p"y — 20k +pz +py) - (pr +p'y)
= K?-m’(z+y) +p'z(l—z)+p y(L—y) = 2p-pay (10.111)
Letting again k' — k

11—z 2w
A (p', 2zu42w/dx/ dy/dk

(A —y) = pr — k4 m)y (L — x) — p'y — i+ m)7a (10112)
k2 —m?(z +y) + p*x(1 — 2) + p?y(1 —y) — 2p - pay]? '
The odd term in k is zero after integration, the term in k? is logarithmically di-

vergent, whereas the remaining part is convergent. Separating the divergent piece,
Al(}), from the convergent one, Al(f’)

Ap=AD + AP (10.113)
we get for the first term
1 1—x Ak
A(l) ! — 9 4—2w/ d / d /
W (') R L L) B pmr
kM ko

(0}
T e 2 () + pPa(l— o) + Py (1 — y) — 2p - payP

= —2iut /01 dx /le dy% (—%) ['2—-w)

YUY Y
[m2(z +y) — pz(l —z) — py(1 — y) + 2p - pry)> ¥

Logaw (1 ! e
= —u <—> (2 —w)/ da:/ dy
2 4m 0 0

YENVY Vo
[m?(z +y) — p?x(l —z) — p?y(1 —y) + 2p - pay]>~

(10.114)
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Using the relation
VNV e = (2 = d)*y* (10.115)

we obtain (e = 4 — 2w)

AD (o 1, 1\ 2-¢/2 B lz'
u(p,p)—2u o T'(e/2)(e — 2)%y, dx

[m2(z +y) — p?x(1 - x) —p?y(1 —y) + 2p - p'ay]/?

1 2 1 11—z
~ 30702 [Z - 7] [4- 46]7”/0 dx/o dy

lmQ(fE +y)—pla(l—a)—py(l—y)+2p- p’fry] N

47 p?

- L 42— /ld/lxd

- 87r26% 1672 7 T 87?2% 0 v 0 Y

x log lmQ(fE +y) —px(l —xz) —p’y(l—y) + 2p-p’fcy] (
A7 p?

10.116)

and finally
1
1 - .
AL (o, p) = g2 + finite terms (10.117)

In the convergent part we can put directly w = 2

1—z 2( 1
A p) = /d/ ay"
W hp) = g [ de TT@E)
Y (1 —y) — pr +m)y*(p(1 — x) — p'y + m)7a
m?(z +y) — p?x(l —z) — p?y(1 —y) + 2p - p'zy

1:1:
N 167r2/ /

Y (1 —y) — px+m)v”(p(1—fr)—ﬁ’y+m)va (
m*(z +y) — pPr(l — ) — p*y(1 —y) +2p-p'zy

10.118)

10.5 One loop renormalization

We summarize here the results of the previous Section

r .
E(p) = g5 (0 —dm) + >/ (p) (10.119)
o€
1
,(q) = (a0 — 9 d®) { -+ I/ (q)] = (¢ — Gua)1(¢?) (10.120)
Au(p,p) = g5 + AL p) (10.121)
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where the functions with the superscript f represent the finite contributions. Let us
start discussing the electron self-energy. As shown in eq. (10.2), the effect of X(p)
is to correct the electron propagator. In fact we have (see Fig. 10.4):

o (10.122)

Fig. 10.4 - The loop expansion for the electron propagator.

from which, at the same order in the perturbative expansion

o) = (14 C2@ T _ i (10.123)
T T hm) T homtesp) |

Therefore the effect of the divergent terms is to modify the coefficients of p and m:

2 2
iSpt(p) =p—m+eS(p) =p (1 + 8:;26) —m (1 + 2:;26) + finite terms (10.124)

This allows us to define the counter terms to be added to the lagrangian expressed
in terms of the physical parameters in such a way to cancel these divergences

(L1)er = iBYOY — Adpy) (10.125)

(L1)e modifies the Feynman rules adding two particles interacting terms. These
can be easily evaluated noticing that the expression of the propagator, taking into
account (L), is

Q

i i 1 Bp— A
(14+B)p— (m+ A) p—m p—m
'+ (iBp—id)—
p—m p—m

Q

- (10.126)
where, consistently with our expansion we have taken only the first order terms in
A and B. We can associate to these two terms the diagrams of Fig. 10.5, with
contributions —2A to the mass term, and ¢Bp to p.
The propagator at the second order in the coupling constant is then given by adding
the diagrams of Fig. 10.6.
At this order we get

i i , o 0

Sp(p) = + (zeQE(p) +iBp — ZA)

p—m  p—m

(10.127)

p—m
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X ®
7 iBp

Fig. 10.5 - The counter terms for the self-energy (p in the figure should be read as
p)-

X
+
°
+

Fig. 10.6 - The second order contributions at the electron propagator.

and the correction to the free propagator is given by

2 2
¢’S(p) + Bp— A = ( ‘ +B>ﬁ— ( ‘ m+A> + finite terms  (10.128)

872 22

We can now fix the counter terms by choosing

et (1 m
B=——— -4+ F|— 10.129
8 (5 T (:“)) ( )

me? (1 m
A= sy <Z + F,, <E>> (10.130)

with F5 andF,, finite for ¢ — 0. Notice also that these two functions are dimen-
sionless and arbitrary up to this moment. However they can be determined by the
renormalization conditions, that is by fixing the arbitrary constants appearing in
the lagrangian. In fact, given

iSp' () =TP(p) = p—m + Bp— A+ €’L(p) (10.131)

195



we can require that at the physical pole, p = m, the propagator coincides with the
free propagator

Sr(p) ~ , for p=m (10.132)

From here we get two conditions. The first one is

2 2 me? /1
0=T@(H=m)=—(p—4 2/ (p = —6—(— F) (— Fm>
(P =m) 87T26(p m)+e (p=m) 872 \ e th )Pt 2m%e \ € +
(10.133)
from which ) )
o me me B
eY (p=m)— = F+ WFm =0 (10.134)
The second condition is (2)( )
o' (p
=1 10.135
O0p ‘p=m ( )
which gives
9%/ (p) e?
2 - —F = 10.1
G e

One should be careful because these particular conditions of renormalization gives
some problems related to the zero mass of the photon. In fact one finds some ill-
defined integral in the infrared region. However these are harmless divergences,
because giving a small to the photon and letting it to zero at the end of the calcula-
tions gives rise to finite results. Notice that these conditions of renormalization have
the advantage of being expressed directly in terms of the measured parameters, as
the electron mass. However, one could renormalize at an arbitrary mass scale, M. In
this case the parameters comparing in £,, are not the directly measured parameters,
but they can be correlated to the actual parameters by evaluating some observable
quantity. From this point of view one could avoid the problems mentioned above by
choosing a different point of renormalization.

As far as the vacuum polarization is concerned, II,, gives rise to the following
correction of the photon propagator (illustrated in Fig. 10.7)

Dl(0) =~ — YT ()~ (10.137)
from which
Dlule) = “2 4 2 () (g — ] T
- _292“” [1- ()] - i%ezﬂ((f) TSI (10.138)

We see that the one loop propagator has a divergent part in g,,, and also divergent
and finite pieces in the term proportional to the momenta. Therefore the propagator
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Fig. 10.7 - The loop expansion for the photon propagator.

is not any more in the Feynman gauge. It follows that we should add to £,

1 1 1
Ly = -1 M — 5(8MA“)2 = §A"gu,,62A” (10.139)
the two counterterms
C E 1 1 E-C
(‘C?)ct = _Z uVFW - 5(@“4”)2 =-C (ZFWFW + 5(@#4“)2) - T(GMAM)Q
(10.140)

As for the electron propagator, we can look at these two contributions as pertur-
bations to the free lagrangian, and evaluate the corresponding Feynman rules, or
evaluate the effect on the propagator, and then expand in the counter terms. The
effect of these two terms to the equation which defines the propagator in momentum
space is

(1 + OV g — (C' = E)qua,]D"(q) = ~ig,, (10.141)
We solve this equation by putting
Dy (q) = a(@®) g + B(a*)quay (10.142)
Substituting in the previous equation we determine v e 3. The result is
i 0 C-F
Q= ——0 =—— 10.143
?(1+0) b “1+C)(1+E) ( )

The free propagator, including the corrections at the first order in C' and F is

—1 v . v
Dyw(q) = qi“ (1-0C)- qu—Z(C —E) (10.144)

and the total propagator

_iguu
q2

1 — e2T1(¢?) — O] — i (211 () + C — B (10.145)

D, (q) = m

We can now choose £ = 0 and cancel the divergence by the choice

2
C=-—-—"_+F (%) (10.146)

672€
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In fact we are free to choose the finite term of the gauge fixing, since this choice does
not change the physics. This is because the terms proportional to g,g,, as it follows
from the gauge invariance, and the conservation of the electromagnetic current. For
instance, if we have a vertex with a virtual photon (that is the vertex is connected
to an internal photon line) and two external electrons, the term proportional to ¢,q,
is saturated with

u@)vulp), g=p -p (10.147)

The result is zero, bay taking into account the Dirac equation. Let us see what the
full propagator says about the mass of the photon. We have

— G Gy —1q, - Gy =
D;V(Q) = qgu |:]. — F3 - €2Hf] — quql—4q |:F3 + €2Hf] = qg2ﬂ [1 _ H] . ZQ;;] I
(10.148)
where
1= eIl + Fy (10.149)

At the second order in the electric charge we can write the propagator in the form

—1

¢*(1+T1(q))

D, (q) = [g,w + q;Z”ﬁ@] (10.150)

and we see that the propagator has a pole at ¢*> = 0, since 1:I(q2) is finite for ¢> — 0.
Therefore the photon remains massless after renormalization. This is part of a rather
general aspect of renormalization which says that if the regularization procedure
respects the symmetries of the original lagrangian, the symmetries are preserved at
any perturbative order. An exception is the case of the anomalous symmetries, which
are symmetries at the classical level, but are broken by the quantum corrections.
All the anomalous symmetries can be easily identified in a given theory.

Also in this case we will require that at the physical pole, ¢> — 0, the propagator
has the free form, that is

(0) =0 (10.151)
from which
Fy = —€*T1Y (0) (10.152)
For small momenta we can write
- dIl/ (g)
02,2
[I(q) =~ e*q J? o (10.153)

since Iy is a constant. Using the expression for II/ from the previous Section, we
get

2

2 1
0 m 1 9 2 q
()~ ——— (L 4 Z1og [ —/ dz 21— 2L +... (10.154
0= 5 (245108 (s ) )+ e [ 20— 2P L (1015
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and

_ €2
f1(g) ~ 5 — (10.155)
from which -
Fo I /T 10.1
= —z? o + gauge terms (10.156)

The first term, 1/¢?, gives rise to the Coulomb potential, e?/47rr. Therefore this is
modified by a constant term in momentum space, or by a term proportional to the
delta function in the real space (see Section 7.2

d4q s . 1 e2 62 e4
_ 2 ig(zy —xg) | L _ € | _ 3
Ay =e / dt /(2@46 [ ] 6°(7)

q?>  60m2m? drr  6072m?2
(10.157)
This modification of the Coulomb potential modifies the energy levels of the hydro-
gen atom, and it is one of the contributions to the Lamb shift, which produces a
splitting of the levels 25/, and 2P, /,. The total Lamb shift is the sum of all the
self-energy and vertex corrections, and turns out to be about 1057.9 M Hz. The
contribution we have just calculated is only —27.1 M Hz, but it is important since
the agreement between experiment and theory is of the order of 0.1 M H z.
We have now to discuss the vertex corrections. We have seen that the divergent
contribution is A&l)(p’,p), and this is proportional to 7,. The counter term to add
to interacting part of L,

Lt = —ery, P A* (10.158)
is B
(L3)et = —eDipry, A (10.159)
The complete vertex is given by (see Fig. 10.8)

—ie [y, + €*A* + D) (10.160)
>’\MMAF + }MAMM + >wMMA
(counter-term)

Fig. 10.8 - The one loop vertex corrections.

We fix the counter term by

D=-" {Z + FZ} (10.161)



with F, the same as in eq. (10.5). The reason is that with this choice we get the
equality of the wave function renormalization factors Z; = Z,. This equality follows
from the conservation of the current, and therefore we can use the arbitrariness in
the finite part of the vertex counter term to guarantee it. The one-loop vertex is

then -
2
(A") = |9+ (A — 53 (10.162)

One can see that this choice of F3 is such that for spinors on shell the vertex is the
free one

u(p)(A*)'u(p)|p=m = u(p)y"u(p) (10.163)

We will evaluate now the radiative corrections to the g — 2 of the electron. Here g
is the gyromagnetic ratio, which the Dirac equation predicts to be equal to be two
(see Section 4.6). To this end we first need to prove the Gordon identity for the
current of a Dirac particle

u(p)yuu(p) = ap') |———+ —.mau,,q” u(p) (10.164)

con ¢ = p' — p. For the proof we start from

Pyuu(p) = (=myu + 2pu)u(p) (10.165)
and
Vupu(p) = my, (10.166)
Subtracting these two expressions we obtain
i

) = (% = Lo ) ulp) (10.167)

An analogous operation on the barred spinor leads to the result. We observe also
that the Gordon identity shows immediately that ¢ = 2, because it implies that the
coupling with the electromagnetic field is just

€ 14
%UWFM (q) (10.168)

To evaluate the correction to this term from the one loop diagrams, it is enough to
evaluate the matrix element

eu(p') AP (', p)u(p) (10.169)

in the limit p — p and for on-shell momenta. In fact AE}) contributes only to
the terms in 7,, and in the previous limit they have to build up the free vertex,
as implied by the renormalization condition. Therefore we will ignore all the terms
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proportional to 7, and we will take the first order in the momentum ¢. For momenta
on shell, the denominator of A(?) is given by

] =m?(x +y) —mPz(1 — ) — mPy(1 —y) + 2mPzy = m*(z + y)*  (10.170)
In order to evaluate the numerator, let us define
Vi=a(p ) [p'(1 —y) — b+ m]+" [p(1 — 2) — p'y +m] yau(p) (10.171)

Using pya = —VaP + 2Pa, and an analogous equation for p', we can bring p to act on
the spinor at the right of the expression, and p' on the spinor at the left, obtaining

Vi = a(p) [myy® +2(1 — 9)p'™ = y*p] ¥ [maye + 2(1 = 2)pa = D'y7a] u(p)

(10.172)
Making use of
YoV Ve = — 27" (10.173)
YaVu Vo™ = 49w (10.174)
VbV PV = ~257"P (10.175)

we get

Ve = a(p)| - 2mPzyy" + 2my(1 - z)(—my* + 2p*)
— dmy?p" + 2ma(1 — y)(—my* +2p™) + 4(1 — z)(1 — y)m>H*
— 2y(1 — y)m?y* — dma®p* — 2m*z(1 — z)y* — 2xym27“}u(p)(10.176)

and for the piece which does not contain v,

V, = 4ma(p) [p"(y — xy — 2%) + p"(x — 2y — v*)| u(p) (10.177)
Therefore the relevant part of the vertex contribution is
! e 4 (y — 2y — 2?)
_ d / du —a(p)[ppd 22—~ )
1672 /0 "o Y mu(p)[p (x +y)?

4+ o (z (_xlfy_)zy )]u(p) (10.178)

e*u(p ) AP (1, p)u(p)

By changing variable z = x + y we have

/dx/” e =k e[

= [ (1—2)logz +x — 1]

2 22 2? Ly
l—xlogm—i—xﬂL—logx—z—i-?—x] = - (10.179)
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from which

62

—mﬂ(ﬂ)[ﬁu + ', Ju(p) (10.180)

ca(p) AP (v, p)ulp) =

Using the Gordon in this expression, and eliminating the further contribution in v,
we obtain

;52

_ e y
€2u(p,)AE?) (plap)u(p”mom. magn. —7 mu(p')aw,q u(p) (10181)

Finally we have to add this correction to the vertex part taken at p’ = p, which
coincides with the free vertex

ie? . _ P+ P i e? .
To 2 owd Jup) = 6p)[ =5 + 5 (14 o | owd’Ju(p) (10.182)

_
W)+ 165 om " 2m

Therefore the correction is

e e «Q
— — 1+ — 10.1
2m—>2m< +27T> (0 83)

Recalling that ¢ is the ratio between S- B and e/2m, we get

g a 2
—=1+— 10.184
5 +27T+(’)(a) (10.184)

This correction was evaluated by Schwinger in 1948. Actually we know the first
three terms of the expansion

| 1 2
am = ~(g—2) = 5% —0.32848 (%) + 1.49(%)3 4o = (1159652.4 £ 0.4) x 10~°

2
(10.185)
to be compared with the experimental value

(exp = (1159652.4 + 0.2) x 107° (10.186)
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Appendix A

A.1 The Bohm Aharonov effect

Classically the electromagnetic force acting on a particle of charge e is given by

F=e(E+7AB) (A.1)
with _
E*:_aa_fj_w, Bovad (A.2)

with A# = (¢, A) the electromagnetic four-potential. In this context we see that the
electromagnetic field produces physical effects only in the regions where the electric
field E and/or the magnetic field B are different from zero. More precisely, in the
case of a point-like particle the physical effects are only in the points of the trajectory
where the fields are different from zero. In the quantum case the situation is quite
different. In fact we can have physical effects also inside regions where E=B-= 0,
but A4, # 0. In other terms, the quantum theory shows non local effects when
expressed in terms of the electromagnetic field. The theory becomes local again
when expressed in terms of the four-potential. This fact appears quite clearly in the
case of the Bohm-Aharanov effect. (Y. Aharonov and D. Bohm, Physical Review
115, 484, 1959). Let us consider the classical interference effects illustrated in Fig.
A.1. We can observe an interference on the screen due to the difference in the phases
for the electrons going through the path 1 and the electrons through the path 2.
The difference in phase between the two wave functions is given by

5= kD = 2T7TD (A.3)
where k is the wave number, A = 27 /k, and D is the length difference between the
two paths. The interference effect manifests itself in a series of interference fringes
with maxima located at 6 = 27n. Let us now put a very long and thin solenoid
very close to the wall separating the two holes. In this case one can observe that
the interference fringes get displaced (R.G. Chalmers, Physical Review Letters 5, 3,
1960). Notice that in this situation the electrons move mainly in a region where the
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o Solenoid

Slits Screen
Fig. A.1 - The Bohm-Aharanov effect.

magnetic field is zero. In fact the magnetic field is different from zero only inside the
solenoid. This result cannot be explained in classical terms but it has a very simple
explanation in quantum physics. Let us start evaluating the vector potential. This
must be a continuous function, therefore we should require that the vector potentials
evaluated in the inner and in the outer parts of the solenoid coincide at the border.
For the potential inside the solenoid we get the result by noticing that A will lie on
a plane orthogonal to the solenoid and by using the Stokes theorem. We get

B B

where R is the radius of the solenoid and r the distance of the point of coordinates
(x,y) from the center of the solenoid. In fact

B B

0, Ay — 0yA; = 3 + ) =B (A.5)
Outside we have BR? BR?
A:E = —Fy, Ay = 27"2 xr (A6)

as we can check immediately

BR? BR? 2y BR? 2z
DA, — O, A, = (——-) (---) 0 (AT
v r? * 2 I\ * g "\ (A7)
Ignoring the electron spin the wave equation is obtained via the minimal substitution
T (= —eA)? A.
it = 5 (ZikV —ed)™) (A.8)
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We will evaluate the shift of the phase due to the presence of the solenoid by using
the semiclassical approximation. We write

;3
1[)2@6}{

By putting this expression in the Schrodinger equation (neglecting the term 2| A|?)
we find

(A.9)

(iha — Sa)e f o= —(=V) - | Vae foy 2¥Sae b | +iSHA- (Va+ 2VSa)e #
2m h m I3
(A.10)
from which
2
Hiba= L u il s i avss Lawspei? % Caivs
2m m m 2m m m
(A.11)
Separating real and imaginary part we obtain
. 1 =5 1o = e - =
a@=—-—-—aV'5—-—Va-VS+—A-Va (A.12)
2m m m
. K le, 1 o2, e =

Going to the classical limit / — 0, we see that the second equation is nothing but
the Hamilton-Jacobi equation

oS 1 =
+—(VS)? -

et j VS — A.14
ot 2m vS=0 ( )

e
m
Then the term VS is nothing but the momentum of the particle. This equation
shows that the variation of the phase during the time At, is given by

A At (A.15)

where ¥ is the classical velocity of the particle. The phase difference between the
two paths due to A is given by

e [ - e [ - e S
A = S Agar— S [ AGa=S[ Aoai=
}{ 1 ! I{ 2 v }{ 1-2
= [Vad-dS=2 [ B-dS=2a(B) (A.16)
> B h

where (D(E) is the flux of B. As a consequence the interference fringes will be shifted
by a quantity proportional to Ad. Therefore quantum mechanics implies that an
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electron feels the magnetic field also in regions where B= 0, but A # (0. This shows
that the theory is not a local one when expressed in terms of the electromagnetic
field. Therefore if we insist with having a local theory we are forced to recognize that
the potentials are not a simply a mathematical trick, but rather they have a physical
meaning. This big difference between classical and quantum physics is due to the
fact that the central elements in the two theories are respectively the equations of
motion on one side and the hamiltonian on the other side. In the region where B=0
one could expect that the vector potential is a pure gauge, that is the gradient of
a scalar function y. If this would be the case, then the shift, being proportional to
Ji o A dZ should vanish. In fact, in this case

/ Aodi= [ Vy-di=0 (A.17)
1-2 1-2

In fact it is easily seen that in the region outside of the solenoid, the vector potential
can be expressed as
A=Vyx (A.18)

with
BR?

X =
T

arctan <Q> (A.19)

But it is not true that integrating A around a loop including the solenoid we get
zero. In fact y varies of m BR? for any loop, that is y is not a single-valued function.
To avoid this problem one can think that the presence of the solenoid changes the
topology of the space where A is defined from a plane to a plane with a hole. In
this way one y is a well defined function, but the change of topology has the effect
to give a non zero value to the loop integral of A. Notice also that

A.dl (A.20)

1-2

is a gauge invariant quantity. In fact if we perform the gauge transformation
A— A+ VA (A.21)

with A a single valued function, the value of the integral does not change. So the
integral being gauge invariant is an observable quantity.

A.2 Application to atomic systems

We consider here the interaction of an atomic system with the electromagnetic
field. As we have shown when we have quantized the electromagnetic field we can
take external states containing only transverse photons. The total system will be
described by the following non-relativistic hamiltonian

t) — eA(7(1), 1))’
Qmi

H = Z (il + Z e A% (Zi(t),t) + Hyag = Ho + H; (A.22)
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where

HI - e Z ﬁz(t) ' fjl;(bfl(t)v t) + 62 Z g(fégi)a t)Z (A23)

and H, describes the atom plus the free part of the hamiltonian for the radiation
field. The sum is over all the electrons in the atom. Notice that the part in A°
describes the interaction of the electrons with the nucleus and it has been included
in Hy. The possible processes generated at the first order in perturbation theory are

represented in Fig. A.2.

o A' A , '
emissione assorbimento A

A A
diffusione elastica o inelastica

Fig. A.2 - The possible first order processes for an atomic system interacting with
a radiation field.

Let us start considering the emission process. At the lowest order consider the
transition
|A, ng) — |A', (ng + 1)) (A.24)
where A and A’ are the labels for the atomic system in the energy eigenstates
corresponding to the eigenvalues Ey and F 4 respectively. We assume also to have
an initial radiation field with n; photons of momentum k. We want evaluate the
emission probability for the atom to emit a photon of energy wy = |E| From our
rules we can evaluate the relevant S-matrix element

/ :’O dtie (A, (n + 1) S 5(0) - A @, (0), )] A, i) (A.25)

By using the fact that the operators are in the interaction picture we can write the
previous expression as follows

400 . .
/ dtie (A, (ng + 1)|e ot 57 5,(0) - A (#,(0), t)e ™ Hatl 4, n)  (A.26)

o0
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where H,; is the part of H, relative to the atom. Inserting the expansion for the
field A we get

/+oodtze / EA' — Ea—w,)t
\/2wq
A e+ 1) X 50) - 3 & @e 0 FOal@)A,m)  (A20)
) A=1,2
from which

—

218 (Ea — E4 — wy)(i€) (7’;’; +v (A'] sz Yo~k - Ti0) gy (A.28)

Here we have used the following properties of the creation and annihilation operators
a’™

n) = T

a'lny =vVn+1n+1), aln)=vnn—1) (A.30)

By taking tha modulus squared of the matrix elements, dividing by the time T, and
multiplying by the final states density we get the differential probability emission

10) (A.29)

n + L Jo—ik - 7 KV
dwe:27r6(EA/—EA—wk) 2 L A’|Z 1k ZUZ(O)|A>|2(27T)3
(A.31)
from which
_ &k
dwe:27T6(EA/—EA—wk) nk+ A|sz Zk .'L'Z(O)|A>| 2wk(27r)3
(A.32)

For low frequency, that is when |/;| < a, where a is the typical atomic size, it is
possible to make the so called dipole-approximation,

—

e~ R T g (A.33)
Furthermore we can use the property
fAA’ = —i[Hat,f]AAl = —i(EA/ — EA)fAA’ = —iwkxAA/ (A34)

Using also a = €2 /41 we get

dwe _ @ 31/ ANT. = (10 2
A0 lasar — ﬁ(”k + Dwi|(A'ld - € (k)| A)| (A.35)
where we have introduce the dipole-operator
d=ed 7(0) (A.36)
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If we do not detect the polarization of the emitted photon we have to sum over the
polarizations and this can be done by using

S R & (F) = 8y — 2 (A31)
Pt I3
following from . .
A (k) & (k)g™ = g (A.38)
A=0,1,2,3
and recalling that (choosing n# = (1,0))
€=—F—"—=—7, €,=n"=0 A.39
Therefore, by introducing the angle 6 between k and d we obtain
dw, o - )
T Ao = %(nk + 1wp|daa|*sin® @ (A.40)
Integrating over the solid angle we get the emission probability
4 -
W, = gawg(nk +1)|dan? (A.41)
In a completely analogous way we get the absorption probability
4 -
W, = gaw,?c’nk|dAA/|2 (A.42)

We can easily establish the relation between n; and the intensity of the radiation
consisting of ny photons of energy wy

Vwid
I(wy)dwy = pnp2dNy = %wk W;Q i

wj
= leﬁdwk (A43)

where the factor 2 comes from the possible polarizations and we have used

3L 2
/de V' widwiV (A.44)

@2m)F  2r2

We are now in the position to determine the black body radiation law. In fact inside
the block body the thermal equilibrium will be established when

w@
We _ wi/kT (A.45)
Wq

However we have
We 1
2 — 14— (A.46)
Waq, Ny



It follows

1
= A 47
1k ewk/kT -1 ( )
from which
I = w_?’; A 48
@) = 5 (A.48)

From the previous results we can also evaluate easily the life-time relative to the
radiation emission as

1 4 -
— = w, = 5OM?’(n +1)|dga|? (A.49)
.

A.3 Units

In quantum relativistic theories the two fundamental constants ¢ e /i, the light
velocity and the Planck constant respectively, appear everywhere. Therefore it is
convenient to choose a unit system where their numerical value is given by

c=h=1 (A.50)

For the electromagnetism we will use the Heaviside-Lorentz system, where we take

also

From the relation eguo = 1/¢? it follows
o =1 (A.52)
In these units the Coulomb force is given by

= €1€2 1

IF| = (A.53)

4 |fl - fg|2
and the Maxwell equations appear without any visible constant. For instance the

gauss law is

— —

V-E=p (A.54)
dove p is the charge density. The dimensionless fine structure constant

2

= A55

“ 47r60}{c ( )
is given by )
€

= A.56

a= (A.56)
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Any physical quantity can be expressed equivalently by using as fundamental
unit energy, mass, lenght or time in an equivalent fashion. In fact from our choice
the following equivalence relations follow

ct ~ (= time =~ lenght

E ~ mc? = energy ~ mass
E =~ pv = energy ~ momentum
Et ~ Jh = energy ~ (time)~' &~ (lenght)™! (A.57)

In practice, it is enough to notice that the product ¢/ has dimensions [E-{]. Therefore

ch=3-10°mt-sec™' - 1.05-1073* J - sec = 3.15-107%° J - mt (A.58)
Recalling that
leV=e-1=1.602-10""] (A.59)
it follows 51510 2
fi=""""""_ MeV-mt =197 MeV - fermi (A.60)
1.6-10-13
From which
1 MeV ! = 197 fermi (A.61)

Using this relation we can easily convert a quantity given in MeV (the typical unit
used in elementary particle physics) in fermi. For instance, using the fact that also
the elementary particle masses are usually given in MeV, the wave lenght of an
electron is given by

\e 1 1 200 MeV - fermi

_ o ~ ~ 400 fermi A.62
Compton = "~ (5 eV 0.5 MeV ertm (A.62)

Therefore the approximate relation to keep in mind is 1 = 200 MeV - fermi. Fur-
thermore, using

c=3-10% fermi-sec™" (A.63)
we get
1 fermi = 3.3 - 1072* sec (A.64)
and
1 MeV ! =6.58-10 * sec (A.65)
Also, using
1 barn = 107%* cm? (A.66)
it follows from (A.61)
1 GeV 2 = 0.389 mbarn (A.67)
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