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Chapter 1

Introduction

We propose in this book to give a simple and accurate theoretical description of photon acceleration, and of related new concepts such as the effective photon mass, the equivalent photon charge or the photon Landau damping.

We also introduce, for the first time, the concepts of time reflection and time refraction, which arise very naturally from the theory of wave propagation in non-stationary media. Even if some of these concepts seem quite exotic, they nevertheless result from a natural extension of the classical (and quantum) electrodynamics to the cases of very fast processes, such as those associated with the physics of ultra-short and intense laser pulses.

This book may be of relevance to research in the fields of intense laser–matter interactions, nonlinear optics and plasma physics. Its content may also help to develop novel accelerators based on laser–plasma interactions, new radiation sources, or even to establish new models for astrophysical objects.

1.1 Definition of the concept

The concept of photon acceleration appeared quite recently in plasma physics. It is a simple and general concept associated with electromagnetic wave propagation, and can be used to describe a large number of effects occurring not only in plasmas but also in other optical media. Photon acceleration is so simple that it could be considered a trivial concept, if it were not a subtle one.

Let us first try to define the concept. The best way to do it is to establish a comparison between this and a few other well-known concepts, such as with refraction. For instance, photon acceleration can be seen as a space–time refraction.

Everybody knows that refraction is the change of direction suffered by a light beam when it crosses the boundary between two optical media. In more technical terms we can say that the wavevector associated with this light beam changes, because the properties of the optical medium vary in space.

We can imagine a symmetric situation where the properties of the optical medium are constant in space but vary in time. Now the light wavevector remains
constant (the usual refraction does not occur here) but the light frequency changes. This effect, which is as universal as the usual refraction, can be called time refraction. A more general situation can also occur, where the optical medium changes in both space and time and the resulting space–time refraction effect coincides with what is now commonly called photon acceleration.

Another natural comparison can be established with the nonlinear wave processes, because photon acceleration is likewise responsible for the transfer of energy from one region of the electromagnetic wave spectrum to another. The main differences are that photon acceleration is a non-resonant wave process, because it can allow for the transfer of electromagnetic energy from one region of the spectrum to an arbitrarily different one, with no selection rules.

In this sense it contrasts with the well-known resonant wave coupling processes, like Raman and Brillouin scattering, harmonic generation or other three- or four-wave mixing processes, where spectral energy transfer is dictated by well-defined conservation laws. We can still say that photon acceleration is a wave coupling process, but this process is mainly associated with the linear properties of the space and time varying optical medium where the wavepackets propagate, and the resulting frequency shift can vary in a continuous way.

Because this is essentially a linear effect it will affect every photon in the medium. This contrasts, not only with the nonlinear wave mixing processes, but also with the wave–particle interaction processes, such as the well-known Compton and Rayleigh scattering, which only affect a small fraction of the incident photons. We can say that the total cross section of photon acceleration is equal to 1, in contrast with the extremely low values of the Compton or Rayleigh scattering cross sections. Such a sharp difference is due to the fact that Compton and Rayleigh scattering are single particle effects, where the photons interact with only one (free or bounded) electron, while photon acceleration is essentially a collective process, where the photons interact with all the charged particles of the background medium.

This means that photon acceleration can only be observed in a dense medium, with a large number of particles at the incident photon wavelength scale. For instance, in a very low density plasma, an abrupt transition from photon acceleration to Compton scattering will eventually occur for decreasing electron densities. This may have important implications, for instance, in astrophysical problems.

The concept of photon acceleration is also a useful instrument to explore the analogy of photons with other more conventional particles such as electrons, protons or neutrons. Using physical intuition, we can say that the photons can be accelerated because they have an effective mass (except in a vacuum).

In a plasma, the photon mass is simply related with the electron plasma frequency, and, in a general optical medium, this effective mass is a consequence of the linear polarizability of the medium.

This photon effective mass is, in essence, a linear property, but the particle-like aspects of the electromagnetic radiation, associated with the concept of the
Historical background

Historical background

Let us now give a short historical account of this concept. The basic equations necessary for the description of photon acceleration have been known for many years, even if their explicit meaning has only recently been understood. This is due to the existence of a kind of conceptual barrier, which prevented formally simple jumps in the theory to take place, which could provide a good example of what Bachelard would call an obstacle epistemologique [6].
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The history of the photon concept is actually rich in these kinds of conceptual barrier, and the better known example is the 30 year gap between the definition by Einstein of the photon as a quantum of light, with energy proportional to the frequency $\omega$, and the acceptance that such a particle would also have a momentum, proportional to the wavevector $\vec{k}$, introduced in the theory of Compton scattering [86].

It is therefore very difficult to have a clear historical view and to find out when the concept of photon acceleration clearly emerged from the already existing equations. The assumed subjective account of the author of the photon acceleration story will be proposed, accepting that other and eventually better and less biased views are also possible.

One of the first papers which we can directly relate to photon acceleration in plasma physics was published by Semenova in 1967 [97] and concerns the frequency up-shift of an electromagnetic wave interacting with a moving ionization front. At this stage, the problem could be seen as an extension of the old problem of wave reflection by a relativistic mirror, if the mirror is replaced by a surface of discontinuity between the neutral gas and the ionized gas (or plasma).

The same problem was later considered in greater detail by Lampe et al in 1978 [53]. In these two papers, the mechanism responsible for the ionization front was not explicitly discussed. But more recently it became apparent that relativistic ionization fronts could be produced in a laboratory by photoionization of the atoms of a neutral gas by an intense laser pulse.

A closely related, but qualitatively different, mechanism for photon acceleration was considered by Mendonça in 1979 [63] where the ionization front was replaced by a moving nonlinear perturbation of the refractive index, caused by a strong electromagnetic pulse. In this work it was shown that the frequency up-shift is an adiabatic process occurring not only at reflection as previously considered, by also at transmission.

At that time, experiments like those of Granatstein et al [36, 87], on microwave frequency up-shift from the centimetric to the milimetric wave range, when reflected inside a waveguide by a relativistic electron beam, were exploring the relativistic mirror concept. The idea behind that theoretical work was to replace the moving particles by moving field perturbations, easier, in principle, to be excited in the laboratory.

In a more recent work produced in the context of laser fusion research, Wilks et al [118] considered the interaction of photons with plasma wakefield perturbations generated by an intense laser pulse. Using numerical simulations, they were able to observe the same kind of adiabatic frequency up-shift along the plasma. This work also introduced for the first time the name of photon acceleration, which was rapidly adopted by the plasma physics community and stimulated an intense theoretical activity on this subject.

A related microwave experiment by Joshi et al, in 1992 [95] was able to show that the frequency of microwave radiation contained in a cavity can be up-shifted to give a broadband spectrum, in the presence of an ionization front produced by
an ultraviolet laser pulse. These results provided the first clear indication that the photon acceleration mechanism was possibly taking place.

In the optical domain, the observation of a self-produced frequency up-shift of intense laser pulses, creating a dense plasma when they are focused in a neutral gas region, and the measured up-shifts [120], were also pointing to the physical reality of the new concept and giving credit to the emerging theory. Very recently, the first two-dimensional optical experiments carried out by our group [21], where a probe laser beam was going through a relativistic ionization front in both co- and counter-propagation, were able to demonstrate, beyond any reasonable doubt, the existence of photon acceleration and to provide an accurate quantitative test of the theory.

Actually, the spectral changes of laser beams by ionization of a neutral gas were reported as early as 1974 by Yablonovich [122]. In these pioneering experiments, the spectrum of a CO₂ laser pulse was strongly broadened and slightly up-shifted, when the laser beam was focused inside an optical cavity and ionization of the neutral gas inside the cavity was produced. This effect is now called flash ionization for reasons that will become apparent later, and it can also be considered as a particular and limiting case of the photon acceleration processes.

In parallel with this work in plasma physics, and with almost completely mutual ignorance, following both theoretical and experimental approaches clearly independently, research on a very similar class of effects had been taking place in nonlinear optics since the early seventies. This work mainly concentrated on the concept of phase modulation (including self-, induced and cross phase modulation), and was able to prove both by theory and by experiments, that laser pulses with a very large spectrum (called the supercontinuum radiation source) can be produced. This is well documented in the book recently edited by Alfano [3].

As we will see in the present work, the theory of photon acceleration as developed in plasma physics is also able to explain the phase modulation effects, when we adapt it to the optical domain. This provides another proof of the interest and generality of the concept of photon acceleration. We will attempt in this work to bridge the gap between the two scientific communities and between the two distinct theoretical views.

### 1.3 Description of the contents

Four different theoretical approaches to photon acceleration will be considered in this work: (1) single photon trajectories, (2) photon kinetic theory, (3) classical full wave models and (4) quantum theory.

The first two chapters will be devoted to the study of single photon equations (also called ray equations), derived in the frame of geometric optics. This is the simplest possible theoretical approach, which has several advantages over more accurate methods. Due to its formal simplicity, we can apply it to describe, with great detail and very good accuracy, various physical configurations where
photon acceleration occurs. These are ionization fronts (with arbitrary shapes and velocities), relativistic plasma waves or wakefields, moving nonlinearities and flash ionization processes.

It can also be shown that stochastic photon acceleration is possible in several physical situations, leading to the transformation of monochromatic radiation into white light. An interesting example of stochastic photon behaviour is provided by the well-known Fermi acceleration process [29], applied here to photons, which can be easily described with the aid of single photon equations.

Apart from its simplicity and generality, photon ray equations are formally very similar to the equations of motion of a material particle. This means that photon acceleration happens to be quite similar to electron or proton acceleration by electromagnetic fields, even if the nature of the forces acting on the photons is not the same. For instance, acceleration and trapping of electrons and photons can equally occur in the field of an electron plasma wave.

Chapter 2 deals with the basic concepts of this single photon or ray theory, as applied to a generic space- and time-varying optical medium. The concept of space–time refraction is introduced, the generalized Snell’s laws are derived and the ray-tracing equations are stated in their Hamiltonian, Lagrangian and covariant forms.

Chapter 3 deals with the basic properties of photon dynamics, illustrated with examples taken from plasma physics, with relevance to laser–plasma interaction problems. Extension to other optical media, and to nonlinear optical configurations will also be discussed.

This single photon theory is simple and powerful, but it can only provide a rough description of the laser or other electromagnetic wavepackets evolving in non-stationary media. However, an extension of this single particle description to the kinetic theory of a photon gas is relatively straightforward and can lead to new and surprising effects such as photon Landau damping [14]. This is similar to the well-known electron Landau damping [54].

Such a kinetic theory is developed in chapter 4 and gives a much better description of the space–time evolution of a broadband electromagnetic wave spectrum. This is particularly important for ultra-short laser pulse propagation. In particular, self-phase modulation of a laser pulse, propagating in a nonlinear optical medium, and the role played by the phase of the laser field in this process, will be discussed.

Chapter 5 is devoted to the discussion of the equivalent electric charge of photons in a plasma, and of the equivalent electric dipole of photons in an optical fibre. We will also discuss the new radiation processes associated with these charge distributions, such as photon undulator radiation, photon transition radiation or photon bremsstrahlung.

The geometric optics approximation, in its single photon and kinetic versions, provides a very accurate theoretical description for a wide range of different physical configurations. Even very fast time events, occurring on a timescale of a few tens of femtoseconds, can still be considered as slow processes in the
optical domain and stay within the range of validity of this theory. But, in several situations, a more accurate theoretical approach is needed, in order to account for partial reflection, for specific phase effects, or for arbitrarily fast time processes.

We are then led to the full wave treatment of photon acceleration, which is presented in chapters 6 and 7. Most of the problems discussed in previous chapters are reviewed with this more exact approach and a comparison is made with the single photon theory when possible. New aspects of photon acceleration can now be studied, such as the generation of a magnetic mode, the multiple mode coupling or the theory of the dark source which describes the possibility of accelerating photons initially having zero energy.

In chapter 8 we show that a quantum description of photon acceleration is also possible. We will try to establish in solid grounds the theory of time refraction, which is the basic mechanism of photon acceleration.

The quantum Fresnel formulae for the field operators will be derived. We will also show that time refraction always leads to the creation of photon pairs, coming out of the vacuum. More work is still in progress in this area.

Finally, chapter 9 is devoted to new theoretical developments. Here, the photon acceleration theory is extended in a quite natural way to cover new physical problems, which correspond to other examples of the mean field acceleration process. These new problems are clearly more controversial than those covered in the first eight chapters, but they are also very important and intellectually very stimulating.

Two of these examples are briefly discussed. The first one concerns collective neutrino plasma interaction processes, which were first explicitly formulated by Bingham et al in 1994 [13] and have recently received considerable attention in the literature. The analogies between the photon and the neutrino interaction with a background plasma will be established. The second example will be the interaction of photons with a gravitational field and the possibility of coupling between electromagnetic and gravitational waves. One of the consequences of such an interaction is the occurrence of photon acceleration in a vacuum by gravitational waves.
Chapter 2

Photon ray theory

It is well known that the wave–particle dualism for the electromagnetic radiation can be described in purely classical terms. The wave behaviour is described by Maxwell’s equations and the particle behaviour is described by geometric optics. This contrasts with other particles and fields where the particle behaviour is described by classical mechanics and the wave behaviour by quantum mechanics.

Geometric optics is a well-known and widely used approximation of the exact electromagnetic theory and it is presented in several textbooks [15, 16]. We will first use the geometric optics description of electromagnetic wavepackets propagating in a medium. These wavepackets can be viewed as classical particles and can be assimilated to photons. We will then apply the word ‘photon’ in the classical sense, as the analogue of an electromagnetic wavepacket. A single photon can be used to represent the mean properties of a given wavepacket. The photon velocity will then be equal to the group velocity of the wavepacket.

This single photon approach will be used in the present and the next chapters. A more accurate description of a wavepacket can still be given in the geometric optics approximation, by using a bunch of photons, instead of a single one. The study of such a bunch will give us information on the internal spectral content of the wavepacket. This will be discussed in chapter 4. The use of the photon concept in a quantum context will be postponed until chapter 8.

2.1 Geometric optics

It is well known that a wave is a space–time periodic event, where the time periodicity is characterized by the angular frequency \( \omega \) and the space periodicity as well as the direction of propagation are characterized by the wavevector \( \mathbf{k} \). In particular, an electromagnetic wave can be described by an electric field of the form

\[
\tilde{E}(\mathbf{r}, t) = \tilde{E}_0 \exp \{i(\mathbf{k} \cdot \mathbf{r} - \omega t)\}
\]  

(2.1)

where \( \tilde{E}_0 \) is the wave field amplitude, \( \mathbf{r} \) is the position and \( t \) the time.
In a stationary and uniform medium the frequency and the wavevector are constants, but they are not independent from each other. Instead, they are related by a well-defined expression (at least for low amplitude waves) known as the dispersion relation. In a vacuum, the dispersion relation is simply given by \( \omega = kc \), where the constant \( c \) is the speed of light in a vacuum and \( k \) is the absolute value of the wavevector (also known as the wavenumber).

In a medium, the dispersion relation becomes

\[
\frac{\omega}{n} = \frac{kc}{\sqrt{\epsilon}} = \frac{kc}{\sqrt{1 + \chi}}
\]  

(2.2)

where \( n \) is the refractive index of the medium, \( \epsilon \) its dielectric constant and \( \chi \) its susceptibility. In a lossless medium these quantities are real, and in dispersive media they are functions of the frequency \( \omega \) and the wavevector \( \vec{k} \).

In particular, for high frequency transverse electromagnetic waves propagating in an isotropic plasma [82, 108], we have \( \epsilon = 1 - (\omega_p/\omega)^2 \), where \( \omega_p \) is the electron plasma frequency. It is related to the electron density \( n_e \) by the expression: \( \omega_p^2 = \frac{e^2 n_e}{\epsilon_0 m} \), where \( e \) and \( m \) are the electron charge and mass, and \( \epsilon_0 \) is the vacuum permittivity.

From equation (2.2) we can then have a dispersion relation of the form

\[
\omega = \sqrt{\frac{k^2 c^2}{n^2} + \omega_p^2}.
\]  

(2.3)

A similar equation is also valid for electromagnetic waves propagating in a waveguide [25]. The plasma frequency is now replaced by a cut-off frequency \( \omega_0 \) depending on the field configuration and on the waveguide geometry.

In the most general case, however, the wave dispersion relation is a complicated expression of \( \omega \) and \( k \), and such simple and explicit expressions for the frequency cannot be established. It is then preferable to state it implicitly as

\[
R(\omega, \vec{k}) = 0.
\]  

(2.4)

The above description of wave propagation is only valid for uniform and stationary media. Let us now assume that propagation is taking place in a non-uniform and non-stationary medium. If the space and time variations in the medium are slow enough (in such a way that, locally both in space and in time, the medium can still be considered as approximately uniform and constant), we can replace the wave electric field (2.1) by a similar expression:

\[
\tilde{E}(\vec{r}, t) = \tilde{E}_0(\vec{r}, t) \exp i\psi(\vec{r}, t)
\]  

(2.5)

where \( \psi(\vec{r}, t) \) is the wave phase and \( \tilde{E}_0(\vec{r}, t) \) a slowly varying wave amplitude.

We can now define a local value for the wave frequency and for the wavevector, by taking the space and time derivatives of the phase function \( \psi \):

\[
\vec{k} = \frac{\partial}{\partial \vec{r}} \psi, \quad \omega = -\frac{\partial}{\partial t} \psi.
\]  

(2.6)
This local frequency $\omega$ and wavevector $\vec{k}$ are still related by a dispersion relation, which is now only locally valid:

$$R(\omega, \vec{k}; \vec{r}, t) = 0. \quad (2.7)$$

The parameters of the medium, for instance its refractive index or, in a plasma, its electron plasma frequency $\omega_p$, depend on the position $\vec{r}$ and on time $t$. Such a dispersion relation is satisfied at every position and at each time. This means that its solution can be written as $\omega = \omega(\vec{r}, \vec{k}, t)$.

Starting from Maxwell’s equations, it can be shown that this expression stays valid as long as the space and timescales for the variations of the medium are much slower than $k^{-1}$ and $\omega^{-1}$, or, in more precise terms, if the following inequality is satisfied:

$$\frac{2\pi}{\omega} \left| \frac{\partial \ln \xi}{\partial t} \right| + \frac{2\pi}{k} | \nabla \ln \xi | \ll 1 \quad (2.8)$$

where $\xi$ is any scalar characterizing the background medium, for instance the refractive index or, for a plasma, the electron density.

It can easily be seen from the above definitions of the local frequency and wavevector that

$$\frac{\partial \vec{k}}{\partial t} = - \nabla \omega = - \left[ \frac{\partial \omega}{\partial \vec{r}} + \vec{k} \cdot \frac{\partial \omega}{\partial \vec{k}} \right]. \quad (2.9)$$

The last term in this equation was established by noting that, because $\omega$ is assumed to be a function of $\vec{r}$ and $\vec{k}$, it varies in space not only because of its explicit dependence on $\vec{r}$ but because the value of $\vec{k}$ is also varying. Let us introduce the definition of group velocity

$$\vec{v}_g = \frac{\partial \omega}{\partial \vec{k}}. \quad (2.10)$$

This is the velocity of the centroid of an electromagnetic wavepacket moving in the medium, $\vec{v}_g = d\vec{r}/dt$. The above equation can be written as

$$\left( \frac{\partial}{\partial t} + \vec{v}_g \cdot \frac{\partial}{\partial \vec{r}} \right) \vec{k} = - \frac{\partial \omega}{\partial \vec{r}}. \quad (2.11)$$

The differential operator on the left-hand side is nothing but the total time derivative $d/dt$. It means that we can rewrite the last two equations as

$$\frac{d\vec{r}}{dt} = \frac{\partial \omega}{\partial \vec{k}}, \quad \frac{d\vec{k}}{dt} = - \frac{\partial \omega}{\partial \vec{r}}. \quad (2.12)$$

These equations of motion can be seen as describing the evolution of point particles: the photons. We notice that they are written in Hamiltonian form. The canonical variables are here the photon position $\vec{r}$ and the wavevector $\vec{k}$, while the
frequency plays the role of the Hamiltonian function, \( \omega \equiv h(\vec{r},\vec{k},t) \). In general, it will be time dependent according to
\[
\frac{d\omega}{dt} = \frac{\partial \omega}{\partial t}.
\] (2.13)

These equations are well known in the literature and their derivation is given in textbooks [55] and in papers [8, 9, 117]. We see that they explicitly predict a frequency shift as well as a wavevector change. Equations (2.12) and (2.13) have, in fact, an obvious symmetrical structure. But, for some historical reason, the physical implications of such a structure for media varying both in space and time have only recently been fully understood [66].

These ray equations can also be written with implicit differentiation as
\[
\frac{d\vec{k}}{dt} = \frac{\partial R}{\partial \vec{r}} \frac{\partial R}{\partial \omega}, \quad \frac{d\vec{r}}{dt} = -\frac{\partial R}{\partial \vec{k}} \frac{\partial R}{\partial \omega}.
\] (2.14)

and
\[
\frac{d\omega}{dt} = -\frac{\partial R}{\partial t} \frac{\partial R}{\partial \omega}.
\] (2.15)

This implicit version, even if it is appropriate for numerical computations (this is currently used for magnetized plasmas with complicated spatial configurations), loses the clarity and elegance of the Hamiltonian approach. For this reason we will retain our attention on the explicit Hamiltonian version of the ray or photon equations.

### 2.2 Space and time refraction

In order to understand the physical meaning of the photon equations stated above, let us use a simple and illustrative example of a photon propagating in a non-dispersive (but space- and/or time-dependent) dielectric medium, described by the dispersion relation
\[
\omega \equiv \omega(\vec{r},\vec{k},t) = \frac{ke}{n(\vec{r},t)}.
\] (2.16)

From equations (2.12), we have
\[
\frac{d\vec{r}}{dt} = \frac{\omega}{k^2} \vec{k}, \quad \frac{d\vec{k}}{dt} = \omega \frac{\partial}{\partial r} \ln n.
\] (2.17)

From equation (2.13), we can also obtain
\[
\frac{d\omega}{dt} = -\omega \frac{\partial}{\partial t} \ln n.
\] (2.18)

Let us successively apply these equations to three distinct situations: (i) an inhomogeneous but stationary medium; (ii) an homogeneous but time-dependent medium; (iii) an inhomogeneous and non-stationary medium.
2.2.1 Refraction

In the first situation, we assume two uniform and stationary media, with refractive indices $n_1$ and $n_2$, separated by a boundary layer of width $b$ located around the plane $y = 0$. In order to describe such a configuration we can write

$$n(\vec{r}, t) \equiv n(y) = n_1 + \frac{\Delta n}{2} \left[ 1 + \tanh(k_b y) \right]$$  \hspace{1cm} (2.19)

where $\Delta n = n_2 - n_1$, and $k_b = 2\pi / b$.

The hyperbolic tangent is chosen as a simple and plausible model for a smooth transition between the two media. Clearly, the ray equations (2.17, 2.18) are only valid when $b$ is much larger than the local wavelength $2\pi / k$. On the other hand, if we are interested in the study of the photon or ray propagation across a large region with dimensions much larger than $b$, such a smooth transition can be viewed from far away as a sharp boundary, and the above model given by equation (2.19) corresponds to the usual optical configuration for wave refraction.

In this large scale view of refraction, the above law can be approximated by

$$n(y) = n_1 + \Delta n H(y)$$  \hspace{1cm} (2.20)

where $H(y) = 0$ for $y < 0$ and $H(y) = 1$ for $y > 0$ is the well-known step function or Heaviside function.

First of all, it should be noticed that from equations (2.18) and (2.19) we have

$$\frac{d\omega}{dt} = 0.$$  \hspace{1cm} (2.21)

This means that the wave frequency is a constant of motion $\omega(\vec{r}, \vec{k}, t) = \omega_0 = \text{const.}$ If the plane of incidence coincides with $z = 0$, the time variation of the wavevector components is determined by

$$\frac{dk_x}{dt} = 0$$  \hspace{1cm} (2.22)

$$\frac{dk_y}{dt} = \omega_0 \frac{\partial}{\partial y} \ln n(y) = \frac{\omega_0 \Delta n}{2n(y)} k_b \text{sech}^2(k_b y).$$  \hspace{1cm} (2.23)

We see that the wavevector component parallel to the gradient of the refractive index is changing across the boundary layer, and that the perpendicular component remains constant. Defining $\theta(y)$ as the angle between the wavevector $\vec{k}$ and the normal to the boundary layer $\hat{e}_y$, we can obtain, from the first of these equations,

$$k_x = \frac{\omega_0}{c} n(y) \sin \theta(y) = \text{const.}$$  \hspace{1cm} (2.24)

Considering the asymptotic values of $\theta(y)$ as the usual angles of incidence and of transmission $\theta_1 = \theta(y \to -\infty)$ and $\theta_2 = \theta(y \to +\infty)$, we reduce this result to the well-known Snell’s law of refraction

$$n_1 \sin \theta_1 = n_2 \sin \theta_2.$$  \hspace{1cm} (2.25)
Returning to equations (2.17) we can also see that refraction leads to a change in the group velocity, or photon velocity, with asymptotic values \( v_g = c/n_1 \), for \( y \to -\infty \), and \( v_g = c/n_2 \), for \( y \to +\infty \). In a broad sense, we could be led to talk about photon acceleration during refraction. But, as we will see later, this is not appropriate because this change in group velocity is exactly compensated by a change in the photon effective mass, in such a way that the total photon energy remains constant. This will not be the case for the next two examples.

### 2.2.2 Time refraction

Let us turn to the opposite case of a medium which is uniform in space but changes its refractive index with time. We can describe this change by a law similar to equation (2.19):

\[
n(\vec{r}, t) \equiv n(t) = n_1 + \frac{\Delta n}{2} \left[ 1 + \tanh(\Omega_b t) \right].
\]

(2.26)

Here, the timescale for refractive index variation \( 2\pi/\Omega_b \) is much larger than the wave period \( 2\pi/\omega \). From equation (2.19), we now have

\[
\frac{d\omega}{dt} = -\omega \frac{\partial}{\partial t} \ln n(t) = -\frac{\omega \Delta n}{2\Omega_b} \Omega_b \text{sech}^2(\Omega_b t).
\]

(2.27)

We see that the photon frequency is shifted as time evolves, following a law similar to that of the wavevector change during refraction. On the other hand, if
propagation is taken along the $x$-direction, we can see from equation (2.18) that

$$\frac{dx}{dt} = \frac{c}{n(t)} = v_g(t), \quad \frac{dk}{dt} = 0. \quad (2.28)$$

The photon momentum is now conserved and the change in the group velocity is only related to the frequency (or energy) shift. Snell’s law (2.24) is now replaced by

$$k = \frac{\omega(t)}{c} n(t) = \text{const}. \quad (2.29)$$

Defining the initial and the final values for the frequency as the asymptotic values $\omega_1 = \omega(t \to -\infty)$ and $\omega_2 = \omega(t \to +\infty)$, we can then write

$$n_1 \omega_1 = n_2 \omega_2. \quad (2.30)$$

This can be called the Snell’s law for time refraction. Actually, in the plane $(x, ct)$ we can define an angle $\alpha$, similar to the usual angle of incidence $\theta$ defined in the plane $(x, y)$, such that $\tan \alpha = v_g/c = 1/n$. This could be called the angle of temporal incidence. Replacing it in equation (2.30), we get

$$\omega_1 \tan \alpha_2 = \omega_2 \tan \alpha_1. \quad (2.31)$$

This equation resembles the well-known Snell’s law of refraction, equation (2.25). However, there is an important qualitative difference, related to
the mechanism of total reflection. We know that this can occur when a photon propagates in a medium of decreasing refractive index. From equation (2.25) we see that, for \( n_1 > n_2 \), it is possible to define a critical angle \( \theta_c \) such that \( \sin \theta_c = n_2/n_1 \). For \( \theta_1 \geq \theta_c \) we would have \( \sin \theta_2 \geq 1 \) which means that propagation is not allowed in medium 2 and that total reflection at the boundary layer will occur.

In contrast, equations (2.30) or (2.31) are always satisfied for arbitrary (positive) values of the asymptotic refractive indices \( n_1 \) and \( n_2 \). Not surprisingly, no such thing as a reflection back in time (or a return to the past) can ever occur. This is the physical meaning of the replacement of the sine law for reflection by the tangent law for time refraction.

### 2.2.3 Space–time refraction

Let us now assume a more general situation where the optical medium is both inhomogeneous in space and non-stationary in time. As a simple generalization of the previous two models, we will assume that the boundary layer between media 1 and 2 is moving with a constant velocity \( u \) along the \( x \)-direction.

Equations (2.19) and (2.26) are now replaced by a similar expression, of the form

\[
n(\vec{r}, t) \equiv n(x - ut) = n_1 + \frac{\Delta n}{2} \left[ 1 + \tanh(k_b x - \Omega_b t) \right]
\]

(2.32)

with \( \Omega_b = k_b u \). From the ray equations (2.12) we can now derive a simple relation between the time variation of frequency and wavenumber:

\[
\frac{dk}{dt} = \frac{1}{u} \frac{d\omega}{dr}.
\]

(2.33)

This relation means that, when a photon interacts with a moving boundary layer, the wave frequency and wavevector are both shifted, in a kind of space–time refraction. We notice that in order to establish the Snell’s laws (2.24, 2.25), or their temporal counterparts (2.29, 2.30), we had to define some constant of motion.

In the first case, the constants of motion were the photon frequency \( \omega \) and the wavevector component parallel to the boundary layer \( k_x \). In the second case, the constant of motion was the photon wavevector. Now, for the case of refraction in a moving boundary, or space–time refraction, we need to find a new constant of motion because neither the frequency nor the wavevector are conserved.

This new constant of motion can be directly obtained from equation (2.33), but it is useful to explore the Hamiltonian properties of the ray equations (2.12, 2.13). For such a purpose, let us then define a canonical transformation from the variables \((x, k)\) to the new pair of variables \((x', k')\), such that

\[
x' = x - ut, \quad k' = k.
\]

(2.34)
The resulting canonical ray equations can be written as
\[
\frac{dx'}{dt} = \frac{\partial \omega'}{\partial k'}, \quad \frac{dk'}{dt} = -\frac{\partial \omega'}{\partial x'}.
\] (2.35)

It can easily be seen that the new Hamiltonian \( \omega' \) appearing in these equations is a time-independent function defined by
\[
\omega' \equiv \omega'(x', k') = \omega(x', k') - uk' = \left[ \frac{c}{n(x')} - u \right] k'.
\] (2.36)

In a more formal way, we can define a generating function for this canonical transformation, as
\[
F(x, k', t) = (x - ut)k'
\] (2.37)
such that
\[
k = \frac{\partial F}{\partial x} = k'
\] (2.38)
\[
x' = \frac{\partial F}{\partial k'} = x - ut.
\] (2.39)

The Hamiltonian (2.36) is determined by
\[
\omega' = \omega + \frac{\partial F}{\partial t} = \omega - uk'.
\] (2.40)

Because, based on this canonical transformation, we were able to define a new constant of motion \( \omega' = \text{const} \), we can take the asymptotic values of \( n(x') \) and \( k' \) for regions far away from the boundary layer \( (x' \to \pm \infty) \), and write
\[
\omega' = \left( \frac{c}{n_1} - u \right) k_1 = \left( \frac{c}{n_2} - u \right) k_2
\] (2.41)
or, equivalently, in terms of the frequency
\[
\omega' = \omega_1 \left( 1 - \frac{n_1}{c} u \right) = \omega_2 \left( 1 - \frac{n_2}{c} u \right).
\] (2.42)

We are then led to the following formula for the total frequency shift associated with space–time refraction:
\[
\omega_2 = \omega_1 \frac{1 - \beta_1}{1 - \beta_2}
\] (2.43)
where \( \beta_i = un_i/c \), for \( i = 1, 2 \). We see that the resulting frequency up-shift can be extremely large if the boundary layer and the photons are moving in the same direction at nearly the same velocity: \( \beta_2 \simeq 1 \).
When compared with the frequency shifts associated with the case of a purely time refraction, this shows important qualitative and quantitative differences. This new effect of almost unlimited frequency shift is a clear consequence of the combined influence of the space and time variations of the medium, or in other words, of the synergy between the usual refraction and the new time refraction considered above.

A comment has to be made on the exact resonance condition, defined by $\beta_2 = 1$. At a first impression, it could be concluded from equation (2.43) that the frequency shift would become infinitely large if this resonance condition were satisfied. However, because in this case the photons are moving with the same velocity as the boundary layer, they would need an infinite time to travel across the layer and to be infinitely frequency shifted.

A closer look at the resonant photon motion shows that this trajectory would be $x' = \text{const}$ and, according to equation (2.36), no frequency shift would occur. On the other hand, the resonant photon trajectory is physically irrelevant because it represents an ensemble of zero measure in the photon phase space $(x, k)$. What is relevant is that, in the close vicinity of this particular trajectory, a large number of possible photon trajectories will lead to extremely high-frequency transformations taking place in a finite but large amount of time.

Let us now apply the above analysis to the well-known and famous problem of photon reflection by a relativistic mirror. This can be done by assuming that $n_1 = 1$ and $\Delta n$ is such that $n(x') = 0$ for $x' \geq 0$.

The mirror will move with constant velocity $-u$ and its surface will coincide with the plane $x' = 0$. A photon propagating initially in a vacuum in the opposite direction, with a wavevector $\hat{k} = k_1 \hat{e}_x$, will be reflected by the mirror and come back to medium 1 with a wavevector $\hat{k} = -k_1 \hat{e}_x$.

This means that in the above equation (2.43) we can make $\beta_2 = \beta = u/c$ and $\beta_1 = -\beta$. It will then become

$$\omega_2 = \omega_1 \frac{1 + \beta}{1 - \beta}$$  \hspace{1cm} (2.44)

This is nothing but the well-known formula for the relativistic mirror, which was derived here in a very simple way, without invoking relativity or using any Lorentz transformation. Such a result is possible because the photon equations are exactly relativistic by nature. Apart from providing a very simple and alternative way to derive the relativistic mirror effect, this result is also interesting because it shows that such an effect can be seen as a particular case of the more general space–time refraction or photon acceleration processes.

### 2.3 Generalized Snell’s law

We generalize here the above discussion of space–time refraction, by considering oblique photon propagation with respect to the moving boundary between two
Photon ray theory

different dielectric media. The moving boundary will now be described by the following refractive index:

\[
n(\vec{r}, t) = n_1 + \frac{\Delta n}{2} \left[ 1 + \tanh(\vec{k}_b \cdot \vec{r} - \Omega_b t) \right]
\]  

(2.45)

where \(\Omega_b = \vec{k}_b \cdot \vec{u}\) and \(\vec{u}\) is the velocity of the moving boundary. As before, we assume that the velocity and the slope of the boundary layer, defined by \(\vec{k}_b\), remain constant.

It is useful to introduce parallel and perpendicular propagation, by defining \(\vec{r} = r_\parallel \vec{b} + r_\perp\) and \(\vec{k} = k_\parallel \vec{b} + \vec{k}_\perp\), where \(b = k_b / k_1\). We conclude from the photon equations of motion that

\[
\frac{dk_\parallel}{dr} = \frac{k_c}{n^2} \frac{\partial n}{\partial r_\parallel}
\]

(2.46)

\[
\frac{dk_\perp}{dr} = 0.
\]

(2.47)

The conservation of the perpendicular wavevector is due to the fact that the refractive index is only a function of \(r_\parallel\): \(n(\vec{r}, t) = n(r_\parallel, t)\). We can now use the canonical transformation from \((\vec{r}, \vec{k})\) to a new pair of variables \((\vec{r}', \vec{k}')\), generated by the transformation function

\[F(\vec{r}, \vec{k}', t) = (\vec{r} - \vec{u}t) \cdot \vec{k}'\]

(2.48)

This is a straightforward generalization of the canonical transformation used for the one-dimensional problem. This leads to

\[
\vec{k} = \frac{\partial F}{\partial \vec{r}} = \vec{k}'
\]

(2.49)

\[
\vec{r}' = \frac{\partial F}{\partial \vec{k}'} = \vec{r} - \vec{u}t.
\]

(2.50)

The new Hamiltonian \(\omega'(\vec{r}', \vec{k}', t)\) appearing in these equations is determined by

\[\omega' = \omega + \frac{\partial F}{\partial t} = \omega - \vec{u} \cdot \vec{k}'.\]

(2.51)

This Hamiltonian is a constant of motion because in the new coordinates neither \(n\) nor \(\omega\) depend explicitly on time. It is clear that we can now define two constants of motion for photons crossing the moving boundary. Let us call them \(I_1\) and \(I_2\). The first one is simply the new Hamiltonian \(\omega'\), and the other one is the perpendicular wavenumber \(k_{\perp}'\):

\[
I_1 = \omega'(\vec{r}', \vec{k}') - \vec{u} \cdot \vec{k}'
\]

(2.52)

\[
I_2 = |\vec{k}' \times \vec{b}|.
\]

(2.53)
Notice that our analysis is valid even if the velocity of the moving boundary \( \tilde{u} \) is not parallel to the gradient of the refractive index \( \hat{b} \). However, in order to place our discussion on simple grounds, we assume here that \( \tilde{u} \) is parallel to \( \hat{b} \). If \( \theta(\vec{r}') \) is the angle between the photon wavevector and the front velocity, defined for each photon position \( \vec{r}' \) along the trajectory, we can rewrite the two invariants as

\[
I_1 = \omega(\vec{r}', \vec{k}') \left[ 1 - \frac{u}{c} n(\vec{r}') \cos \theta(\vec{r}') \right] \tag{2.54}
\]
\[
I_2 = k' \sin \theta(\vec{r}'). \tag{2.55}
\]

In the first of these equations, we made use of the local dispersion relation \( n(\vec{r}') \omega(\vec{r}', \vec{k}') = k' c \). Let us retain our attention on photon trajectories which start in medium 1 far away from the boundary, at \( \vec{r}' \to -\infty \), cross the boundary layer (at \( \vec{r}' = 0 \)) and then penetrate in medium 2 moving towards \( \vec{r}' \to +\infty \).

Denoting by the subscripts 1 and 2 the frequencies and angles at the extreme ends of such trajectories, we can conclude, from the above two invariants, that

\[
\omega_2 = \frac{\omega_1}{1 - \beta_1 \cos \theta_1} \tag{2.56}
\]

where \( \beta_i = (u/c)n_i \), for \( i = 1, 2 \). This expression establishes the total frequency shift. We can also conclude that

\[
n_1 \sin \theta_1 = \frac{\omega_2}{\omega_1} n_2 \sin \theta_2. \tag{2.57}
\]

This last equation can be seen as the generalized Snell’s law, valid for refraction at a moving boundary between two different dielectric media. It shows that the relation between the angles of incidence and transmission depends not only on the refractive indices of the two media but also on the photon frequency shift.

Of course, when the velocity of the boundary layer tends to zero, \( u \to 0 \), the frequency shift also tends to zero, \( \omega_2 \to \omega_1 \), as shown by equation (2.56). In this case equation (2.57) reduces to the usual form of Snell’s law (2.25), as it should. On the other hand, for a finite velocity \( u \neq 0 \), but for normal incidence \( \theta_1 = \theta_2 = 0 \), equation (2.56) reduces to \( \omega_2 = \omega_1 (1 - \beta_1)/(1 - \beta_2) \), in accordance with the discussion of the previous section.

We should notice that equation (2.56) is valid for an arbitrary value of the velocity of the moving boundary. It stays valid, in particular, for supraluminous moving boundaries, such that \( u > c \). It is well known that such boundaries can exist without violating the principles of Einstein’s theory of relativity [31]. They can even be built in a medium where the atoms are completely at rest, as will be discussed in the next chapter.

Let us consider the limit of an infinite velocity \( u \to \infty \). Equation (2.56) is then reduced to equation (2.30): \( n_2 \omega_2 = n_1 \omega_1 \). This means that it reproduces the above result for a pure time refraction.
Now, for an arbitrary oblique incidence, but for highly supraluminous fronts, \( u \gg c \), we get from equations (2.56, 2.57)

\[
\sin(\theta_1 - \theta_2) \simeq 0.
\]  

(2.58)

We see that, in this limit of a highly supraluminous front, there is no momentum transfer from the medium to the photon, \( \theta_1 \simeq \theta_2 \). The resulting frequency shift is determined in this case by the law of pure time refraction, showing that...
space changes of the refractive index of the medium do not contribute to the final frequency shift. The dominant processes are associated with the time changes.

Let us now examine the conditions for the occurrence of total reflection. From the above expression of the generalized Snell’s law (2.57) we can define a critical angle \( \theta_c \) such that \( \theta_2 = \pi/2 \), or

\[
\sin \theta_c = \frac{n_2}{n_1} \frac{\omega_2}{\omega_1}. \tag{2.59}
\]

Using equation (2.56), we also see that

\[
\sin \theta_c = \frac{n_2}{n_1} (1 - \beta_1 \cos \theta_c). \tag{2.60}
\]

This can be explicitly solved and gives

\[
\sin \theta_c = \frac{n_1 n_2}{n_1^2 + \beta_1^2 n_2^2} \left\{ 1 + |\beta_1| \sqrt{1 - \left( \frac{n_2}{n_1} \right)^2 (1 - \beta_1^2)} \right\}. \tag{2.61}
\]

For a boundary at rest, \( \beta_1 = 0 \), this expression reduces to the well-known formula for the critical angle \( \sin \theta_c = n_2/n_1 \). We also notice that this result guarantees that in the absence of any boundary (which means \( n_2 = n_1 \)) we always get \( \sin \theta_c = 1 \), or \( \theta_c = \pi/2 \) (absence of total reflection) for arbitrary values of \( \beta_1 \), as expected. The same occurs for purely time-varying media (\( |\beta_1| \to \infty \)), confirming that no time reflection is possible.

For angles of incidence larger than this critical angle \( \theta_1 > \theta_c \), the photon will be reflected. This means that the direction of the reflected wavevector will be reversed with respect to that assumed in equation (2.56).

If the boundary layer is moving towards the incident photon (which is the usual configuration of the relativistic mirror effect), we have to replace \( \beta_1 \) by \(-\beta_1\).
22 Photon ray theory

in this equation. Moreover, we will replace the subscript 2 by the subscript 3, in order to stress that the final photon state is given by reflection and not by transmission:

$$\omega_3 = \frac{\omega_1 + \beta_1 \cos \theta_1}{1 - \beta_1 \cos \theta_3}$$ (2.62)

Here the angle of reflection $\theta_3$ is not equal to the angle of incidence (as occurs for a stationary boundary) but, according to equation (2.57), it is given by

$$\sin \theta_3 = \frac{\omega_1}{\omega_3} \sin \theta_1.$$ (2.63)

These two formulae state the relativistic mirror effect for oblique incidence, as a particular case of photon acceleration at the moving boundary. Actually, these formulae stay valid even for partial reflection at the boundary, for angles of incidence smaller than the critical angle. But in order to account for partial reflection we will have to use a full wave description and not use the basis of the geometric optics approximation.

Let us return to the general expression for the two photon invariants $I_1$ and $I_2$, and make a short comment on the case where the vector velocity, $\vec{u}$, and $\vec{k}_b$, characterizing the gradient of the refractive index across the boundary layer, are not parallel to each other. We can then write $\vec{u} \cdot \vec{k}' = u k' \cos \alpha(\vec{r}')$ and $|\vec{k}' \times \hat{b}| = k' \sin \theta(\vec{r}')$, where these two angles $\alpha(\vec{r}')$ and $\theta(\vec{r}')$ are not necessarily equal to each other. If $\vec{u}$ is contained in the plane of incidence, we have $\theta(\vec{r}') = \alpha(\vec{r}') + \theta_0$, where $\theta_0$ is a constant. In the expressions of the two invariants $I_1$ and $I_2$, as given by equation (2.55), the angle $\theta(\vec{r}')$ has to be replaced by $\alpha(\vec{r}') = \theta(\vec{r}') - \theta_0$.

In our discussion we have kept our attention on very simple but paradigmatic situations of boundary layers moving with constant velocity. This is because our main objective here was to extend the existing geometric optics theory to the space–time domain and to obtain simple but also surprising generalizations of well-known formulae and well-known concepts.

Our Hamiltonian approach to photon dynamics can however be applied to more complicated situations of space–time varying media, for instance to non-stationary and accelerated boundary layers.

2.4 Photon effective mass

Let us now go deeper in the analysis of the photon dynamics and explore the analogies between the photon ray equations and the equations of motion of an arbitrary point particle with finite rest mass. From the above definitions of the local wavevector $\vec{k}$ and local frequency $\omega$, it is obvious that the total variation of the phase $\psi$, as a function of the space and time coordinates, is

$$d\psi = \vec{k} \cdot d\vec{r} - \omega dt.$$ (2.64)
If we identify the photon frequency $\omega$ with the particle Hamiltonian, and
the wavevector $\vec{k}$ with its momentum, as we did before, we can easily see from
classical mechanics [33, 56] that this phase is nothing but the photon action

$$\psi = \int \vec{k} \cdot d\vec{r} - \omega(\vec{r}, \vec{k}, t) \, dt. \quad (2.65)$$

In order to establish the photon trajectories we can apply the principle of
minimum action, and state that the phase has to obey the extremum condition

$$\delta \psi = 0. \quad (2.66)$$

It is well known that, from this variational principle, it is possible to rederive
the photon canonical equations already established in section 2.1. On the other
hand, for a dielectric medium with refractive index $n = kc/\omega$, and from the
definitions of $\vec{k}$ and $\omega$, we can get the following equation for the phase:

$$\left( \frac{\partial \psi}{\partial \vec{r}} \right)^2 = \frac{n^2}{c^2} \left( \frac{\partial \psi}{\partial t} \right)^2. \quad (2.67)$$

In the particular case of a stationary medium, we have $\omega = \omega_0 = \text{const}$, and
equation (2.65) reduces to

$$\psi = \psi_0 - \omega_0 t = \int \vec{k} \cdot d\vec{r} - \omega_0 t \quad (2.68)$$

where $\psi_0$ is the reduced photon action. Equation (2.67) is then reduced to the
usual eikonal equation of geometric optics [15]

$$\left( \frac{\partial \psi_0}{\partial \vec{r}} \right)^2 = \frac{n^2}{c^2} \omega_0^2. \quad (2.69)$$

We can then refer to the more general equation for the phase, equation (2.67),
as for the generalized eikonal equation, valid for space–time varying media.

We also know from classical mechanics that the action can be defined as the
time integral of a Lagrangian function. The photon Lagrangian is then determined
by

$$\psi = \int_{\tilde{t}_1}^{\tilde{t}_2} L(\vec{r}, \vec{v}, t) \, dt \quad (2.70)$$

where $\vec{v} = d\vec{r}/dt$ is the photon velocity, or group velocity. Comparing this with
equation (2.65), we obtain

$$L(\vec{r}, \vec{v}, t) = \vec{k} \cdot \vec{v} - \omega(\vec{r}, \vec{k}, t). \quad (2.71)$$

It should be noticed that, in this expression, the photon wavevector is not an
independent variable because it is determined by

$$\vec{k} = \frac{\partial L}{\partial \vec{v}}. \quad (2.72)$$
We can also determine the force acting on the photon as the derivative of the Lagrangian with respect to the coordinates (or the gradient of $L$):

$$\vec{f} = \frac{\partial L}{\partial \vec{r}}. \tag{2.73}$$

With these definitions we can reduce the Lagrangian equation

$$\frac{d}{dt} \frac{\partial L}{\partial \vec{v}} - \frac{\partial L}{\partial \vec{r}} = 0 \tag{2.74}$$

to Newton’s equation of motion

$$\frac{d\vec{k}}{dt} = \vec{f} = -\frac{\partial \omega}{\partial \vec{r}}. \tag{2.75}$$

Obviously, this also agrees with the second of the Hamiltonian ray equations (the first one can be seen as the definition of $\vec{v} = d\vec{r}/dt$). We have given here the three equivalent versions of the photon equations of motion in a space–time varying medium: (1) the Newtonian equation (2.75); (2) the Lagrangian equation (2.74) and (3) the Hamiltonian equations already stated in section 2.1. This means that the photon trajectories can be described by the formalism of classical mechanics, in a way very similar to that of point particles with finite mass.

Let us explore further this analogy between the photon and a classical particle. The example of high-frequency transverse photons in an isotropic plasma is particularly interesting because of the simple form of the associated dispersion relation: $\omega = \sqrt{k^2c^2 + \omega_p^2(\vec{r}, t)}$. If we multiply this expression by Planck’s constant (divided by $2\pi$), redefine the photon energy as $\epsilon = \hbar \omega$ and the photon momentum as $\vec{p} = \hbar \vec{k}$, we get

$$\epsilon = \sqrt{p^2c^2 + h^2\omega_p^2(\vec{r}, t)} = \sqrt{p^2c^2 + m_{eff}^2c^4}. \tag{2.76}$$

This means that the photon in a plasma is a relativistic particle with an effective mass defined by

$$m_{eff} = \omega_p\hbar/c^2. \tag{2.77}$$

We see that the photon mass in a plasma is proportional to the plasma frequency (or to the square root of the electron plasma density). Therefore, in a non-stationary and non-uniform medium, this mass is not a constant because it depends on the local plasma properties.

In the following, we will use $\hbar = 1$. We can also see that the photon velocity in this medium is determined by $v = pc^2/\epsilon$, or $v = kc^2/\omega$. The corresponding relativistic gamma factor is then

$$\gamma = \left(1 - \frac{1}{c^2} \left| \frac{d\vec{r}}{dt} \right|^2 \right)^{-1/2} = \left(1 - \frac{k^2c^2}{\omega^2} \right)^{-1/2} = \frac{\omega}{\omega_p}. \tag{2.78}$$
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We can also adapt Einstein’s famous formula for the energy of a relativistic particle to the case of a photon moving in a plasma, as
\[
\omega = \gamma \omega_p = m_{\text{eff}} \gamma c^2. \tag{2.79}
\]

Let us now write the photon Lagrangian in an explicit form. Using equation (2.71), we have
\[
L = \frac{v}{c} \sqrt{c^2 \omega^2 - \omega_p^2} - \omega = -\omega_p \left( \gamma - \frac{v}{c} \sqrt{\gamma^2 - 1} \right). \tag{2.80}
\]

This can also be written as
\[
L(\vec{r}, \vec{v}, t) = -\frac{1}{\gamma} m_{\text{eff}} c^2 = -\omega_p(\vec{r}, t) \left( 1 - \frac{v^2}{c^2} \right)^{1/2}. \tag{2.81}
\]

The photon momentum \( \vec{k} \), and the force acting on the photon \( \vec{f} \), are determined by
\[
\vec{k} = \frac{\partial L}{\partial \vec{v}} = -\omega_p \frac{\partial}{\partial \vec{v}} \left( 1 - \frac{v^2}{c^2} \right)^{1/2} = \frac{\omega_p}{c^2} \gamma \vec{v} = m_{\text{eff}} \gamma \vec{v} \tag{2.82}
\]
and
\[
\vec{f} = \frac{\partial L}{\partial \vec{r}} = -\left( 1 - \frac{v^2}{c^2} \right)^{1/2} \frac{\partial \omega_p}{\partial \vec{r}} = -\frac{\omega_p}{\omega} \frac{\partial \omega_p}{\partial \vec{r}}. \tag{2.83}
\]

The Newtonian equation of motion (2.75) can then be written as
\[
\frac{d \vec{k}}{dt} = -\frac{\omega_p}{\omega} \frac{\partial \omega_p}{\partial \vec{r}}. \tag{2.84}
\]

The same kind of description can be used for electromagnetic wave propagation in a waveguide. The effective mass of the confined photons will then be equal to \( m_{\text{eff}} = \omega_0/c^2 \), where \( \omega_0 \) is the cut-off frequency for the specific mode of propagation.

The same equations of motion apply here, but only for one-dimensional propagation (along the waveguide structure) and, for non-stationary and non-uniform waveguides, the same effective mass changes and frequency shifts are expected. The implications of the effective mass of a photon in a waveguide were considered, in a somewhat speculative manner, by Rivlin [90].

In general terms, a photon always propagates in a medium with velocity less than \( c \). In the language of modern quantum field theory it can be considered as a ‘dressed’ photon, because of the polarization cloud. For a generic dispersive dielectric medium, the photon velocity is determined by
\[
\vec{v} = \frac{\partial \omega}{\partial k} = \frac{\partial}{\partial k} \frac{kc}{\sqrt{1 + \chi(\omega)}} \tag{2.85}
\]
where \( \chi(\omega) \) is the susceptibility of the medium. We then have

\[
v = \frac{c\sqrt{1+\chi}}{(1+\chi) + (\omega/2)(\partial \chi/\partial \omega)}.
\]  

(2.86)

The relativistic \( \gamma \) factor associated with the photon in the medium is then, by definition,

\[
\gamma = \left(1 - \frac{v^2}{c^2}\right)^{-1/2} = \frac{(1 + \chi) + (\omega/2)(\partial \chi/\partial \omega)}{[(1 + \chi) + (\omega/2)(\partial \chi/\partial \omega)]^2 - (1 + \chi)^{1/2}}.
\]  

(2.87)

In the case of a plasma, we have \( \chi = -\omega_p^2/\omega^2 = -1/\gamma^2 \). This is in agreement with equation (2.78), as expected. For a non-dispersive medium we have \( \partial \chi/\partial \omega = 0 \), and we get the following simple result:

\[
\gamma = \left(1 + \frac{1}{\chi}\right)^{1/2} = \frac{n}{\sqrt{n^2 - 1}}.
\]  

(2.88)

The gamma factor tends to infinity when the refractive index tends to one (the case of a vacuum) because the photon velocity then becomes equal to \( c \). Let us now establish a definition of the photon effective mass, valid for a dispersive optical medium. Using Einstein’s energy relation for a relativistic particle, we get

\[
m_{\text{eff}} = \frac{\omega}{\gamma c^2}.
\]  

(2.89)

This means that, in general, \( m_{\text{eff}} \) is a function of the frequency \( \omega \). Exceptions are the isotropic plasma and the waveguide cases. As a consequence, we are not allowed to write the dispersion relation as \( \omega = (k^2c^2 + m_{\text{eff}}^2c^4)^{1/2} \), except for these important but still exceptional cases, because for a refractive index larger than one this would simply imply imaginary effective masses, in contrast with the well-behaved definition stated above. For instance, for a non-dispersive dielectric medium with \( n > 1 \) we have, from equation (2.89),

\[
m_{\text{eff}} = \frac{\omega}{n c^2\sqrt{n^2 - 1}}.
\]  

(2.90)

Let us now write the Lagrangian for a photon in a generic dielectric medium. Using equation (2.71), we have

\[
L = -\omega \left(1 - \frac{v}{c\sqrt{1+\chi}}\right).
\]  

(2.91)

This reduces to equation (2.80) for a plasma, where \( \chi = -\omega_p^2/\omega^2 \). In contrast, for a non-dispersive medium, we have \( v = c/\sqrt{1+\chi} \) and the Lagrangian is equal to zero. Notice that, in general, we are not allowed to write \( L = -m_{\text{eff}}c^2/\gamma \), except for plasmas and waveguides.
From equation (2.73) we can calculate the force acting on the photon

$$\vec{f} = \frac{\partial L}{\partial \vec{r}} = \omega \frac{\partial}{\partial \vec{r}} \ln n = \frac{1}{2} \frac{\omega}{(1 + \chi)} \frac{\partial \chi}{\partial \vec{r}}. \quad (2.92)$$

This reduces to equation (2.83) for $$\chi = -\frac{\omega^2}{2} \frac{p}{\omega^2}$$. We will now make a final comment on the nature of this force. For a non-uniform but stationary medium, the force acting on the photon is responsible for the change in the photon velocity according to the usual laws of refraction: a gradient of the refractive index always leads to a change in the photon velocity, as stated by this expression for the force. We have then a variation in the relativistic $$\gamma$$ factor: $$\frac{\partial \gamma}{\partial t} \neq 0$$.

However this is not equivalent to photon acceleration, because the total energy of the photon remains unchanged: $$\frac{\partial \omega}{\partial t} = 0$$. The reason is that the variation in velocity (or in kinetic energy) is exactly compensated by an equal and opposite variation in the effective mass (or in the rest energy)

$$\frac{\partial}{\partial t} \ln \gamma = -\frac{\partial}{\partial t} \ln m_{\text{eff}}. \quad (2.93)$$

If, in contrast, the properties of the medium are also varying with time, this equality is broken and we can say that photon acceleration takes place. The medium exchanges energy with the photon, and the photon frequency (or its total energy) is not conserved: $$\frac{\partial \omega}{\partial t} \neq 0$$.

### 2.5 Covariant formulation

The similarities between space and time boundaries noted in the preceding sections suggest and almost compel the use of four-vectors, defined in relativistic space–time. Let us then define the four-vector position and momentum as

$$x^i = \{ct, \vec{r}\}, \quad k^i = \left\{ \frac{\omega}{c}, \vec{k} \right\}. \quad (2.94)$$

The flat space–time of special relativity [43, 55] is described by the Minkowski metric tensor $$g^{ij}$$, such that $$g^{00} = -1$$, $$g^{ii} = 1$$ (for $$i = 1, 2, 3$$) and $$g^{ij} = 0$$ (for $$i \neq j$$). From the relation $$k^i = g^{ij} k_j$$, we get $$k^i = k_i$$ (for $$i = 1, 2, 3$$) and $$k^0 = -k_0 = \omega/c$$.

The total variation of the photon phase (or action) will then be given by

$$d\psi = \vec{k} \cdot d\vec{r} - \omega dt = \sum_{i=1}^{3} k_i \, dx^i - k^0 \, dx^0 = k_i \, dx^i \quad (2.95)$$

where, in the last expression, we have used Einstein’s summation rule for repeated indices.
We can then establish an expression for the variational principle (2.66), as

$$\delta \psi = \delta \int k_i \, dx^i = 0.$$  
\hspace{1cm} (2.96)

The photon canonical equations can now be written as

$$\frac{dx^i}{dx^0} = -\frac{\partial k_0}{\partial k_i}, \quad \frac{dk^i}{dx^0} = \frac{\partial k_0}{\partial x_i}.$$  
\hspace{1cm} (2.97)

Notice that, for \(i = 0\), the second of these equations simply states that \(d\omega/dt = \partial \omega/\partial t\), and the first one is an identity. For \(i = 1, 2, 3\), we obtain the above three-dimensional canonical equations.

It should also be noticed that, in these equations, the momentum component \(k_0\) is not an independent variable, but a function of the other variables \(k_0 = k_0(k_1, k_2, k_3, x^i)\). The explicit form of this function depends on the properties of the medium. For a generic dielectric medium, we have

$$k_0 = -\frac{1}{n(k_0, x^i)} \left( \sum_{j=1}^{3} k_j k_j \right)^{1/2}.$$  
\hspace{1cm} (2.98)

We can certainly recognize here the dispersion relation \(\omega = kc/n\), written in a more sophisticated notation. The square of the four-vector momentum is determined by

$$k^2 = -(k_0)^2 + \sum_{j=1}^{3} (k_j)^2 = k^2 - \left( \frac{\omega}{c} \right)^2.$$  
\hspace{1cm} (2.99)

Noting that \(k = \omega n/c\), and using \(n = \sqrt{1 + \chi}\), we obtain

$$k_i k^i = (k_0)^2 \chi(k_0, x^i).$$  
\hspace{1cm} (2.100)

This is the dispersion relation in four-vector notation. In the case of a plasma, we simply have

$$k_i k^i = -\frac{\omega^2}{c^2} = -m_{\text{eff}}^2 c^2.$$  
\hspace{1cm} (2.101)

Now, the moving boundary between two dielectric media can be described by the law

$$n(x^i) = n_1 + \frac{\Delta n}{2} \left[ 1 + \tanh(K_j x^j) \right]$$  
\hspace{1cm} (2.102)

where \(K^j = (\Omega_b/c = \vec{k}_b \cdot \vec{u}/c, \vec{k}_b)\) is the four-vector defining the space–time properties of that boundary.

The invariant \(I_1\) can also be written in the same notation as

$$I_1 = -u_i k^i$$  
\hspace{1cm} (2.103)
where the four-vector velocity $u^i = \{c, \vec{u}\}$ was used.

What we have written until now is nothing but the equations already established for the photon equations of motion in the new language of the four-dimensional space–time of special relativity. This new way of writing can be useful in, at least, two different ways.

First, it stresses the fact that the apparently distinct phenomena of refraction and photon acceleration are nothing but two different aspects of a more general physical feature: the photon refraction due to a variation of the refractive index in the four-dimensional relativistic space–time. Second, it can be useful for future generalizations of photon equations to the case of a curved space–time, where gravitational effects can also be included.

We can now make a further qualitative jump. Given the formal analogy between equation (2.95) and the phase defined in the usual three-dimensional space coordinates, we can generalize it and write

$$d\psi = k_i \, dx^i - h(x^i, k_i) \, d\tau. \quad (2.104)$$

Here we have used a timelike variable $\tau$, to be identified later with the photon proper time, and a new Hamiltonian function such that $h(x^i, k_i) = 0$. This function is sometimes called a super-Hamiltonian [33, 76].

The covariant form of the variational principle (2.96) can now be written as

$$\delta \phi = \delta \int k_i \, dx^i - h \, d\tau$$

$$= \int \delta k_i \left( dx^i - \frac{\partial h}{\partial k_i} \, d\tau \right) - \int \left( \frac{\partial h}{\partial x_i} \, d\tau \right) \delta x^i$$

$$= 0 \quad (2.105)$$

where the integration is performed between two well-defined events in space–time. For arbitrary variations $\delta k_i$ and $\delta x^i$, we can derive from here the photon canonical equations in covariant form:

$$\frac{dx^i}{d\tau} = \frac{\partial h}{\partial k_i}, \quad \frac{dk_i}{d\tau} = -\frac{\partial h}{\partial x^i}. \quad (2.106)$$

In contrast with the above equations of motion (2.97), these new equations are formally analogous to the three-dimensional canonical ray equations (2.12). The question here is how to define the appropriate function $h(x^i, k_i)$ such that these new canonical equations are really equivalent to equations (2.97). This is simple for the plasma case, but not obvious for an arbitrary dielectric medium.

We notice that, for a plasma, the photon effective mass is not a function of the frequency. In this case, we can use the analogue of the covariant Hamiltonian for a particle with a finite rest mass:

$$h(x^i, k_i) = \frac{k_j k^j}{2m_{eff}} + \frac{1}{2}m_{eff}c^2. \quad (2.107)$$
This is equivalent to
\[
\begin{align*}
    h(x^i, k_i) &= \frac{(k_j k^j) c^2}{2\omega_p(x^i)} + \frac{1}{2} \omega_p(x^i) \\
    &= \frac{1}{2\omega_p(x^i)} \left[ k^2 c^2 + \omega_p^2(x^i) - \omega^2 \right].
\end{align*}
\]

(2.108)

It can easily be seen that, for \( i = 0 \), the use of this Hamiltonian function in equations (2.106) leads to the appropriate definition of the relativistic \( \gamma \) factor. For \( i = 1, 2, 3 \), it leads to equations (2.12), just showing that equations (2.106) are indeed an equivalent form of the photon canonical equations.

In the general case of a dielectric medium with refractive index \( n \) (where the photon effective mass is, in general, a function of the photon frequency), the covariant Hamiltonian \( h(x^i, k_i) = 0 \) has to satisfy the following conditions:
\[
\begin{align*}
    \frac{\partial h}{\partial \omega} &= -\gamma, \quad \frac{\partial h}{\partial t} = -\gamma \omega \frac{\partial}{\partial t} \ln n \\
    \frac{\partial h}{\partial \vec{k}} &= \gamma \vec{v}, \quad \frac{\partial h}{\partial \vec{r}} = -\gamma \omega \frac{\partial}{\partial \vec{r}} \ln n.
\end{align*}
\]

(2.109) and (2.110)

For a non-dispersive medium, where \( v = c/n \), we see that these four conditions are satisfied by the covariant Hamiltonian
\[
h(x^i, k_i) = \gamma \left( \frac{kc}{n} - \omega \right) = \frac{\gamma c}{n(x^i)} \left[ k_0 + \left( \sum_{i=1}^{3} k_i \right)^{1/2} \right].
\]

(2.111)

The photon ray theory for non-stationary plasmas was first proposed by us [66]. This work has been considerably extended in the present chapter. The covariant formulation was considered in reference [65], where the Hamiltonian (2.107) was first stated.
Chapter 3

Photon dynamics

Two different kinds of moving perturbation can be imagined in a non-stationary medium. The first one is a shock front or moving discontinuity, similar to the moving boundary between two media considered in the previous chapter. The second is a wave-type perturbation of the refractive index.

Both kinds of perturbation can be excited in a plasma by an intense laser pulse. They can also be analytically described in a simple way. The moving boundary will be the ionization front created by the laser pulse, and the wave perturbation will be the wakefield left behind the pulse.

For the sake of simplicity we will focus here on the dynamical properties of the photon motion in a non-magnetized plasma, in the presence of ionization fronts and of wakefields. At the end of this chapter, we will discuss the ways in which the same kind of perturbation can also be excited in magnetized plasmas and in other optical media.

As a particular example of photon acceleration in a dielectric medium, we will consider the well-known induced phase modulation processes.

3.1 Ionization fronts

One simple way of producing a moving discontinuity of the refractive index is to create an ionization front, which is the boundary between the neutral state and the ionized state of a given background gas. In other words, the ionization front is the boundary between a neutral and a plasma medium. The motion of this boundary is independent of the motion of the atoms, ions or electrons of the medium, which means that we can eventually produce a relativistic moving boundary in a medium where the particles stay nearly at rest.

The ionization front is one of the main problems in the theory of photon acceleration in plasmas, as referred to in chapter 1. A relativistic front can be efficiently produced by photoionization of a gas by an intense laser pulse [4, 47]. Because the photoionization is a fast process, occurring within a timescale of a
few femtoseconds, the front will tend to replicate the form of the ionizing laser pulse and will move with nearly the same velocity.

The formation and propagation of such a front is a very complicated process. First of all, the laser pulse is moving at the boundary between two different media and, for that reason, its group velocity cannot be determined in a simple way.

Furthermore, its spectral content is also changing, due to the self-frequency shift, or acceleration of the laser photons by the laser itself, which will be discussed later. On the other hand, the photoionization process cannot be isolated from other ionization mechanisms because the primary electrons (created and subsequently accelerated by the laser field) will also contribute to the ionization process, by electron-impact ionization [60].

Here we are not interested in the details of the ionization front structure. It is only interesting to note that, behind the ionizing laser pulse, the plasma state will have a much longer lifetime than the duration of the pulse, because of the long timescales of the diffusion and recombination processes, which will eventually destroy it. We will therefore restrict our attention to the dynamics of individual probe or test photons, interacting with a given ionization front.

We start with a discussion of the different types of photon trajectory, as given by the one-dimensional ray equations

\[
\frac{dq}{dt} = \frac{\partial \Omega}{\partial p}, \quad \frac{dp}{dt} = -\frac{\partial \Omega}{\partial q}
\]  

(3.1)

where \( q = x - ut \), \( p = k \) and \( u \) is the front velocity. We restrict our analysis to high-frequency photons, which is pertinent for laser propagation.
We can then neglect the contribution of the ion response and, for an isotropic or non-magnetized plasma, the Hamiltonian function $\Omega$ is simply determined by

$$\Omega \equiv \Omega(q, p, t) = \sqrt{p^2 c^2 + \omega^2 p_0 f(q)} - up. \quad (3.2)$$

Here, $\omega p_0$ is the maximum value of the electron plasma frequency attained by the ionization front and $f(q)$ is a function increasing with $q$ from 0 to 1 and describing the form of the front. One possible choice, already mentioned in chapter 2, is $f(q) = [1 + \tanh(k_f q)]/2$, where $k_f$ determines the front width.

Another possible choice, for fronts created by a single step ionization of the background neutral atoms, by a Gaussian pulse, is $f(q) = \exp(-k^2 f q^2)$, for $q < 0$, and $f(q) = 1$, for $q \geq 0$. Other, more complicated but more realistic forms of front profiles can also be proposed, but will not significantly modify our view of the various possible classes of photon trajectories.

From equation (3.2) we can determine the photon trajectory $p(q)$ in the two-dimensional phase space $(q, p)$

$$p(q) = \gamma^2 \frac{\Omega}{c} \left[ s\beta \pm \sqrt{1 - \frac{\omega^2 p_0}{\gamma^2 \Omega^2 f(q)}} \right] \quad (3.3)$$

where $\beta = |u|/c$, $s$ is the sign of the velocity $u$ and $\gamma^{-2} = (1 - \beta^2)$.

From this result we can establish two different conditions for photon reflection by the front. First, we can say that a reversal in direction of the photon trajectory in phase space $(q, p)$ will occur if

$$\frac{\partial p}{\partial q} \rightarrow -\infty. \quad (3.4)$$

Using equation (3.3), we see that such a condition is satisfied if, for a given point $q = q_r$, we have

$$\Omega = \frac{\omega p_0}{\gamma} \sqrt{f(q_r)}. \quad (3.5)$$

Noting that the maximum value for $f(q)$ is equal to 1, we can say that the photon trajectory will be sooner or later reflected in phase space if $\Omega < \omega p_0/\gamma$. For a photon with initial frequency $\omega_1$, which moves with a positive velocity along the $x$-axis (or, equivalently, along the $q$-axis) and then interacts with a front moving in the opposite direction (such that $s = -1$), we can write $\Omega = \omega_1 (1 - s\beta) = \omega(1 + \beta)$.

This allows us to establish an upper limit $\omega_q$ for the frequencies of those photons with trajectories which reverse sense in phase space $(q, p)$

$$\omega_1 < \frac{\omega p_0}{1 + \beta} \sqrt{1 - \beta^2} \equiv \omega_q. \quad (3.6)$$
On the other hand, we have reflection in real space (a reflection observed in the laboratory frame of reference) if there is a turning point $x$ where the photon momentum reverse changes its sign: $p = k = 0$. According to equation (3.3) this implies that

$$\Omega = \omega p_0 \sqrt{f(q)}. \quad (3.7)$$

More generally, we can say that reflection in real space occurs if $\Omega < \omega p_0$. This allows us to establish a new upper limit $\omega_x$ for the frequency of photons with this kind of behaviour

$$\omega_1 < \frac{\omega p_0}{1 + \beta} \equiv \omega_x. \quad (3.8)$$

From equations (3.6, 3.8) we can get a simple relation between the two upper limits

$$\omega_x = \frac{\omega_q}{\sqrt{1 - \beta^2}}. \quad (3.9)$$

This shows that we will always have $\omega_x > \omega_q$. We are now ready to establish the distinct regimes of photon propagation across the ionization front or, in other words, the different types of trajectory in phase space. If we assume that the parameter $\omega p_0$ is fixed and if we vary the value of the incident photon frequency $\omega_1$, we successively obtain:

(a) Type I trajectories, for low-frequency photons, such that $\omega_1 < \omega_q$—there is reflection in both the real space and the phase space;

(b) Type II trajectories, for moderate values of the frequency, such that $\omega_q < \omega < \omega_x$—there is reflection in real space but transmission (no reversal) in phase space. This means that the reflected photon and the front move both in the backward direction, but the front moves faster, which means that the photon can still cross the entire front region;

(c) Type III trajectories, for high-frequency photons with frequencies such that $\omega_1 > \omega_x$—there is transmission in both the real space and the phase space.

If instead, we had assumed a fixed incident frequency $\omega_1$ and had increased the value of the maximum plasma frequency of the front, we would have type III trajectories for $0 < \omega p_0 < \omega_a$, where $\omega_a = \omega_1 (1 + \beta)$, type II trajectories for moderate densities $\omega_a < \omega p_0 < \omega_b$, where $\omega_b = \gamma \omega_a$, and type I trajectories for high-density trajectories, such that $\omega p_0 > \omega_b$. These three types of trajectory are illustrated in figure 3.2.

The maximum values for the photon frequency shifts can easily be obtained from the invariance of $\Omega$, as already shown in chapter 2, independently of the choice of the form function $f(q)$. For type I trajectories, we have

$$\omega_2 = \frac{\omega_1 (1 + \beta)}{1 - \beta} \quad (3.10)$$

where $\omega_2$ is the final value of the frequency. This result is identical to that of reflection of an incident photon in a relativistic mirror with normalized velocity $\beta$. 
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Figure 3.2. Trajectories of photons interacting with an ionization front. The three counter-propagating types of trajectory are shown for the following parameters: front velocity $\beta = 0.9$, electron density $n_e = 5 \times 10^{20} \text{ cm}^{-3}$. A co-propagating trajectory is also shown, but for a different electron density $n_e = 10^{20} \text{ cm}^{-3}$, for numerical reasons. This trajectory would not intersect the others if the plasma parameters were the same.

Figure 3.3. The same four trajectories as in figure 3.2, but represented in terms of the vacuum wavelength $\lambda = \frac{2\pi c}{\omega}$, which is the preferred unit for the experimentalists to denote the measured photon frequency $\omega$.

This is a very interesting result because, as we explained above, the particles of the media can stay at rest, and we still have a moving mirror effect.

The boundary between two different states of the medium (the neutral and the plasma state) act then as a moving material obstacle. Such an equivalence be-
tween the ionization front and a material moving mirror is however not complete, as discussed in chapter 4.

Using the same kind of argument, we can also easily obtain for type II and III trajectories the following frequency transformation:

$$\omega_2 = \frac{\omega_1}{1 - \beta} \left[ 1 - \sqrt{1 - \frac{(\omega_{p0}/\omega_1)^2}{2}} (1 - \beta) \right]. \tag{3.11}$$

For high-frequency photons, such that $\omega_1 \gg \omega_{p0}$, this leads to the following frequency shift:

$$\Delta \omega = \omega_2 - \omega_1 \simeq \frac{1}{2} \frac{\omega_{p0}^2}{\omega_1} \frac{\beta}{1 + \beta}. \tag{3.12}$$

As expected, the frequency shift for these highly energetic photons interacting with low-density fronts is very small. The interesting thing however is that even in this case a positive shift is expected. Actually, for $\beta \simeq 1$, the frequency shift is half of the value expected for the case of flash ionization ($\beta \rightarrow \infty$). This limiting case, and its physical meaning, will be discussed later.

Until now we have only considered photons counter-propagating with respect to the moving front. However, in order to get the full picture of the photon phase space, we have to consider type IV trajectories, corresponding to co-propagation. In this case, the frequency shift is

$$\omega_2 = \frac{\omega_1}{1 - \beta} \left[ 1 - \beta \sqrt{1 - \frac{(\omega_{p0}/\omega_1)^2}{2}} \right]. \tag{3.13}$$

For high frequencies $\omega_1 \gg \omega_{p0}$, this reduces to an expression similar to equation (3.12), but where $(1 + \beta)$ is replaced by $(1 - \beta)$, in the denominator. This means that, in co-propagation, much larger frequency shifts are expected.

Furthermore, two independent measurements of the frequency shifts, for co- and counter-propagation, will allow us to determine the two independent parameters of the ionization front: the normalized velocity $\beta$ and the maximum plasma density or electron plasma frequency $\omega_{p0}$.

Such a approach was followed in the experiments by Dias et al [21], who established a proof of principle of the photon accelerated process and also made the first observation of frequency shift in counter-propagation. Previous experiments of frequency up-shift by an ionization front propagating inside a microwave cavity, where essentially the co-propagating signal was observed, were reported by Savage et al [95]. Several other observations of frequency up-shift in microwave experiments were reported [52, 121].

These four types of trajectory correspond to four distinct regions in phase space, which are delimited by three separatrix curves. If we use $\Omega = \omega_{p0}/\gamma$ in equation (3.3), we obtain an expression for two of the separatrix curves

$$p(q) = \gamma \frac{\omega_{p0}}{c} \left[ -\beta \pm \sqrt{1 - f(q)} \right]. \tag{3.14}$$
Figure 3.4. Photon interaction with ionization fronts: the three separatrix curves and the four types of trajectory.

If, instead, we use $\Omega = \omega p_0$, we get the third separatrix

$$p(q) = \gamma^2 \frac{\omega p_0}{c} \left[ -\beta + \sqrt{1 - f(q) / \gamma^2} \right]. \quad (3.15)$$

These three curves, and the corresponding four regions of phase space, are shown in figure 3.4.

In the above discussion we have used an arbitrary form function $f(q)$ but where $f(q) = 0$ for $q \to -\infty$. Another possible version of the front assumes that the ionizing laser pulse is propagating not in a neutral gas, but in a partially ionized gas, with a residual plasma frequency equal to $\delta \omega p_0$, with $\delta \ll 1$. This model of the front was considered by Kaw et al [46]. It can be described by the following form function:

$$f(q) = \delta + \frac{1}{2}(1 - \delta) \left[ 1 + \tanh(k_f q) \right]. \quad (3.16)$$

This improvement in the model slightly changes the photon trajectories and the values of the resulting frequency shifts, but the basic picture of the photon phase space remains valid. For type I trajectories, the invariance of $\Omega$ now leads to the expression

$$\omega_2 = \frac{\Omega(\omega_1)}{1 - \beta^2} \left[ 1 + \beta \sqrt{1 - \delta(1 - \beta^2) [\omega p_0 / \Omega(\omega_1)]^2} \right]. \quad (3.17)$$

Here, we have used $\Omega(\omega_1) = \omega_1 [1 + \beta \sqrt{1 - \delta(\omega p_0 / \omega_1)^2}]$. For $\delta = 0$ this reduces to equation (3.10), and, for $\delta \neq 0$ but for $\omega_1 \simeq \omega p_0$, this simplifies to

$$\omega_2 = \frac{\omega_1}{1 - \beta^2} \left[ 1 + \beta^2 + 2\beta \sqrt{1 - \delta} \right]. \quad (3.18)$$
Similarly, for type II and III trajectories, equation (3.11) is generalized to

$$\omega_2 = \frac{\Omega(\omega_1)}{1 - \beta^2} \left\{ 1 - \beta \sqrt{1 - (1 - \beta^2)\omega_p/\Omega(\omega_1)^2} \right\}$$ \hspace{1cm} (3.19)

where $\Omega(\omega_1)$ is the same as in equation (3.17).

Finally, for the co-propagating type IV trajectories, we have, instead of equation (3.13),

$$\omega_2 = \frac{\Omega'(\omega_1)}{1 - \beta^2} \left\{ 1 + \beta \sqrt{1 - \delta (1 - \beta^2)\omega_p/\Omega'(\omega_1)^2} \right\}.$$ \hspace{1cm} (3.20)

Here we have to use $\Omega'(\omega_1) = \omega_1 [1 - \beta \sqrt{1 - (\omega_p/\omega_1)^2}]$. Let us now turn to another (and eventually more realistic) model of the ionization front where, in the absence of the front, we have a neutral gas, but where the influence of the neutral gas on the refractive index $n$ is not neglected as it was before.

If we consider a value $n \neq 1$ (but still neglect dispersion in the neutral region), we can use the following model:

$$\Omega(q, p) = \left\{ \frac{p^2 c^2}{1 + \chi [1 - f(q)} + \frac{\omega_p^2 f(q)}{\omega_p^2 f(q)} \right\}^{1/2} - up.$$ \hspace{1cm} (3.21)

Here $\chi = n^2 - 1$ is the susceptibility of the background neutral gas, and a singly ionized plasma is assumed. With this model we still get the same picture of the photon phase space and similar expressions for the frequency shift. For instance, for type I trajectories, we have now

$$\omega_2 = \omega_1 \frac{1 + \beta n}{1 - \beta n}.$$ \hspace{1cm} (3.22)

For types II and III, we get

$$\omega_2 = \omega_1 \frac{1 + \beta n}{1 - \beta n} \left\{ 1 - \beta \left[ 1 - \frac{\omega_p^2 (1 - \beta)^2}{\omega_1^2 (1 + \beta n)^2} \right]^{1/2} \right\}$$ \hspace{1cm} (3.23)

and, for type IV trajectories, we obtain

$$\omega_2 = \frac{\omega_1}{1 - \beta n} \left[ 1 - \beta \sqrt{1 - (\omega_p/\omega_1)^2} \right].$$ \hspace{1cm} (3.24)

Let us briefly consider oblique interaction of photons with an infinite ionization front. In this case, the generalization of the above one-dimensional analysis to the two-dimensional case allows us to determine the cut-off frequencies.
In particular, the condition for the existence of a type I trajectory (corresponding to reflection both in real space and in phase space) corresponds to incident photon frequencies \( \omega_1 \) smaller than some limit \( \omega_q \), defined by

\[
\omega_q = \frac{\omega_0 \sqrt{1 - \beta^2}}{\sqrt{[1 + \beta \cos(\theta_1)]^2 - (1 - \beta^2) \sin^2(\theta_1)}}
\]

(3.25)

where \( \beta = |u|/c \).

For normal incidence, such that \( \theta_1 = 0 \), this expression reduces to equation (3.6). But a new and very interesting physical situation occurs when the incident photon is co-propagating in the vacuum region (or, more precisely, in the neutral gas region) and is overtaken by the ionization front.

Even if the photon travels with a velocity nearly equal to \( c \), its velocity perpendicular to the front can be much smaller due to oblique propagation. In this case, we have \( \pi/2 \leq \theta_1 \leq \pi \) and photon reflection can still take place, as shown by the above expression. This new effect can be called co-propagating relativistic mirror and it is due to oblique interaction with the front. The corresponding frequency shift can be obtained from the expressions of the two invariants \( I_1 \) and \( I_2 \), defined in chapter 2, and the result is

\[
\omega_2 = \omega_1 \left[ \frac{1 + \beta \cos(\theta_1) + \beta |\beta + \cos(\theta_1)|}{1 - \beta^2} \right].
\]

(3.26)

This effect was observed in the experiments by Dias et al [21] mentioned already.

### 3.2 Accelerated fronts

A front moving with constant velocity can only be considered as an ideal and limiting case. It is therefore quite natural to extend the above analysis to the more general situation of accelerated ionization fronts. This can easily be done by considering a plasma frequency space–time dependence of the form

\[
\omega_p^2(\vec{r}, t) = \omega_p^2(\vec{r} - \vec{R}(t)).
\]

(3.27)

For a density perturbation moving with constant velocity, we would simply have \( \vec{R}(t) = \vec{v}t \), which is the case discussed in the previous section. But now we can have \( d^2\vec{R}/dt^2 \neq 0 \), which corresponds to accelerated density perturbations.

In order to treat our problem we can easily generalize the above canonical transformation \((\vec{r}, \vec{k}) \rightarrow (\vec{q}, \vec{p})\), using the following generating function:

\[
F(\vec{r}, \vec{k}, t) = \vec{k} \cdot (\vec{r} - \vec{R}(t)).
\]

(3.28)

This leads to

\[
\vec{q} = \frac{\partial F}{\partial \vec{k}} = \vec{r} - \vec{R}(t), \quad \vec{p} = \frac{\partial F}{\partial \vec{r}} = \vec{k}.
\]

(3.29)
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The transformed Hamiltonian is

\[ \Omega = \omega + \frac{\partial F}{\partial t} = \sqrt{p^2 c^2 + \omega_p^2(q)} - \vec{p} \cdot \frac{\partial \vec{R}}{\partial t}. \] (3.30)

Now, the velocity of the front \( \partial \vec{R}/\partial t \) is not constant, which means that \( \Omega \) is no longer a constant of motion. New qualitative aspects of photon acceleration can be associated with accelerated fronts.

For co-propagation (photons and front propagating in the same direction) we can improve the frequency up-shifting by increasing the interaction time. For counter-propagation (photons and front propagating in the opposite sense) two successive reflections can take place.

We will illustrate these new aspects, by focusing our discussion on the one-dimensional problem. As before, we can write \( \omega_p^2(q) = \omega_p^2 f(q) \). But, instead of using our tanh model, we will assume an even simpler form for the ionization front, described by

\[ \omega_p^2(q) = \begin{cases} 0 & (q < -1/k_f) \\ \omega_p^2(1 + k_f q) & (-1/k_f < q < 0) \\ \omega_p^2 & (q > 0) \end{cases}. \] (3.31)

The width of the front is obviously equal to \( 1/k_f \). It is also clear that the photon frequency will only change as long as the photon travels inside the gradient region, or when the photon coordinates are such that

\[ -1/k_f < q(t) < 0. \] (3.32)

Inside that region, the photon frequency is determined by the expression

\[ \omega(t) = \sqrt{p^2(t)c^2 - \omega_p^2 k_f q(t)}. \] (3.33)

In order to obtain an explicit expression for the frequency shift, we have to consider the photon equations of motion, allowing us to determine \( q(t) \) and \( p(t) \). They can be written as

\[ \frac{dq}{dt} = \frac{pc^2}{\omega(t)} - \frac{\partial R}{\partial t}, \] (3.34)

\[ \frac{dp}{dt} = \frac{1}{2} \frac{\omega_p^2 k_f}{\omega(t)}. \] (3.35)

These equations can easily be integrated by noticing that equation (3.33) allows us to write

\[ q(t) = p^2(t) - \frac{c^2}{\omega_p^2 k_f} + Q(t) \] (3.36)
with
\[ Q(t) = -\frac{\omega^2(t)}{\omega_0^2 k_f}. \] (3.37)

Using equations (3.34, 3.35) we realize that the total time derivative of equation (3.36) leads to
\[ \frac{dQ}{dt} = -\frac{\partial R}{\partial t}. \] (3.38)

This can be integrated to give
\[ Q(t) = Q_0 - R(t). \] (3.39)

Going back to equations (3.33, 3.37), we obtain
\[ \omega(t) = \sqrt{\omega_0^2 + \omega_0^2 k_f R(t)} \] (3.40)

where \( \omega_0 \equiv \omega(t = 0) \) is the initial value of the photon frequency (just before entering the acceleration region).

The constant of integration in equation (3.39) is \( Q_0 = -\omega_0^2/(\omega_0^2 k_f) \), as can be seen from equation (3.37).

In the particular case of a front moving with constant velocity, we have
\[ R(t) = v_f t. \]
This expression shows that the photon frequency grows with \( \sqrt{t} \), as first noticed by Esarey et al [27]. This expression is valid as long as the photon stays inside the gradient region (3.32). It means that the closer the photon velocity is to the front velocity \( v_f \), the longer \( t \) will be and the larger the final value of the frequency shift will be, as already shown in the previous section.

However, because of the photon acceleration process itself, the photon will have a tendency to escape from the gradient region, and a phase slippage between the photons and the front will always exist. Such a slippage can however be avoided (or at least significantly reduced) if the ionization front is accelerated as well.

Then, in principle, we can imagine an ideal situation where the photon co-propagating with the front is indefinitely accelerated up to arbitrary high frequencies, just by using a very small (but accelerated) plasma density perturbation. The external source responsible for the creation of such an accelerated plasma density perturbation would provide the energy necessary to accelerate the co-propagating photons.

Let us illustrate this idea with the simple case of a front moving with constant acceleration \( a \):
\[ R(t) = v_f t + \frac{1}{2}at^2. \] (3.41)

In this case, we can estimate the maximum frequency up-shift for very underdense fronts (or, equivalently, for very high-frequency photons), such that \( \omega_0^2 \gg \omega_p^2 \). The photon velocity can be assumed to be nearly equal to \( c \) and
the total interaction time can be determined by the equality $ct_{in} - R(t_{in}) \simeq 1/k_f$.

The solution is

$$t_{in} = \frac{c}{a} \left[ (1 - \beta_f) - \sqrt{(1 - \beta_f)^2 + 2at/(k_f c^2)} \right]$$  \hspace{1cm} (3.42)

where we have used $\beta_f = |v_f|/c$. For small accelerations, such that $at_{in} \ll 2c(1 - \beta_f)$, we can simplify this expression and, using equation (3.40), we can write

$$\Delta \omega \equiv \omega(t_{in}) - \omega_0 \simeq \frac{a^2 \omega_0}{2a_0^2} \frac{\beta_f}{(1 - \beta_f)} \left[ 1 + \frac{a}{2(1 - \beta_f)^2 c^2} \right].$$  \hspace{1cm} (3.43)

The first term in this expression coincides with that derived in the previous section for fronts moving with constant velocity. The second one gives the contribution of the front acceleration. We can see that a positively accelerated front ($a > 0$) introduces a significant increase in the total frequency up-shift, especially due to the factor $(1 - \beta_f)^3$. This illustrates our previous statement that, by increasing the time of interaction between the photons and the front, we can optimize the photon acceleration process.

If we are not entirely satisfied with these qualitative arguments and want to replace them by a more detailed description of the photon dynamics, we can go back to equations (3.34, 3.35, 3.40) and derive explicit expressions for the photon trajectories. In particular, from equation (3.35), we can get

$$\frac{dp}{dt} = \frac{1}{2} \frac{\omega_0 \sqrt{k_f}}{\sqrt{-Q(t)}}.$$  \hspace{1cm} (3.44)

The photon trajectory will then be determined by

$$p(t) = p_0 + \frac{\omega_0 \sqrt{k_f}}{2} \int_0^t \frac{dt'}{\sqrt{R(t') - Q_0}}.$$  \hspace{1cm} (3.45)

For positively accelerated fronts ($a > 0$), this leads to

$$p(t) = p_0 + \frac{\omega_0 \sqrt{k_f}}{2a} \ln \left( \frac{\omega(t) \omega_0 \sqrt{k_f} / 2a}{\omega_0 + a_0 v_k \sqrt{k_f} / 2a} \frac{\partial R}{\partial t} \right).$$  \hspace{1cm} (3.46)

With equation (3.36), this completes the explicit integration of the photon trajectories. Until now we have focused our qualitative discussions on photons co-propagating with the front. But it can easily be seen that the above equations stay valid for the counter-propagating photons, except that in equations (3.42, 3.43) the factor $(1 - \beta_f)$ is replaced by $(1 + \beta_f)$. The frequency shift is still increased by a positive front acceleration.

However, a qualitatively new effect occurs for co-propagating photons: more than one turning point, defined by

$$\frac{dq}{dt} = 0$$  \hspace{1cm} (3.47)
can be observed along the same trajectory.

This means that a counter-propagating photon can be first reflected by the front, suffering the corresponding double Doppler shift, and then it is caught again by the front, and reflected a second time into the co-propagating direction. These doubly reflected trajectories were numerically identified by Silva [99] and can attain considerably large frequency shifts.

3.3 Photon trapping

3.3.1 Generation of laser wakefields

It is well known that a plasma can support several kinds of electrostatic wave and oscillations. One of the basic types of such waves is called an electron plasma wave, because its frequency is nearly equal to the electron plasma frequency [82, 108]. To be more precise, the electron plasma waves are characterized by the following dispersion relation:

$$\omega^2 = \omega_p^2 + 3k^2v_{\text{the}}^2$$  \hspace{1cm} (3.48)

where $\omega$ and $k$ are here the frequency and wavenumber of the electrostatic oscillations, and $v_{\text{the}} = \sqrt{T_e/m}$ is the electron thermal velocity and $T_e$ the electron temperature.

The electron plasma waves can only persist in a plasma if their wavenumber satisfies the inequality $k \ll \omega_p/v_{\text{the}}$. Otherwise, they will be strongly attenuated by electron Landau damping.

Such a damping is due to the energy exchange between the waves and the electrons travelling with a velocity nearly equal to the wave phase velocity $v_{\phi} = \omega/k$ (the so-called resonant electrons). This is equivalent to saying that the electron plasma waves can only exist if their wavelength is much larger than a characteristic scale length of the plasma $\lambda \ll \lambda_{De}$, where $\lambda_{De} = v_{\text{the}}/\omega_p$ is called the electron Debye length.

The existence of the electron Landau damping implies that the frequency of the allowed electron plasma waves is always very close to the electron plasma frequency, $\omega \sim \omega_p$. As can be seen from the above dispersion relation, the phase velocity of the electron plasma waves can be arbitrarily high: $v_{\phi} = 3v_{\text{the}}$.

It is then possible to excite electrostatic waves with relativistic phase velocities $v_{\phi} \approx c$, and nearly zero group velocities. These waves will not be Landau damped, because resonant electrons will be nearly absent (except for extremely hot plasmas).

Relativistic electron plasma waves can be excited by intense laser beams in a plasma. Using a simplified but nevertheless accurate view of this problem, we can say that there are two different excitation mechanisms: the beat-wave and the wakefield.

The first mechanism [64, 77, 92] is valid for long laser pulses, with a duration $\Delta t$ much larger than the period of the electron plasma wave: $\Delta t \gg \omega_p^{-1}$. In this
case, the superposition of two parallel laser pulses with different but very close frequencies, $\omega_1$ and $\omega_2$, such that their difference matches the electron plasma frequency, $\omega_1 - \omega_2 \simeq \omega_p$ can resonantly excite an electron plasma wave. The phase velocity of this wave is determined by the laser beating $v_\phi = (\omega_1 - \omega_2)/(k_1 - k_2)$.

The second mechanism [12, 34, 89] is valid for short laser pulses, with a duration of the order of the electron plasma period $\Delta t \simeq \omega_p^{-1}$. A single laser pulse can then excite a tail of electron plasma oscillations, which is usually called the laser wakefield. It is important to notice that the phase velocity of this wakefield is nearly equal to the group velocity of the laser pulse.

With both the beat-wave and the wakefield mechanisms, relativistic electron plasma waves can be excited. Interaction of these waves with fast electrons can accelerate them further and provide the basis for a new generation of particle accelerators [109].

The problem of electron acceleration is not our concern here. Our interest is mainly focused on the analogies between charged particles and photons and, especially, on the possibility of accelerating and trapping photons in the field of an electron plasma wave. But, it should also be mentioned that the study of photon acceleration and trapping by a relativistic plasma wave can be an important diagnostic tool for particle accelerator research [22, 107].

### 3.3.2 Nonlinear photon resonance

From now on, we will simply refer to a relativistic electron plasma wave as a wakefield. In order to describe such a wakefield, we will assume a plasma...
frequency perturbation of the form

\[ \omega^2_{p}(\vec{q}) = \omega^2_{p0} \left[ 1 + \epsilon \cos(\vec{k}_p \cdot \vec{q}) \right] \]  

(3.49)

where \( \epsilon < 1 \) is the relative amplitude of the wakefield and \( \vec{k}_p \) is the wakefield wavevector, and the subscript \( p \) is added in order to avoid confusion with the photon wavevector.

The photon equations of motion can be explicitly written as

\[ \frac{d\vec{q}}{dt} = c^2 \vec{p} \omega(\vec{q}, \vec{p}) - \vec{u} \]  

(3.50)

\[ \frac{d\vec{p}}{dt} = \epsilon \frac{\omega^2_{p0} \vec{k}_p}{2 \omega(\vec{q}, \vec{p})} \sin(\vec{k}_p \cdot \vec{q}) \]  

(3.51)

where \( \vec{u} \approx (\omega_{p0}/|\vec{k}_p|^2)\vec{k}_p \) is the wakefield phase velocity and

\[ \omega(\vec{q}, \vec{p}) = \left\{ p^2 c^2 + \omega^2_{p0} [1 + \epsilon \cos(\vec{k}_p \cdot \vec{q})] \right\}^{1/2}. \]  

(3.52)

Let us determine the fixed points, defined by

\[ \frac{d\vec{q}}{dt} = 0, \quad \frac{d\vec{p}}{dt} = 0. \]  

(3.53)

This is equivalent to writing

\[ c^2 \vec{p} = \omega(\vec{q}, \vec{p})\vec{u}, \quad \sin(\vec{k}_p \cdot \vec{q}) = 0. \]  

(3.54)

At this point we could split the variables \( \vec{q} \) and \( \vec{p} \) into their parallel and perpendicular components with respect to the direction of the wakefield propagation \( \vec{u}/u \), or \( \vec{k}_p/k_p \). However, it can easily be realized that the perpendicular components play only a secondary role in the photon dynamics.

We will now proceed by just retaining the simple case of one-dimensional motion, where \( q_1 = q, \ p_1 = p \), and \( q_2 = p_2 = 0 \). From equations (3.53) we can then explicitly establish the elliptic fixed points as

\[ q_e = \frac{\pi}{k_p}, \quad p_e = s \gamma \beta \frac{\omega_{p0}}{c} \sqrt{1 - \epsilon} \]  

(3.55)

and the hyperbolic fixed points as

\[ q_h = 0, \quad 2\pi \frac{\omega_{p0}}{k_p}, \quad p_h = s \gamma \beta \frac{\omega_{p0}}{c} \sqrt{1 + \epsilon}. \]  

(3.56)

Here we have used \( \beta = |u|/c, \ s = \text{sign of } u \) and \( \gamma = (1 - \beta^2)^{-1/2} \). We should notice that, in contrast with the simple pendulum, the momenta \( p_e \) and \( p_h \)
corresponding to the elliptic and hyperbolic fixed points are not identical. The photon nonlinear resonance described by equations (3.50, 3.51) appears then as a kind of asymmetric pendulum [98].

Furthermore, the resonance asymmetry increases with the wakefield relativistic $\gamma$-factor. For small wakefield amplitudes $\epsilon \ll 1$, the distance between the two fixed points can be written as

$$|p_e - p_h| \simeq \gamma \beta \frac{\omega_{ph}}{c} \epsilon. \quad (3.57)$$

A qualitative representation of the photon nonlinear resonance in phase space $(q, p)$ is shown in figure 3.6.

It is also interesting to notice that, for the one-dimensional case, the invariant $\Omega$ can be written as

$$\Omega = \omega(q, p) - up = \gamma^{-2} \omega(q, p). \quad (3.58)$$

This means that the elliptic fixed point given by equation (3.55) can be defined by

$$p_e = s \gamma^2 \beta \frac{\Omega_e}{c^2} \quad (3.59)$$

where

$$\Omega_e = \frac{\omega_{ph}}{\gamma} \sqrt{1 - \epsilon}. \quad (3.60)$$

The value of $p_h$, for the hyperbolic fixed point, is also determined by an expression similar to equation (3.59), where $\Omega_e$ is replaced by $\Omega_h$ such that

$$\Omega_h = \frac{\omega_{ph}}{\gamma} \sqrt{1 + \epsilon}. \quad (3.61)$$
Replacing this expression in the definition of the invariant Hamiltonian $\Omega$, we obtain the equation for the separatrix

$$(\Omega_h - up)^2 = p^2 c^2 + \omega_p^2(q),$$  \hspace{1cm} (3.62)

or, more explicitly,

$$p = \gamma \frac{\omega_p}{c} \sqrt{1 + \epsilon} \left[ s \beta \pm \sqrt{1 + \frac{2 \epsilon - 1 + \epsilon \cos(k_p q)}{1 + \epsilon}} \right].$$  \hspace{1cm} (3.63)

For $q = 0, (2\pi/k_p)$, this reduces to $p = p_h$. On the other hand, for $q = (\pi/k_p)$, this expression determines the maximum and the minimum values of the photon momentum on the separatrix

$$p_{\pm} = \gamma \frac{\omega_p}{c} \sqrt{1 + \epsilon} \left[ s \beta \pm \sqrt{\frac{2 \epsilon}{1 + \epsilon}} \right].$$  \hspace{1cm} (3.64)

The width of the nonlinear resonance will then be given by the difference between these two extreme values of the separatrix curves:

$$\Delta p_{\text{max}} = p_+ - p_- = 2 \gamma \frac{\omega_p}{c} \sqrt{2 \epsilon}.$$  \hspace{1cm} (3.65)

From this analysis we recognize that the photons are trapped by the electron plasma wave if their trajectories are associated with values of the invariant Hamiltonian $\Omega$ such that

$$\Omega_e \leq \Omega < \Omega_h.$$  \hspace{1cm} (3.66)

Inside the separatrix, the photon frequency will oscillate according to the value of $\Omega$ characterizing its trajectory. We will have no frequency variation only for exactly resonant photon trajectories such that $p = p_e$, or $\Omega = \Omega_e$, corresponding to the elliptic fixed point.

The frequency variation will grow when we approach the separatrix curve, but such a change will require longer and longer times to take place. We will also attain a maximum for the frequency variation at the separatrix, between the points $p_+$ and $p_-$ defined by equation (3.64), if we wait an infinite time.

For very high-frequency photons, such that $\omega \gg \omega_p$, we have $\omega \simeq \omega_c$ and the maximum frequency shift will be determined by $\Delta \omega_{\text{max}} \simeq c \Delta p_{\text{max}} = 2 \gamma \omega_p \sqrt{2 \epsilon}$. For untrapped photons, the photon frequency will also oscillate, but with smaller and smaller amplitudes when we displace the photon trajectories away from the separatrix. This is illustrated in figure 3.7.

It is now interesting to look at the deeply trapped trajectories, oscillating around $p = p_e$. If we introduce $q = (\pi/k_p) + \tilde{q}$ and linearize the photon equations of motion around the elliptic fixed point, we can easily obtain

$$\frac{d^2 \tilde{q}}{dt^2} + \omega_p^2 \tilde{q} = 0$$  \hspace{1cm} (3.67)
which corresponds to a linear oscillator with a frequency

$$\omega_b = \frac{ck_p}{\gamma} \sqrt{\frac{\epsilon}{2(1 - \epsilon)}}.$$  \hspace{1cm} (3.68)

This can be called the photon bounce frequency. It is instructive to compare its value with the bounce frequency of an electron trapped in the field of the same electron plasma wave [82]

$$\omega_{be} = \sqrt{\frac{e}{m}} E_0 k_p$$ \hspace{1cm} (3.69)

where $E_0$ is the amplitude of the electric field associated with this wave.

Using Poisson’s equation we can relate it to the electron density amplitude perturbation

$$k_p E_0 = \frac{e\tilde{n}}{\epsilon_0} = \frac{\epsilon n_0}{\epsilon_0}.$$

This allows us to write the electron bounce frequency as

$$\omega_{be} = \omega_p \sqrt{\epsilon}.$$ \hspace{1cm} (3.71)

This shows the striking similarities of the photons and electrons trapped in the field of an electron plasma wave. Other and eventually even more surprising similarities will be discussed later.
3.3.3 Covariant formulation

As an example of an application of the covariant equations established in section 2.5, we can describe the photon trapping by using equations (2.106, 2.108) with

\[ \omega_p^2(x^i) = \omega_{p0}^2 \left[ 1 + \epsilon \cos(K_1 x^1) \right] \]  

(3.72)

where \( K_i \) is the four-momentum associated with the plasma wake field and \( \epsilon \) is, as before, its amplitude. Let us write

\[ K_i x^i = K_1 x^1 - K_0 x^0 = k^0 x^1 - \omega' t \]  

(3.73)

where \( \omega' \simeq \omega_{p0} \) is the wake field frequency and is related to \( k' \) by the dispersion relation (3.48).

In this particular case, the covariant Hamiltonian (2.108) is independent of \( x^2 \) and \( x^3 \), which means that the components \( k^2 \) and \( k^3 \) of the photon momentum are two constants of motion. We will assume a one-dimensional photon propagation by making these two constants equal to zero: \( k^2 = k^3 = 0 \). We can then write the reduced one-dimensional form of the covariant Hamiltonian as

\[ h(x^0, x^1, k_0, k_1) = \frac{k_1^2 - k_0^2}{2\omega_p(x^0, x^1)} c^2 + \frac{1}{2} \omega_p(x^0, x^1). \]  

(3.74)

The corresponding equations of motion in the relativistic space–time are

\[ \frac{dx^0}{d\tau} = \frac{\partial h}{\partial k_0} = - \frac{k_0 c^2}{\omega_p(x^0, x^1)} \]  

(3.75)

\[ \frac{dx^1}{d\tau} = \frac{\partial h}{\partial k_1} = \frac{k_1 c^2}{\omega_p(x^0, x^1)} \]  

(3.76)

and

\[ \frac{dk_0}{d\tau} = - \frac{\partial h}{\partial x^0} = - \frac{1}{2} \left[ 1 - \frac{k_1^2 - k_0^2}{\omega_p^2(x^0, x^1)} c^2 \right] \frac{\partial \omega_p}{\partial x^0} \]  

(3.77)

\[ \frac{dk_1}{d\tau} = - \frac{\partial h}{\partial x^1} = - \frac{1}{2} \left[ 1 - \frac{k_1^2 - k_0^2}{\omega_p^2(x^0, x^1)} c^2 \right] \frac{\partial \omega_p}{\partial x^1} \]  

(3.78)

where \( \tau \) is the photon proper time.

In order to write these equations in a more convenient form, it is useful to introduce new adimensional variables, such that

\[ x = K_1 x^1 = k' x^1, \quad y = k' x^0 \]  

(3.79)

and

\[ v = \frac{k_1 c}{\omega_{p0}}, \quad u = \frac{k_0 c}{\omega_{p0}} \]  

(3.80)
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We can see from the definition of the variable $y$ that $K^0 x^0 = \beta' y$, where $eta' = \omega' / k' c$ is the normalized phase velocity of the wakefield. The normalized proper time $\tau$, and Hamiltonian $h_0$, are defined by

$$dz = k' c d\tau, \quad h_0 = \frac{h}{\omega_0}. \quad (3.81)$$

We can state the new equations of motion as

$$\frac{dx}{dz} = \frac{\partial h_0}{\partial v}, \quad \frac{dy}{dz} = \frac{\partial h_0}{\partial u} \quad (3.82)$$

and

$$\frac{dv}{dz} = - \frac{\partial h_0}{\partial x}, \quad \frac{du}{dz} = - \frac{\partial h_0}{\partial y}. \quad (3.83)$$

The explicit form of the normalized Hamiltonian is

$$h_0(x, v; y, u) = \frac{v^2 - u^2 + 1 + \epsilon \cos(x - \beta' y)}{2\sqrt{1 + \epsilon \cos(x - \beta' y)}}. \quad (3.84)$$

By definition, we always have $h_0 = 0$. Noting that the denominator in this equation cannot become imaginary because the wakefield modulation is always less than one, $\epsilon < 1$, we can write

$$u^2 = v^2 + 1 + \epsilon \cos(x - \beta' y). \quad (3.85)$$

This is nothing but the photon dispersion equation, written in adimensional form. Noticing that $h_0$ only depends on $x$ and $y$ through $(x - \beta' y)$, we conclude that

$$\frac{\partial h_0}{\partial x} = - \frac{1}{\beta'} \frac{\partial h_0}{\partial y}. \quad (3.86)$$

Replacing this in the canonical equations (3.83), we obtain

$$\frac{dv}{dz} = - \frac{1}{\beta'} \frac{du}{dz}. \quad (3.87)$$

This expression means that, apart from the Hamiltonian $H_0$, it is possible to define another constant of motion $I$, such that

$$I = u + \beta' v = \text{const.} \quad (3.88)$$

The existence of these two independent constants of motion, $h_0$ and $I$, proves that the motion of a photon in a sinusoidal wakefield is integrable, as expected. Notice that this equation is equivalent to stating that $\omega - kv'$ is a constant, where $v' = \omega' / k'$ is the phase velocity of the wakefield. This invariant was already identified in the non-covariant formulation of photon acceleration. It will appear again in the full wave description, where it corresponds to the wave phase invariance.
The position of the nonlinear resonance contained in the Hamiltonian (3.84) is determined by the stationary condition (in the proper time $z$), or

$$\frac{d}{dz} (x - \beta' y) = 0.$$  \hspace{1cm} (3.89)

Noting that, from the canonical equations (3.82), we have

$$\frac{dx}{dz} = \frac{v}{\Omega_p}, \quad \frac{dy}{dz} = -\frac{u}{\Omega_p}$$  \hspace{1cm} (3.90)

where $\Omega_p = \sqrt{1 + \epsilon \cos(x - \beta' y)}$ is a positive quantity, we can write this stationary condition as

$$v + \beta' u = 0.$$  \hspace{1cm} (3.91)

In non-normalized variables this is equivalent to $kc^2/\omega = \omega'/k'$. This means that the nonlinear resonance corresponds to the equality between the photon group velocity $v_g \equiv kc^2/\omega$ and the phase velocity of the wakefield perturbation $\omega'/k'$. Replacing this resonance condition in equation (3.85), we obtain

$$u^2 (1 - \beta'^2) = 1 + \epsilon \cos(x - \beta' y).$$  \hspace{1cm} (3.92)

The centre of this resonance corresponds to $(x - \beta' y) = \pi/2$, which leads to the following coordinates:

$$u_0 = -\frac{1}{\sqrt{1 - \beta'^2}} \equiv -\gamma', \quad v_0 = \frac{\beta'}{\sqrt{1 - \beta'^2}} = -\beta' u_0.$$  \hspace{1cm} (3.93)

The value of the invariant $I$, defined by equation (3.88), corresponding to this particular photon trajectory is equal to $I_0 = -\sqrt{1 - \beta'}$. We can also see, from equation (3.92), that the maximum excursion of $u^2$ associated with trapped trajectories inside the nonlinear resonance is determined by $\delta u^2 (1 - \beta'^2) = 2\epsilon$. The resonance half-width is then given by

$$\delta u_0 = \sqrt{\frac{\epsilon}{2}} \frac{1}{\sqrt{1 - \beta'}}.$$  \hspace{1cm} (3.94)

This completes the characterization of the trapped photon trajectories in the four-dimensional relativistic space–time.

### 3.4 Stochastic photon acceleration

In his famous experiment, Isaac Newton inaugurated spectroscopy by decomposing white light into its spectral components with the help of a prism. In very recent days it was discovered that the opposite process can also occur and, starting from a nearly monochromatic spectral light source, we can regenerate white light. For that purpose, stochastic acceleration of photons can be used.
3.4.1 Motion in two wakefields

Let us first discuss the simple case of photon motion in the presence of two different wakefields (or, in other words, two relativistic electron plasma waves) with amplitudes \( \epsilon_1 \) and \( \epsilon_2 \), distinct wavevectors \( \vec{k}_1 \) and \( \vec{k}_2 \) and distinct phase velocities \( \vec{u}_1 = (\omega' / |\vec{k}_1|^2) \vec{k}_1 \) and \( \vec{u}_2 = (\omega' / |\vec{k}_2|^2) \vec{k}_2 \).

The photon dispersion relation can now be written as

\[
\omega = \left( k^2 c^2 + \omega_\text{p0}^2 \left[ 1 + \sum_{i=1,2} \epsilon_i \cos(\vec{k}_i \cdot \vec{r} - \omega_i t) \right] \right)^{1/2}.
\]  

(3.95)

Using the canonical variables \( \vec{q} = \vec{r} - \vec{u}_1 t \) and \( \vec{p} = \vec{k} \), we can write the photon equations of motion in the form of equations (3.1), with the new Hamiltonian (which is now time dependent)

\[
\Omega = \omega - \vec{u}_1 \cdot \vec{p} = \left\{ p^2 c^2 + \omega_\text{p0}^2 [1 + \epsilon_1 \cos(\vec{k}_1 \cdot \vec{q}) + \epsilon_2 \cos(\vec{k}_2 \cdot (\vec{q} - \vec{v} t))] \right\}^{1/2} - \vec{u}_1 \cdot \vec{p}
\]  

(3.96)

where \( \vec{v} = \vec{u}_1 - \vec{u}_2 \approx \omega_\text{p0} [ (\vec{k}_1 / k_1^2) - (\vec{k}_2 / k_2^2) ] \).

(3.97)

In order to simplify the discussion, we will assume that the wakefields propagate in the same direction, and we will concentrate on the one-dimensional case. The extension to three dimensions is straightforward and does not lead to qualitatively new effects.

We can see from the above Hamiltonian (or from its one-dimensional version) that two nonlinear resonances exist in the \((q, p)\) phase plane. They are defined by the elliptic fixed points

\[
q_i = \frac{\pi}{k_p}, \quad p_i = s_i \gamma_i \beta_i \frac{\omega_\text{p0}}{c} \sqrt{1 - \epsilon_i}
\]  

(3.98)

for \( i = 1, 2 \). The following definitions were used here: \( s_i = \text{sign of } u_i \), \( \beta_i = |u_i|/c \) and \( \gamma_i = (1 - \beta_i^2)^{-1/2} \).

It is also quite well known that the second of these two resonances (the one corresponding to \( i = 2 \)) can only be seen in the phase plane if we use a stroboscopic plot of the photon motion, at the instants \( t_n = (2n\pi / k_2 v) \), for \( n \) integer. Such a discrete representation of the motion is usually called a Poincaré map.

In accordance with equation (3.65) we can also say that the the width of these two resonances is determined by

\[
(\Delta p)_i = 2\gamma_i \frac{\omega_\text{p0}}{c} \sqrt{2\epsilon_i}.
\]  

(3.99)
It is well known from the theory of dynamical systems [59, 124] that the interaction between the two resonances leads to the destruction of the separatrix curves. These curves will both break up into a thin region of stochastic motion and the width of such a region will exponentially grow with the amplitude of the resonances $\epsilon_i$. With increasing values of $\epsilon_i$, the two stochastic regions will eventually merge, and a large fraction of the photon phase space $(q, p)$ will be filled with stochastic trajectories, leading to what is called large-scale stochasticity.

Occurrence of large-scale stochastic acceleration is dictated by a qualitative criterion, called the Chirikov criterion or the resonance overlapping criterion. This is confirmed by numerical calculations within an error of a few per cent, for a large variety of similar nonlinear Hamiltonian motions. The criterion states that large-scale stochasticity occurs when the sum of the resonance half-widths becomes larger than the distance between these resonances.

In our case it can be written as

$$\gamma_1 \sqrt{2 \epsilon_1} + \gamma_2 \sqrt{2 \epsilon_2} \geq 2 |p_2 - p_1|.$$  \hspace{1cm} (3.100)

Using equations (3.98, 3.99) we can write the overlapping criterion as

$$\gamma_1 \sqrt{2 \epsilon_1} + \gamma_2 \sqrt{2 \epsilon_2} \geq 2 |s_2 \beta_2 \sqrt{1 - \epsilon_2} - s_1 \beta_1 \sqrt{1 - \epsilon_1}|.$$  \hspace{1cm} (3.101)

It is important to notice that this criterion is independent of the mean electron plasma frequency $\omega_p$, and that it only depends on the velocities and amplitudes of the two wakefields. If we assume that the two amplitudes are equal, $\epsilon_1 = \epsilon_2 = \epsilon$, we can simplify the overlapping criterion and write

$$\sqrt{2 \epsilon} \frac{1 + \nu}{1 - \epsilon \left| s_2 \beta_2 - s_1 \beta_1 \nu \right|} \geq 1.$$  \hspace{1cm} (3.102)

where $\nu = \gamma_1 / \gamma_2$.

In the weakly relativistic limit, where we have $\gamma_i \simeq 1$ and $\nu \simeq 1$, we conclude from this expression that large-scale stochasticity occurs for

$$\epsilon \geq \frac{1}{2^3} (s_2 \beta_2 - s_1 \beta_1)^2.$$  \hspace{1cm} (3.103)

Noting that $\beta_i$ are always smaller than one, we conclude that this criterion is compatible with low values of the wakefield amplitude $\epsilon \ll 1$. In the opposite limit of strongly relativistic phase velocities of the plasma wakefields, where $\gamma_i \gg 1$ and $\beta_i \simeq 1$, we obtain from equation (3.102)

$$\epsilon \geq \frac{1}{2^3} (1 - \nu)^2.$$  \hspace{1cm} (3.104)

where we have assumed that the wakefields propagate in the same direction, $s_1 = s_2$, and that their relativistic $\gamma$ factors are similar, $\nu \simeq 1$. 
We see that, again, the criterion is compatible with low wakefield amplitudes \( \epsilon \ll 1 \). Even in the most unfavourable situation of very different relativistic factors, \( \nu \gg 1 \), we get from equation (3.103) \( \epsilon \geq 1/3 \). We can then say that, in very broad terms, both in the weakly and the strongly relativistic limits, transition from regular to stochastic trajectories can be expected with moderately low wakefield amplitudes.

However, the strongly relativistic case is physically more interesting, because the width of the region between the two resonances where stochastic acceleration can occur is proportional to the relativistic gamma factors, and a larger frequency spread of a bunch of photons with nearly identical initial frequencies can be obtained. From initial monochromatic radiation we can then obtain broadband radiation (white light) [66].

A similar situation occurs if, instead of having two different wakefields, we can excite a single wakefield in a plasma, but with a modulated amplitude. Such a modulation can be due, for instance, to the existence of ion acoustic waves propagating in the background plasma. Here, instead of two nonlinear resonances, we have three nearby resonances to which we can apply the same overlapping criterion. This was studied, using the covariant formulation, in reference [65].

### 3.4.2 Photon discrete mapping

It is also interesting to consider the interaction of a photon moving in a plasma with an electrostatic wavepacket containing a large spectrum of electron plasma waves. Here we will follow a procedure similar to that used by Zaslavski et al [125] for studying charged particles.

The photon dispersion relation (3.95) is now replaced by

\[
\omega = \left\{ k^2 c^2 + \omega_p^2 \left[ 1 + \sum_{n=-\infty}^{\infty} \epsilon_n \cos(k_n \cdot \vec{r} - \omega_n t) \right] \right\}^{1/2}.
\]

(3.105)

The corresponding one-dimensional photon equations of motion are

\[
\frac{dx}{dt} = \frac{k^2 c^2}{\omega}, \quad \frac{dk}{dt} = \frac{\omega_p^2}{2\omega} \sum_{n=-\infty}^{\infty} \epsilon_n k_n \sin(k_n x - \omega_n t).
\]

(3.106)

As a simple and reasonable model for the wavepacket, we can use

\[
\epsilon_n k_n = a, \quad \omega_n = \omega_0 \simeq \omega_0, \quad k_n = k_0 + n\Delta k
\]

(3.107)

where \( a \) is a constant and \( \Delta k \ll k_0 \) is the characteristic distance between two consecutive spectral components.

This model is convenient from the physical point of view because, in contrast with similar models used in nonlinear dynamics where the amplitudes are assumed constant, it corresponds to a spectrum with variable amplitudes, where
the lower amplitudes correspond to the higher wavenumbers. This is compatible with the idea that electron Landau damping of the wakefield spectrum prevents the higher wavenumbers.

The sum in equation (3.106) can then be replaced by

$$a \sin \theta \sum_{n=-\infty}^{\infty} \cos(n \Delta k x)$$

(3.108)

where $\theta = k_0 x - \omega_0 t$ is the phase of the central spectral component. We can also use the identity

$$\sum_{n=-\infty}^{\infty} \cos(n \Delta k x) = \frac{2\pi}{\Delta k} \sum_{n=-\infty}^{\infty} \delta(x - x_n)$$

(3.109)

with $x_n = (2n\pi/\Delta k) \equiv nL$. This means that, from equation (3.106), we can write

$$\frac{dk}{dt} = \frac{\omega_p^2}{2\omega} aL \sin \theta \sum_{n=-\infty}^{\infty} \delta(t - t_n).$$

(3.110)

This shows that the photon moves with a constant wavenumber (or a constant velocity), except when it crosses the point $x = x_n$, where it suffers a sudden kick and abruptly changes its wavenumber. This new wavenumber remains constant until it crosses the next point $x = x_{n+1}$, and so on.

This picture of the photon motion means that we can transform the variable position $x$ inside the delta function argument into a time variable, just by using the relation $x = |v_g| t = \left(|k| c^2/\omega\right) t$. The above equation is then replaced by

$$\frac{dk}{dt} = \frac{\omega_p^2}{2|k|c^2} aL \sin \theta \sum_{n=-\infty}^{\infty} \delta(t - t_n).$$

(3.111)

The instants $t_n$ are defined by $x(t_n) = x_n$, apart from a minor detail resulting from the fact that the photon can eventually be reflected at some point $x_n$, and in that case the instant $t_{n+1}$ will be defined by $x(t_{n+1}) = x_{n-1}$. Of course, such a reversal in the direction of photon propagation is not likely to occur for energetic photons, with initial frequencies much larger than the electron plasma frequency.

Let us now introduce an adimensional variable $w$, such that

$$w = \frac{k c^2}{\omega_p^2 |k|} = \frac{k^2 c^2}{\omega_p^2 s_k}$$

(3.112)

where $s_k$ is the sign of $k$. This is equivalent to writing

$$k = \frac{\omega_p^2}{c} |w|^{1/2} s_w$$

(3.113)
where \( s_w \) is the sign of \( w \). According to equation (3.111) the new variable \( w \) will evolve in time as

\[
\frac{dw}{dt} = aL \sin \theta \sum_{n=-\infty}^{\infty} \delta(t - t_n).
\] (3.114)

This has to be completed with an equation describing the time evolution for the phase variable \( \theta \). By definition, we have \( d\theta/dt = \frac{k_0c^2}{\omega}k - \omega_0 \). But, at this point, we should notice that it is physically quite natural to assume that \( \epsilon_n \ll 1 \).

According to equation (3.105), this allows us to replace \( \omega \) by \( \bar{\omega} \) and to write, using the new variable \( w \)

\[
\frac{d\theta}{dt} = k_0c \frac{\omega_0}{\omega} s_w - \omega_0.
\] (3.115)

This equation, with \( \bar{\omega} \) in the denominator, is also physically very convenient because it guarantees that \( \theta \) varies continuously across the points \( t = t_n \). We now have two coupled and closed equations for the variables \( w \) and \( \theta \), equations (3.114, 3.115), and we can build up a map on the new phase plane \((w, \theta)\).

For that purpose, we define

\[
w_n = w(t_n^-), \quad \theta_n = \theta(t_n^-)
\] (3.116)

where \( t_n^\pm = t_n \pm \delta \), with \( \delta \to 0 \), represent the instants immediately before \((-\) and after \((+) \) the critical instants \( t_n \).

Equations (3.114, 3.115) show that, at \( t = t_n \), the variable \( w \) suffers a sudden jump, and that the phase \( \theta \) remains constant. This can be stated as

\[
w(t_n^+) - w(t_n^-) = aL \sin \theta, \quad \theta(t_n^+) - \theta(t_n^-) = 0.
\] (3.117)

During the interval \((t_n^-, t_{n+1}^-)\) the variable \( w \), and the corresponding photon momentum \( p \), remain unchanged. This is equivalent to stating that \( w(t_{n+1}^-) = w(t_n^0) \), or

\[
w_{n+1} = w_n + aL \sin \theta_n.
\] (3.118)

We can also see from equation (3.115) that the time derivative of the phase \( \theta \) also stays constant over the same time interval. We can then write

\[
\theta(t_{n+1}^-) = \theta(t_n^+) + \frac{d}{dt} \theta(t_n^+) \Delta t_n.
\] (3.119)

Here, \( \Delta t_n \) is the interval between two consecutive kicks

\[
\Delta t_n = L \frac{\bar{\omega}_{n+1}}{k_{n+1}c^2}.
\] (3.120)

Using equation (3.115, 3.119), we can then obtain the following result:

\[
\theta_{n+1} = \theta_n - \frac{\omega_0 L}{c} \sqrt{1 + \frac{|w_{n+1}|}{|w_n|}} + k_0Ls_{n+1}
\] (3.121)
where $s_{n+1}$ is the sign of $w_{n+1}$.

We see that equations (3.118, 3.121) define a discrete mapping on the phase plane $(w, \theta)$, which can be written as

$$w_{n+1} = w_n + A \sin \theta_n$$  \hspace{1cm} (3.122)

$$\theta_{n+1} = \theta_n - B \sqrt{1 + |w_{n+1}|^{-1}} + \tilde{\theta} s_{n+1}.$$ \hspace{1cm} (3.123)

This mapping depends on two parameters, $A$ and $B$, determined by

$$A = aL, \quad B = \frac{\omega_0}{c}L.$$ \hspace{1cm} (3.124)

The map (3.123) also shows a constant phase shift determined by $\tilde{\theta} = k_0L$.

For small values of the adimensional variable $w$, which corresponds to small values of the photon wavenumber, this mapping reduces to the $\hat{L}$-mapping introduced in [125], which shows an intermittency behaviour for $A \gg 1$.

This means that the photons can suffer intermittency acceleration when they interact with an electrostatic wavepacket in the limit of small photon wavenumbers (when they are close to the cut-off conditions).

### 3.5 Photon Fermi acceleration

We shall now discuss a different mechanism for photon acceleration which can occur inside an electromagnetic cavity with moving boundaries. This can be seen as the photon version of the well-known mechanism for cosmic ray acceleration first proposed by Fermi [29], where charged particles can gain energy by bouncing back and forth between two magnetic clouds.

This mechanism became extremely successful and it is dominantly used in the current models for cosmic ray acceleration in shocks. In its simplest and most popular versions, the charged particle can be described by two-dimensional discrete maps [59].

We will show in this section that a similar mechanism can be applied to photons, and that the photon motion can also be described by a discrete mapping [30].

In the case of photons, the magnetic clouds of the original model are replaced by mirrors or by plasma walls with a sharp density gradient. We can assume that one of the walls is fixed at $x = 0$ and the other oscillates around $x = L_0$ with a frequency $\omega'$.

This can be described by a plasma frequency space–time variation of the form

$$\omega_p^2(x, t) = \omega_{p0}^2 \begin{cases} f(x - L(t)) & x > L(t) \\ 0 & L(t) \geq x > 0 \\ f(-x) & x < 0 \end{cases}.$$ \hspace{1cm} (3.125)

The function $f(x)$ describes the plasma density profile of the two plasma walls (assuming that they have identical profiles), to be specified later. The
Figure 3.8. Fermi acceleration of photons inside an oscillating cavity.

The moving wall is supposed to oscillate according to

$$L(t) = L_0(1 + \epsilon \cos \omega' t)$$  \hspace{1cm} (3.126)

where the amplitude of this oscillation is assumed to be very small: $\epsilon \ll 1$.

The plasma walls are also supposed to be sufficiently dense in order to act as mirrors and to reflect all the incoming photons, which then remain trapped in a kind of one-dimensional cavity. Each time the photons are reflected by the moving plasma wall, they suffer a double Doppler shift, and their initial frequency $\omega_i$ is transformed into a final frequency $\omega_f$, defined by the well-known law

$$\omega_f = \omega_i \frac{1 + \beta}{1 - \beta}.$$  \hspace{1cm} (3.127)

The velocity of this moving wall is just the time derivative of $L(t)$ and we can write

$$\beta = -\epsilon \frac{L_0 \omega'}{c} \sin \omega' t.$$ \hspace{1cm} (3.128)

If we define two adimensional quantities

$$b = \frac{L_0 \omega'}{c}, \quad \theta = \omega' t$$ \hspace{1cm} (3.129)

we obtain the following law for the frequency shift after successive reflections at the moving plasma wall:

$$\omega_{n+1} = \omega_n \frac{1 - b \sin \theta_n}{1 + b \sin \theta_n}.$$ \hspace{1cm} (3.130)
Now we have to find a corresponding transformation law for the phase \( \theta \) between two successive reflections. Clearly, we can write \( \theta_{n+1} = \theta_n + \omega' \Delta t \), where \( \Delta t \) is the time spent by the photon between two successive reflections at the moving wall. This time interval can be divided into two distinct parts: \( \Delta t = \Delta t_0 + \Delta t_p \). The first part is the time spent by the photon in the vacuum region between the two plasma walls.

For \( \epsilon \ll 1 \), we can use, as a good approximation

\[
\Delta t_0 = 2 \frac{L_0}{c}. \tag{3.131}
\]

In order to calculate the time spent by the photon inside the two plasma regions, \( \Delta t_p \), we notice that the photon velocity is determined by:

\[
\frac{dx}{dt} = c \sqrt{1 - \left(\frac{\omega_{p0}}{\omega}\right)^2 f(x, t)}. \tag{3.132}
\]

If the time spent inside the moving plasma region is much shorter than the period of the wall oscillations, \( \Delta t_p \ll \frac{4\pi}{\omega'} \), we can neglect the plasma motion during the process of photon reflection, and replace \( f(x, t) \) by \( f(x) \) in this equation. This leads to

\[
\Delta t_p = \frac{4}{c} \int_0^{x_c} \frac{dx}{\sqrt{1 - \left(\frac{\omega_{p0}}{\omega}\right)^2 f(x)}}. \tag{3.133}
\]

Here, the factor of 4 was introduced in order to account for the four distinct paths inside the two plasma walls. This integral extends from the plasma boundary to the cut-off position \( x_c \), where the photon frequency equals the electron plasma frequency \( \omega = \omega_{p}(x_c) \). Let us also introduce a normalized frequency

\[
u = \frac{\omega}{\omega_{p0}}. \tag{3.134}\]

Using equations (3.130, 3.133), we can establish the following discrete map on the phase plane \((\nu, \theta)\):

\[
u_{n+1} = \nu_n F(\theta_n) \tag{3.135}
\]

\[
\theta_{n+1} = \theta_n + G(\nu_{n+1}). \tag{3.136}
\]

The function \( F(\theta_n) \) is solely dependent on the double Doppler shift at the moving wall, and the function \( G(\nu_{n+1}) \) is determined by the plasma density profile

\[
F(\theta) = \frac{1 - \epsilon b \sin \theta}{1 + \epsilon b \sin \theta} \tag{3.137}\]

\[
G(\nu) = 2b \left(1 + \frac{2}{L_0} \int_0^{x_c} \frac{dx}{\sqrt{1 - f(x)/\nu^2}}\right). \tag{3.138}\]
Photon dynamics

Let us take the particularly interesting example of a parabolic density profile

\[ f(x) = \frac{\alpha^2 \pi^2}{L_0^2} x^2 \]  

(3.139)

where the parameter \( \alpha \) defines the plasma density slope.

Then equation (3.138) reduces to

\[ G(u) = 2b \left( 1 + \frac{u}{\alpha} \right). \]  

(3.140)

The map (3.135, 3.136) also takes a simpler form for very small plasma wall oscillations, such that \( \epsilon b \ll 1 \). In this case, we have

\[ F(\theta) = 1 + 2\epsilon b \sin \theta. \]  

(3.141)

We should note that all these maps are not area preserving. This can easily be seen by considering the Jacobian of the transformation \((u_n, \theta_n) \rightarrow (u_{n+1}, \theta_{n+1})\):

\[ |J| = \left| \begin{array}{cc} \frac{\partial u_{n+1}}{\partial u_n} & \frac{\partial u_{n+1}}{\partial \theta_n} \\ \frac{\partial \theta_{n+1}}{\partial u_n} & \frac{\partial \theta_{n+1}}{\partial \theta_n} \end{array} \right| = |F(\theta)| \neq 1. \]  

(3.142)

This is precisely the factor by which the photon frequency is double Doppler shifted by the moving plasma wall. However, because \( F(\theta) \) is a periodic function of \( \theta \), we see that sets consisting of thin layers in phase space, of infinitesimal width \( \delta u \) and extending in phase from \( \theta = 0 \) to \( \theta = 2\pi \), are area preserving.

It is also quite useful to determine the fixed points of the map, and their stability. This will give us important information concerning the qualitative aspects of photon motion. The first-order fixed points are determined by

\[ u_{n+1} = u_n F(\theta_n) = u_n \]  

(3.143)

\[ \theta_{n+1} = \theta_n + G(u_{n+1}) = \theta_n + 2m\pi \]  

(3.144)

for \( m \) integer. This is equivalent to

\[ F(\theta) = 1, \quad G(u) = 2m\pi. \]  

(3.145)

For the parabolic density profile (3.139), this leads to

\[ \theta_m = 0, \quad u_m = \alpha \left( \frac{m\pi}{b} - 1 \right). \]  

(3.146)

The stability of these fixed points can be determined by locally linearizing the map around each of them. Let us first linearize on the variable \( u \), by defining

\[ u = u_m + \bar{u}. \]  

(3.147)
Replacing it in equations (3.135, 3.136, 3.141), we obtain
\[ \ddot{u}_{n+1} = \ddot{u}_n + 2\epsilon u_m \sin \theta_n \] (3.148)
\[ \theta_{n+1} = \theta_n + \frac{2b}{\alpha} \ddot{u}_{n+1} + 2m\pi. \] (3.149)

Introducing a new variable \( I \) and a new parameter \( K \), such that
\[ I = \frac{2b}{\alpha} \ddot{u}, \quad K = \frac{4b^2}{\alpha} \epsilon u_m, \] (3.150)
this reduces to the well-known standard map, first studied by Chirikov [17, 59]:
\[ I_{n+1} = I_n + K \sin \theta_n \] (3.151)
\[ \theta_{n+1} = \theta_n + I_{n+1}. \] (3.152)

This shows that the photon dynamics around a given fixed point \((\theta_m, u_m)\) is approximately described by the standard map. It is well known that such a map suffers a topological transition into large-scale stochasticity if \( K > 1 \). This means that, near the fixed points, the photon motion will become stochastic in a significant fraction of the available phase space, if
\[ u_m > \frac{\alpha}{4b^2 \epsilon}. \] (3.153)

We now examine the stability of the fixed points (3.145) of the Fermi mapping for the parabolic density profile. Following the usual procedure [59], we linearize the map on both variables, and obtain
\[ \bar{x}_{n+1} = A \cdot \bar{x}_n \] (3.154)
where \( \bar{x} = (\ddot{u}, \dot{\theta}) = (u - u_m, \theta - \theta_m) \), and the matrix transformation \( A \) is the linearized Jacobian matrix
\[ A = \begin{bmatrix} 1 & -2\epsilon bu_m \\ \frac{2b}{\alpha} & 1 - 4\epsilon^2 u_m \end{bmatrix}. \] (3.155)

It can easily be seen that this linear map is area preserving:
\[ |A| = 1. \] (3.156)

Stability of the fixed points (3.145) requires that \( |\text{Tr}A| < 2 \), or, more explicitly, that
\[ u_m < \frac{\alpha}{\epsilon b^2}. \] (3.157)

We can then say that, for high enough integers \( m \) such that this inequality is not verified, the first-order fixed points are all unstable. This means that, for such values of the photon normalized frequency \( u \), the photon motion is essentially
Figure 3.9. Phase space of the Fermi photon map. Regular and stochastic trajectories are shown.

stochastic. However, for much lower frequencies, significant stochastic motion had already taken place, according to the much less stringent threshold criterion (3.153). This is well illustrated by numerical calculations.

From here we conclude that a broad spectrum of radiation (which can be called white light) can be generated from nearly monochromatic light trapped
inside an oscillating plasma cavity.

It is interesting to compare this qualitative aspect of the photon Fermi map with the usual Fermi mappings for charged particles [59] where, in contrast with the threshold criterion given by equation (3.157), an upper limit exists for particle energies, above which they cannot be accelerated. In some sense the photon Fermi map is similar to the inverted Fermi map for charged particles, where the energy axis is turned upside down.

This model of Fermi acceleration of photons could, in principle, be experimentally tested using an oscillating optical cavity, if the cavity parameters were conveniently chosen and if the photons could bounce back and forth several times inside the cavity, before escaping out, or before being absorbed by the walls.

It can also be useful in the context of astrophysics. For instance, the spectrum emitted by some very high-redshift radio galaxies reveals a strong asymmetry in the Lyman \( \alpha \) line profile, indicating a clear blueshift [115]. This can be interpreted as a result of Fermi acceleration of the Lyman \( \alpha \) photons by a moving shock [11].

Finally, we should notice that the concept of photon acceleration in a plasma can be extended to the acceleration of plasmons, or quanta of electron plasma waves, when they are trapped inside an unstable cavity. In this case [24], the plasmon Fermi acceleration will mainly lead to a change in the plasmon wavenumber because the plasmon frequency is always nearly equal to the electron plasma frequency.

### 3.6 Magnetoplasmas and other optical media

In this chapter we have only focused on processes occurring in isotropic plasmas because most of the published work on photon acceleration concerns this medium. However, our theoretical approach remains valid for other optical media.

Let us then conclude the chapter with some brief comments on the photon processes associated with moving perturbations of the refractive index in magnetized plasmas and in non-ionized optical media, such as a neutral gas, a glass or an optical fibre.

The photon dispersion relation in a magnetized plasma depends, not only on the electron plasma frequency \( \omega_p \), but also on the value and direction of the static magnetic field \( \mathbf{B}_0 \). We can represent it generally as

\[
R(\omega, \mathbf{k}; \omega_p(\mathbf{r}, t), \omega_c(\mathbf{r}, t)) = 0
\]  

(3.158)

where \( \omega_c = e|\mathbf{B}_0|/m \) is the electron cyclotron frequency.

This means that we can expect to obtain photon acceleration, not only by using moving electron density perturbations, such as ionization fronts and wakefields, but also if we excite similar forms of moving magnetic field perturbations. They can be produced by non-stationary currents applied to external coils, or by propagating low-frequency electromagnetic waves, such as Alfven waves.
The explicit expression of this dispersion relation is quite complicated, even in the limit of high-frequency waves for which the ion dispersion effects can be neglected, but we can still consider some simple examples.

First, if we assume photon propagation in a direction perpendicular to the static magnetic field $\vec{B}_0$, there are two distinct polarization states. One corresponds to the ordinary mode, with photons linearly polarized along $\vec{B}_0$, for which the dispersion relation is identical to that considered before for a non-magnetized plasma. The other corresponds to the extraordinary mode, with photons elliptically polarized in the plane perpendicular to $\vec{B}_0$. The dispersion relation for this new mode is

$$\omega^2 = k^2 c^2 + \frac{\omega_p^2}{\omega^2} \frac{\omega^2 - \omega_\text{uh}^2}{\omega^2 - \omega_\text{uh}^2}$$

where $\omega_\text{uh} = \sqrt{\omega_p^2 + \omega_e^2}$ is called the upper-hybrid frequency (the lower-hybrid one would only appear for low-frequency waves where the influence of the ion motion has to be retained).

We see that, for a photon frequency close to this resonance frequency, a small time change in the static magnetic field, or equivalently in the electron cyclotron frequency $\omega_c$, will significantly alter the value of the refractive index and will lead to a frequency shift. In order to calculate this effect with the aid of the canonical equations for the photons we have to make use of the Hamiltonian function, valid for the extraordinary mode.

From the above dispersion relation, we can easily get

$$\omega(\vec{r}, \vec{k}, t) = \left[ \frac{1}{2} (k^2 c^2 + \omega_p^2 + \omega_\text{uh}^2) \right]^{1/2}$$

where both the electron plasma frequency and the upper-hybrid frequency are functions of $\vec{r}$ and $t$.

Similarly, for propagation parallel to the static magnetic field, we have two photon polarization states, with the corresponding dispersion relation

$$\omega^2 = k^2 c^2 + \frac{\omega_p^2}{\omega^2} \frac{\omega}{\omega \pm \omega_c}.$$  

The plus sign corresponds to the $L$-mode, which is left circularly polarized, and the minus sign corresponds to the $R$-mode, which is right circularly polarized. Because, by definition, we have $\omega_c > 0$, we can see that the $L$-mode has no resonances, while the $R$-mode is resonant for $\omega = \omega_c$. This is the so-called cyclotron resonance. This means that a small space–time change in the cyclotron frequency will lead to a significant change in the refractive index for the $R$-mode.

However, in dealing with photon motion very close to resonances, we have to take into account the wave absorption mechanisms, which will eventually reduce
the efficiency of the expected frequency shift or photon acceleration processes. These absorption mechanisms are well known in plasma physics and will not be discussed here.

Let us now turn to non-ionized optical media. The typical form for the linear dispersion relation in these media is

$$\omega^2 = k^2 c^2 + \frac{\omega^2 \omega_f^2}{\omega^2 - \omega_0^2}$$

(3.162)

where $\omega_0$ is the frequency of the nearest resonant transition between two quantum levels and $\omega_f$ plays the role of the plasma frequency. It depends on the density of atoms or molecules in the medium and on the value of the transition probabilities between these two quantum levels.

For $\omega \gg \omega_0$ this dispersion relation reduces to that of the non-magnetized plasma. However, for visible light propagating in the usual optical media, we have $\omega \ll \omega_0$, which explains why the refractive index is usually greater than one (in contrast with the plasma case where it is less than one).

Two ways can be foreseen to produce a space–time change in the refractive index and a subsequent photon acceleration in such media. The first one is to change the transition frequency $\omega_0$. This can, for instance, be done with the aid of an externally applied electric field. The resulting Stark effect will lead to a detuning (quite often a splitting) of the atomic transition energy levels. We can then imagine a physical configuration where the optical medium is located inside an elongated capacitor.

By applying a sudden voltage signal at one extremity of this capacitor, the voltage signal will propagate along the capacitor arms and produce a moving transition between two different values of the refractive index of the optical medium [28]. The closer we are to the resonance condition, the stronger will be the change in the refractive index.

A more drastic change in the refractive index can be obtained by using electromagnetic induced transparency (EIT) [38]. This corresponds to exactly equating to zero the value of $\omega_f$, by inhibiting transitions between the two quantum states with the help of an auxiliary light source. The photons of this auxiliary source couple one of these two energy states with a third one. In this way, the refractive index of a nearly resonant medium (which is opaque, because it completely absorbs the resonant photons) can be reduced exactly to the vacuum value, corresponding to a complete transparency.

It should be noticed that, in recent experiments with EIT produced by auxiliary short laser pulses, a large spectral broadening is observed [39], which can be interpreted as the result of photon acceleration.

These ways of changing the refractive index of a medium are essentially linear, but we can also imagine similar effects resulting from nonlinear mechanisms. For instance, it is known that a strong laser beam can produce a change in the
refractive index, according to

\[ n = n_0 + n_2 I(\mathbf{r}, t) \]  \hspace{1cm} (3.163)

where \( n_0 \) is the linear refractive index, \( n_2 \) is the nonlinear refractive index (proportional to the nonlinear susceptibility of the medium) and \( I(\mathbf{r}, t) \) is the intensity profile of the strong laser beam.

If photons having a different frequency and belonging to a probe beam co-propagate with the first one and cross the strong-beam boundary (because their group velocities are different), they will suffer a frequency shift described by the above canonical equations and similar to the one observed for the ionization front. The difference here is that the frequency shift will be negative for a photon crossing the front of the strong beam, and positive for a photon crossing the rear of the beam, because \( n_2 \) is positive, in contrast with the ionization front case which led to a decrease in the refractive index.

This effect is well understood in the frame of our single photon dynamical approach, but it is currently known as \textit{induced phase modulation}. It is quite clear that the field phase is not an essential aspect of the problem, because the phase is completely absent from our photon canonical equations, and we still get a frequency shift.

The problem of the influence of the field phase in the so-called phase modulation effects is very interesting and will be discussed in detail later. Here we only would like to stress that the photon dynamical theory discussed in this chapter can equally well treat the cases of co-propagating and counter-propagating photons, in contrast with the usual theory of induced phase modulation which is only used for the co-propagation case [3].
Chapter 4

Photon kinetic theory

Until now, we have considered single particle trajectories, which (as we have shown) can account for several new and interesting features of electromagnetic wavepackets travelling in a non-stationary medium. However, this approach is not capable of describing the change in the internal structure of the wavepackets themselves, because such a structure is simply forgotten.

The easiest way to obtain a more detailed description of the wavepackets is to describe them, not as a single photon, but as an ensemble of photons with a given spectral and space–time distribution. The electromagnetic wave spectrum will then be seen as a gas of photons evolving in an optical medium. The kinetic equation describing the space–time evolution of such a gas is derived here.

First, we will use simple and intuitive arguments which are similar to those leading to the Klimontovich equation for charged particles in a gas. A second and more elaborated method will also be described, where the analogue of the Wigner function for the electromagnetic field is introduced.

These kinetic equations sometimes contain too much information for several problems, for which a simpler description of the photon distributions is required. For that reason it is also interesting to derive photon conservation equations which allow us to describe the electromagnetic field as a fluid of identical particles, and to consider only averaged photon properties.

This chapter will be completed by a detailed discussion of the phase-space representation of a short electromagnetic pulse. Examples of time evolution of short pulses with chirp and frequency shift are given. In particular, we present a model for the self-induced blueshift, which is produced when a strong laser pulse propagates along a neutral gas and produces an ionization front.

We conclude the chapter by considering the well-known effect of self-phase modulation and by showing that it can be described as a particular example of photon acceleration.
4.1 Klimontovich equation for photons

Let us first consider a single photon trajectory, as defined by the ray equations in their canonical form. The dynamical state of the photon (position and local frequency) can be determined by its location in the six-dimensional phase space \((\vec{r}, \vec{k})\).

We can also associate with this single photon a microscopic density distribution defined by the product of two Dirac \(\delta\) functions

\[ N_1(\vec{r}, \vec{k}, t) = \delta[\vec{r} - \vec{r}(t)]\delta[\vec{k} - \vec{k}(t)] \quad (4.1) \]

where \(\vec{r}(t)\) and \(\vec{k}(t)\) represent the actual photon trajectory, as determined by the solutions of the ray equations.

Of course, in order to accurately describe the evolution of a given electromagnetic pulse propagating in a medium, it is more convenient to consider, instead of a single photon trajectory (which gives no information on the detailed structure of the pulse), a large number of nearby photon trajectories. Let us then assume \(n\) different photon trajectories, and the associated density distribution

\[ N(\vec{r}, \vec{k}, t) = \sum_{j=1}^{n} \delta[\vec{r} - \vec{r}_j(t)]\delta[\vec{k} - \vec{k}_j(t)]. \quad (4.2) \]

Integration in phase space clearly gives the total number of photons (or ray trajectories)

\[ n = \int d\vec{r} \int d\vec{k} N(\vec{r}, \vec{k}, t). \quad (4.3) \]

If we want to establish an equation for the time evolution of the photon density distribution, we can take the partial time derivative of equation (4.2). We have

\[ \frac{\partial}{\partial t} N(\vec{r}, \vec{k}, t) = \sum_{j=1}^{n} \left( \frac{d}{dt} \frac{\partial}{\partial \vec{r}} + \frac{d}{dt} \frac{\partial}{\partial \vec{k}} \right) \delta[\vec{r} - \vec{r}_j(t)]\delta[\vec{k} - \vec{k}_j(t)]. \quad (4.4) \]

Now, we can use the obvious relation \(\partial/\partial x f(x - y) = -\partial/\partial y f(x - y)\), and transform this expression into

\[ \frac{\partial}{\partial t} N(\vec{r}, \vec{k}, t) = \sum_{j=1}^{n} \left( \frac{d}{dt} \frac{\partial}{\partial \vec{r}} + \frac{d}{dt} \frac{\partial}{\partial \vec{k}} \right) \delta[\vec{r} - \vec{r}_j(t)]\delta[\vec{k} - \vec{k}_j(t)]. \quad (4.5) \]

Another simplification can be introduced by using the following property of the Dirac \(\delta\) function: \(x\delta(x - y) = y\delta(x - y)\). This allows us to replace the remaining \(\vec{r}_j\) and \(\vec{k}_j\) by \(\vec{r}\) and \(\vec{k}\) inside the differential operator acting on the \(\delta\) functions.

The result is

\[ \frac{d}{dt} N(\vec{r}, \vec{k}, t) = 0 \quad (4.6) \]
Equation (4.6) can be called a kinetic equation for photons in its Klimontovich form [49]. It simply states that the photon number density is conserved. The problem with this simple result is that it was obtained by assuming that the photons are point particles, which is obviously not the case, and its validity has to be confirmed a posteriori by using Maxwell’s equations. We will see below that this equation is only approximately valid, as should be expected, and that its range of validity is nearly (but not exactly) coincident with the range of validity of geometric optics.

From the canonical ray equations, we see that this kinetic equation can also be written as

$$\frac{\partial N_k}{\partial t} + [N_k, \omega] = 0$$

(4.8)

where $N_k \equiv N_k(\vec{r}, t) \equiv \langle N(\vec{r}, \vec{k}, t) \rangle$, and the Poisson bracket is

$$[N_k, \omega] = \frac{\partial N_k}{\partial \vec{r}} \cdot \frac{\partial \omega}{\partial \vec{k}} - \frac{\partial N_k}{\partial \vec{k}} \cdot \frac{\partial \omega}{\partial \vec{r}}.$$  

(4.9)

At this point we could follow the usual statistical procedure and introduce some coarse-graining in the photon phase space, which would replace the quite spiky quantity $N_k(\vec{r}, t)$ by a smooth and well-behaved function like its ensemble average $\langle N_k(\vec{r}, t) \rangle$. This would lead us too far from our present purpose. It is more interesting here to establish a link between this quantity and the electromagnetic energy density.

By definition, we can write the total energy as

$$W(t) = \int w(\vec{r}, t) \, d\vec{r}$$

(4.10)

where the energy density is

$$w(\vec{r}, t) = 2 \int \hbar \omega_k N_k(\vec{r}, t) \frac{d\vec{k}}{(2\pi)^3}. \quad (4.11)$$

This equation states that the energy of each photon is equal to $\hbar \omega_k$, as we know from quantum theory. The factor of 2 is introduced because of the existence of two possible states of polarization. On the other hand, we can exactly establish, from the classical theory of radiation [57], that

$$w(\vec{r}, t) = \frac{\epsilon_0}{4} \int \left( \frac{\partial \omega R_k}{\partial \omega_k} \right) |E_k|^2 \frac{d\vec{k}}{(2\pi)^3}.$$  

(4.12)

where $|E_k|^2$ is the module square of the electric field amplitude of the Fourier component $\vec{k}$, and $R \equiv R(\omega, \vec{k}) = 0$ is the dispersion relation of the medium:

$$R(\omega, \vec{k}) = \epsilon(\omega, \vec{k}) - \frac{k^2 c^2}{\omega^2} + |\vec{k} \cdot \hat{e}|^2 c^2 \frac{\epsilon}{\omega^2} = 0.$$  

(4.13)
Here \( \hat{\epsilon} \) is the unit polarization vector. By comparing these two expressions for the electromagnetic energy density, we obtain

\[
N_k(\vec{r}, t) = \frac{\varepsilon_0}{8\hbar} \left( \frac{\partial R}{\partial \omega} \right)_k |E_k|^2.
\] (4.14)

Obviously, this definition of the photon number density can only make sense if we assume that the electric field amplitude of each Fourier component is a slowly varying function of space and time. A more refined way of establishing the definition of \( N_k(\vec{r}, t) \) is based on the concept of the Wigner functions for the electromagnetic field, which will be considered next.

4.2 Wigner–Moyal equation for electromagnetic radiation

4.2.1 Non-dispersive medium

We will consider first a non-dispersive medium, in order to clearly state our procedure. We will also assume that the medium is isotropic and with no losses. In the absence of charge and current distributions, we have, from Maxwell’s equations,

\[
\nabla^2 \vec{E} - \nabla(\nabla \cdot \vec{E}) - \mu_0 \frac{\partial^2}{\partial t^2} \vec{D} = 0
\] (4.15)

where \( \vec{D} = \varepsilon_0 \varepsilon \vec{E} \) is the displacement vector. We also have \( \epsilon = 1 + \chi \), where \( \chi \) is the susceptibility of the medium.

Assuming, for simplicity, that the fields are transverse (\( \nabla \cdot \vec{E} = 0 \)), we can write

\[
\nabla^2 \vec{E} - \frac{1}{c^2} \frac{\partial^2 \vec{E}}{\partial t^2} = \frac{1}{c^2} \frac{\partial^2}{\partial t^2} (\chi \vec{E}).
\] (4.16)

For a wave with a given frequency \( \omega \) and wavenumber \( k \), we can define the Wigner function for the electric field as

\[
F(\vec{r}, t; \omega, \vec{k}) = \int d\vec{s} \int d\tau \vec{E}(\vec{r} + \frac{\vec{s}}{2}, t + \frac{\tau}{2}) \cdot \vec{E}^*(\vec{r} - \frac{\vec{s}}{2}, t - \frac{\tau}{2}) e^{-i\frac{\vec{k} \cdot \vec{s}}{2} + i\omega \tau}.
\] (4.17)

This quantity is formally quite similar to the Wigner function for a quantum system [40]. In contrast with our classical approach, the quantum Wigner function is well understood and of current use in quantum optics [58, 116].

Following a procedure explained in detail in appendix A, we can derive from the above wave equation an equation describing the space–time evolution of the Wigner function. The same procedure was used in reference [111] to study the case of relativistic plasmas.

In our case of a non-dispersive medium, the evolution equation for \( F(\vec{r}, t; \omega, \vec{k}) \) takes the form

\[
\left( \frac{\partial}{\partial t} + \frac{c^2 \vec{k}}{\omega} \cdot \nabla \right) F + \left( \frac{\partial \epsilon}{\partial t} \right) F = -\omega(\epsilon \sin \Lambda F)
\] (4.18)
where $\Lambda$ is a differential operator, which acts both backwards on $\epsilon$ and forwards on $F$. It can be defined by

$$\Lambda = \frac{1}{2} \left[ \frac{\partial}{\partial \vec{r}} \cdot \frac{\partial}{\partial k} - \frac{\partial}{\partial t} \frac{\partial}{\partial \omega} \right] \rightarrow.$$  \hfill (4.19)

The right and left arrows are here to remind us that, in each of the two terms, the first differential operator acts backwards on $\epsilon$ and the second one acts forwards on $F$. The sine differential operator in equation (4.18) is, in fact, an infinite series of differential operators, according to

$$\sin \Lambda = \sum_{l=0}^{\infty} \frac{(-1)^l}{(2l + 1)!} \Lambda^{2l+1}.$$  \hfill (4.20)

At the cost of such an unusual operator, we were able to derive from Maxwell’s equations a closed evolution equation for the Wigner function $F$ of the electric field. This is valid in quite general conditions, apart from our basic assumptions that the medium should be non-dispersive and that the dielectric constant should only evolve on a slow timescale. Its relation to the geometric optics approximation will become apparent below.

Equation (4.18) is formally quite similar to the Wigner–Moyal equation for quantum systems [40, 80], except for the term on the time derivative of the refractive index, which has no equivalent in the quantum mechanical problem. For that reason it can be called the Wigner–Moyal equation for the electromagnetic field. Clearly, it is significantly more complex than the kinetic equation established at the beginning of this chapter.

In order to compare these two approaches, it is useful to introduce a few simplifying assumptions. The first one is associated with the character of the electromagnetic spectrum. We can assume that this spectrum is just a superposition of linear waves. For each spectral component, the value of the frequency $\omega$ has to satisfy the linear dispersion relation of the medium

$$\omega = \omega_k = \frac{kc}{\sqrt{\epsilon}}.$$  \hfill (4.21)

The corresponding group velocity is

$$\vec{v}_k = \frac{\partial \omega_k}{\partial k} = \frac{c}{\sqrt{\epsilon}} \frac{\vec{k}}{k} = \frac{c^2}{\omega_k \epsilon} \vec{k}.$$  \hfill (4.22)

In this case of a linear wave spectrum, the Wigner function $F$ takes the form

$$F \equiv F(\vec{r}, t; \omega, \vec{k}) = F_k(\vec{r}, t) \delta(\omega - \omega_k).$$  \hfill (4.23)

Replacing it in equation (4.26), and noting that the reduced Wigner function $F_k$ is independent of $\omega$ and consequently that

$$\frac{\partial^m F_k}{\partial \omega^m} = F_k \frac{\partial^m}{\partial \omega^m} \delta(\omega - \omega_k) = (-1)^m \delta(\omega - \omega_k) \frac{\partial^m F_k}{\partial \omega^m} = 0,$$  \hfill (4.24)
we can write the Wigner–Moyal equation in a simplified form

\[
\left( \frac{\partial}{\partial t} + \vec{v}_k \cdot \nabla \right) F_k + \frac{\partial \ln \epsilon}{\partial t} F_k = -\frac{\omega_k}{\epsilon} \left[ \epsilon \sin \Lambda_k F_k \right].
\] (4.25)

Here, \( \Lambda_k \) is a reduced differential operator defined by

\[
\Lambda_k = \frac{1}{2} \left\langle \frac{\partial}{\partial \vec{r}} \cdot \frac{\partial}{\partial \vec{k}} \right\rangle.
\] (4.26)

Because, in the Wigner–Moyal equation, the sine operators are too complicated to be calculated in specific problems, it is useful to simply retain the first term in the development (4.20):

\[
\sin \Lambda_k \simeq \Lambda_k.
\] (4.27)

This is valid for a slowly varying medium, where the gradients contained in the operator \( \Lambda_k \) are very small. In such a case, we are close to the conditions where the geometric optics approximation is valid, and the Wigner–Moyal equation reduces to

\[
\left( \frac{\partial}{\partial t} + \vec{v}_k \cdot \nabla \right) F_k + \frac{\partial \ln \epsilon}{\partial t} F_k \simeq -\frac{\omega_k}{2\epsilon} \left( \frac{\partial \epsilon}{\partial \vec{r}} \cdot \frac{\partial F_k}{\partial \vec{k}} \right).
\] (4.28)

On the other hand, if we neglect the logarithmic derivative in this equation, we notice that this equation implies that a triple equality exists, namely

\[
\frac{d\vec{r}}{dt} = \frac{\vec{v}_k}{\omega_k},
\] (4.29)

This is equivalent to stating that

\[
\frac{d\vec{r}}{dt} = \frac{\vec{v}_k}{\omega_k} = \frac{\partial \omega_k}{\partial \vec{k}},
\] (4.30)

\[
\frac{d\vec{k}}{dt} = \frac{\omega_k \partial \epsilon}{2\epsilon} \frac{\partial \epsilon}{\partial \vec{r}} = \frac{k_c \partial \epsilon}{2\epsilon^{3/2}} \frac{\partial \epsilon}{\partial \vec{r}} = -\frac{\partial \omega_k}{\partial \vec{r}}.
\] (4.31)

We recover here the ray equations of the geometric optics approximation, identical to those used before. They are nothing but the characteristic equations of the simplified version of the Wigner–Moyal equation, which can then be written as

\[
\frac{d}{dt} F_k \equiv \left( \frac{\partial}{\partial t} + \vec{v}_k \cdot \nabla + \frac{d\vec{k}}{dt} \cdot \frac{\partial}{\partial \vec{k}} \right) F_k \simeq 0.
\] (4.32)

This equation, which states the conservation of the Wigner function \( F_k \), is valid when the logarithmic time derivative, as well as the higher order derivatives associated with the diffraction terms \( l > 0 \) in the development of the sine
operator \sin \Lambda_k, can be neglected. Furthermore, from equation (4.17) we can define \( F_k(\vec{r}, t) \) as the space Wigner function for the electric field, as shown in appendix A:

\[
F_k(\vec{r}, t) = \int \tilde{E}(\vec{r} + \vec{s}/2, t) \cdot \tilde{E}^*(\vec{r} - \vec{s}/2, t) e^{-i\vec{k} \cdot \vec{s}} \, d\vec{s}.
\]  (4.33)

It is now useful to define the number of photons \( N_k(\vec{r}, t) \) in terms of this reduced Wigner function, as

\[
N_k(\vec{r}, t) = \varepsilon_0 \frac{\hbar}{8} \left( \frac{\partial R}{\partial \omega} \right)_{\omega_k} F_k(\vec{r}, t)
\]  (4.34)

where \( R = 0 \) is the dispersion relation of the medium. For the case considered here of a non-dispersive medium it reduces to

\[
R \equiv R(\omega, \vec{k}) = \varepsilon - c^2 k^2/\omega^2 = 0.
\]  (4.35)

The expression for the number of photons (4.34) is then reduced to

\[
N_k(\vec{r}, t) = \frac{\varepsilon_0}{4\hbar} \varepsilon \omega_k F_k(\vec{r}, t).
\]  (4.36)

We can now return to the somewhat more exact expression for the Wigner–Moyal equation (4.28) and rewrite it as

\[
\frac{d}{dt} F_k = - \left( \frac{\partial \ln \varepsilon}{\partial t} \right) F_k
\]  (4.37)

where the total derivative is determined by equation (4.32).

On the other hand, if we take the total time derivative of the number of photons (4.36), and if we notice that

\[
\frac{d\omega_k}{dt} = \frac{\partial \omega_k}{\partial t} = - \frac{\omega_k}{2} \left( \frac{\partial \ln \varepsilon}{\partial t} \right),
\]  (4.38)

we can then obtain

\[
\frac{d}{dt} N_k = \left[ \left( \frac{1}{2} \frac{\partial}{\partial t} + \vec{v}_k \cdot \nabla \right) \mathrm{ln} \varepsilon \right] N_k.
\]  (4.39)

Neglecting the slow variations of the refractive index appearing on the right-hand side, we can finally state an equation of conservation for the number of photons, in the form

\[
\frac{dN_k}{dt} \equiv \left( \frac{\partial}{\partial t} + \vec{v}_k \cdot \nabla + \frac{d\vec{k}}{dt} \cdot \frac{\partial}{\partial \vec{k}} \right) N_k = 0.
\]  (4.40)
This is identical to the Klimontovich equation derived at the beginning of this chapter. This new derivation, which is much more complicated, has however the advantage of using a more general definition for $N_k$.

On the other hand, we understand from this that the conservation equation for the number of photons is only valid when the higher order terms contained in the sine operator of the Wigner–Moyal equation can be neglected. This means that these terms represent the diffraction corrections to the geometric optics approximation.

Finally, we note that the classical Wigner function for the electromagnetic field introduced in this section is sometimes used to characterize ultra-short laser pulses with a time-dependent spectrum, as measured in optical experiments [45]. In contrast, an evolution equation of this quantity seems to have been ignored. The Wigner–Moyal equation described here can eventually be used to understand the space–time evolution of such short pulses along a given optical circuit.

### 4.2.2 Dispersive medium

The above derivation is conceptually quite interesting because it establishes a clear link between the exact Maxwell’s equations and the heuristically derived Klimontovich equation. However, its range of validity is not very wide because we have neglected dispersion effects.

The generalization to the case of a dispersive medium is considered in this section. For simplicity, we still neglect the losses in the medium, which can easily be included afterwards.

First of all, if the electromagnetic radiation propagates in a dispersive medium, our starting equation (4.16) has to be replaced by

$$\nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \vec{E} = \mu_0 \frac{\partial^2}{\partial t^2} \vec{P}$$  \hspace{1cm} (4.41)

where $\vec{P} = \epsilon_0 \vec{E} - \vec{D}$ is the vector polarization of the medium. In general terms it can be related to the electric field $\vec{E}$ by the integral

$$\vec{P}(\vec{r}, t) = \epsilon_0 \int d\vec{r}' \int dt' \chi(\vec{r}, t, \vec{r}', t') \vec{E}(\vec{r} - \vec{r}', t - t').$$  \hspace{1cm} (4.42)

Again, we can derive from here an evolution equation for the double Wigner function for the electric field. The derivation is detailed in appendix B and, to the lowest order of the space and time variations of the medium, the result is

$$\left( \frac{\partial}{\partial t} + \vec{v}_g \cdot \nabla \right) F = -\frac{2}{2\omega + \partial \eta_0/\partial \omega} (\eta \Lambda F)$$  \hspace{1cm} (4.43)

where $\Lambda$ is the differential operator defined by equation (4.19) and $\vec{v}_g$ is the group velocity defined by

$$\vec{v}_g = \frac{2c^2 \vec{k} - \omega^2 \partial \epsilon / \partial \vec{k}}{2\omega \epsilon + \omega^2 \partial \epsilon / \partial \omega}$$  \hspace{1cm} (4.44)
with $\epsilon = 1 + \chi = 1 + \eta/\omega^2$.

This means that, if we had used the full development of $\eta_0$ around $(\vec{r}, t)$, instead of the first terms, we would have obtained the operator $\sin \Lambda$ instead of just $\Lambda$, characteristic of the Wigner–Moyal equation. This equation therefore generalizes the above derivation of this equation to the case of a dispersive medium. Obviously, for a non-dispersive medium, such that $\partial \eta_0 / \partial \omega = 0$, this would reduce to the result of the previous section.

Let us assume that the electromagnetic wave spectrum is made of a superposition of linear waves, such that we can use equation (4.23), $F = F_0 \delta(\omega - \omega_k)$. Then, equation (4.43) becomes

$$\left( \frac{\partial}{\partial t} + \vec{v}_k \cdot \frac{\partial}{\partial \vec{k}} + \frac{1}{\omega_k} \frac{\partial \omega_k}{\partial \vec{r}} \cdot \frac{\partial}{\partial \vec{k}} \right) F_k = 0 \quad (4.45)$$

where $\vec{v}_k = (\partial \omega / \partial \vec{k})_{\omega_0}$ and $\eta_k = \omega_k^2 \chi(\vec{r}, \vec{k}, t)$.

As an example of a dispersive medium, we can consider an isotropic plasma, where we have $\eta_k = -\omega_k^2$. In this case, the gradient of $\eta_k$ appearing in the last term of this equation reduces to the gradient of the electron plasma density, or equivalently, to the gradient of the square of the plasma frequency.

We have then

$$\left( \frac{\partial}{\partial t} + \vec{v}_k \cdot \frac{\partial}{\partial \vec{k}} - \frac{1}{2\omega_k} \frac{\partial \omega_k^2}{\partial \vec{r}} \cdot \frac{\partial}{\partial \vec{k}} \right) F_k = 0 \quad (4.46)$$

where $\omega_k = \sqrt{k^2 e^2 + \omega_p^2}(\vec{r}, t)$.

This is equivalent to stating that the reduced Wigner function $F_k$ is conserved:

$$\frac{d}{dt} F_k \equiv \left( \frac{\partial}{\partial t} + \vec{v}_k \cdot \frac{\partial}{\partial \vec{k}} + \frac{d\vec{k}}{dt} \cdot \frac{\partial}{\partial \vec{k}} \right) F_k = 0 \quad (4.47)$$

because we know, from the photon ray equations, that

$$\frac{d\vec{k}}{dt} = -\frac{\partial \omega_k}{\partial \vec{r}} = -\frac{1}{2\omega_k} \frac{\partial \omega_p^2}{\partial \vec{r}} \quad (4.48)$$

From these reduced forms of the Wigner–Moyal equation for a dispersive medium, we can then justify the use of the equation of conservation for the number of photons $N_k(\vec{r}, t)$, equation (4.40), which can also be called the kinetic equation for photons propagating in slowly varying dispersive media. The practical interest of this kinetic approach will now be illustrated with a few specific examples.

### 4.3 Photon distributions

In order to illustrate the interest of this kinetic approach, let us give some examples and introduce some definitions. First of all, it should be noticed that we have
introduced in equation (4.34) a more general definition for the number of photons than those usually found in the literature. As it states, it can be applied to arbitrary forms of wavefields (plane, spherical or cylindrical waves).

In particular, if we take the simple case of plane waves, such that \( \vec{E}(\vec{r}, t) = \vec{E}_0 \exp(\vec{k}_0 \cdot \vec{r} - i\omega_0 t) \), our definition reduces to

\[
N_k(\vec{r}, t) = \epsilon_0 \frac{\partial R}{\partial \omega} |E_0|^2 \delta(\vec{k} - \vec{k}_0).
\]

(4.49)

This is just the definition commonly found in the literature [93, 114] which is not very useful to describe, for instance, short laser pulses.

4.3.1 Uniform and non-dispersive medium

Let us now consider some examples of solutions of the photon kinetic equation. For simplicity, we will discuss one-dimensional propagation. The pertinent kinetic equation will be

\[
\left( \frac{\partial}{\partial t} + v_k \frac{\partial}{\partial x} + f_k \frac{\partial}{\partial k} \right) N_k(x, t) = 0.
\]

(4.50)

The simplest possible case corresponds to a photon beam propagation in a uniform and non-dispersive medium. The third term in this equation will then be equal to zero, due to uniformity:

\[
f_k \equiv \frac{dk}{dt} = -\frac{\partial \omega}{\partial x} = \frac{kc}{n} \frac{\partial n}{\partial x} = 0
\]

(4.51)

where the refractive index \( n \) is time independent.

Furthermore, in a non-dispersive medium, we also have \( v_k = v_0 = c/n = \text{const} \). This means that the one-dimensional kinetic equation (4.50) is reduced to

\[
\left( \frac{\partial}{\partial t} + v_0 \frac{\partial}{\partial x} \right) N_k(x, t) = 0.
\]

(4.52)

A possible solution of this equation is a Gaussian pulse, with a duration \( \tau \), which propagates along the medium without changing its shape. This can be represented by

\[
N_k(x, t) = N(k) \exp\left[-(x - v_0 t)^2/\sigma_x^2\right]
\]

(4.53)

where \( \sigma_x = v_0 \tau \) is the spatial pulse width, and \( N(k) \) describes the spectral content.

Taking its space and time derivatives, we can easily see that this solution satisfies equation (4.52) for an arbitrary function \( N(k) \). A useful choice is that of a spectral Gaussian distribution, centred around some wavenumber value \( k_0 \), with a spectral width \( \sigma_k \)

\[
N(k) = N_0 \exp\left[-(k - k_0)^2/\sigma_k^2\right].
\]

(4.54)
Compatibility between the spectral and the spatial distributions implies that we always have \( \sigma_k \geq 1/\sigma_x \). The equality \( \sigma_k \sigma_x = 1 \) corresponds to the case of a transform limited pulse, which minimizes the position–momentum uncertainty relations.

### 4.3.2 Uniform and dispersive medium

As a first step in complexity, we consider a uniform but dispersive medium, where the refractive index is frequency dependent. The third term in the photon kinetic equation (4.50) will still be equal to zero, but the group velocity \( v_k \) will not be a constant. In order to calculate its value, let us linearize the refractive index around the central pulse frequency

\[
n(\omega) \simeq n_0 + (\omega - \omega_0) \left( \frac{dn}{d\omega} \right)_{\omega_0}
\]

(4.55)

where \( \omega_0 = \omega(k_0) \) and \( n_0 = n(\omega_0) \). The dispersion relation can then be written as

\[
k_0 c = n_0 \omega + (\omega - \omega_0) \omega n_0' \quad \text{(4.56)}
\]

with \( n_0' = (dn/d\omega)_{\omega_0} \). This can be solved for \( \omega \) to give

\[
\omega = \frac{1}{2} \left( \omega_0 - n_0/n_0' \right) + \frac{1}{2} \sqrt{(\omega_0 - n_0/n_0')^2 + 4kc/n_0'}. \quad \text{(4.57)}
\]

The group velocity becomes

\[
v_k = \frac{\partial \omega}{\partial k} = \frac{c}{\sqrt{b^2 + 4kn_0'}} \quad \text{(4.58)}
\]

with \( b = (\omega_0 n_0' - n_0) \).

We see that, for \( n_0' > 0 \), the higher frequencies inside the pulse (with higher values of \( k \)) will travel with lower velocities and will be retarded along propagation \( v_k < v_0 \), for \( k > k_0 \). In such a medium, the pertinent equation to be solved is

\[
\left( \frac{\partial}{\partial t} + v_k \frac{\partial}{\partial x} \right) N_k(x, t) = 0. \quad \text{(4.59)}
\]

Instead of the Gaussian distribution (4.53), we can try here a solution of the form

\[
N_k(x, t) = N(k) \exp \left[ -(x - v_k t)^2/\sigma_x^2 \right] \quad \text{(4.60)}
\]

wher \( v_k \) is determined by equation (4.58) and is independent of \( x \) and \( t \).

This is clearly a solution of equation (4.59). Let us see the meaning of this new solution and compare it with (4.53), by linearizing \( v_k \) around \( k_0 \), \( v_k \simeq v_0 + (k - k_0)v_0' \), with

\[
v_0' = \left( \frac{\partial v_k}{\partial k} \right)_{k_0} = -\frac{2c^2n_0'}{(b^2 + 4k_0cn_0')^{3/2}}. \quad \text{(4.61)}
\]
Replacing this development of $v_k$ in equation (4.60), and using $N(k)$ as given by equation (4.54), we obtain a photon distribution formally analogous to (4.53), but with $N(k)$ replaced by a space- and time-dependent function:

$$N_k(x, t) = N(k, x, t) \exp \left[ -\frac{(x - v_0 t)^2}{\sigma_x^2} \right]$$  \hspace{1cm} (4.62)

with

$$N(k, x, t) = N_0 \exp \left[ -\frac{(k - k_0)^2}{\sigma_k(t)^2} \right] \times \exp \left[ 2t(k - k_0)v'_0(x - v_0 t)/\sigma_x^2 \right].$$  \hspace{1cm} (4.63)

Here, we have used

$$\frac{1}{\sigma_k(t)^2} = \frac{1}{\sigma_k^2} + \frac{v'_0 t^2}{\sigma_x^2}.$$  \hspace{1cm} (4.64)

### 4.3.3 Pulse chirp

The above result shows that, when an initially Gaussian beam propagates in a uniform but dispersive medium, it maintains its spatial Gaussian shape but its spectral distribution is distorted in time. At this point, the concept of pulse chirp has to be introduced, because it is associated with such a pulse distortion.

In the frame of our kinetic description of a photon beam, the chirp is determined by the space–time distribution of the averaged wavenumber:

$$\langle k \rangle = \frac{1}{n_\gamma(x, t)} \int k N_k(x, t) \frac{dk}{2\pi}$$  \hspace{1cm} (4.65)

where the normalization factor

$$n_\gamma = \int N_k(x, t) \frac{dk}{2\pi}$$  \hspace{1cm} (4.66)

is the photon mean density.

The concept of pulse chirp is very important for the optics of short laser pulses. We can say that a given pulse (or photon beam) is chirped if its averaged wavenumber is not constant across the pulse. As an example, let us consider the distribution (4.62–4.64). Replacing it in equation (4.65), we obtain

$$\langle k \rangle = \frac{\int_{-\infty}^{\infty} k \, dk \exp(-ak^2 + 2bk)}{\int_{-\infty}^{\infty} \, dk \exp(-ak^2 + 2bk)}$$  \hspace{1cm} (4.67)

where we have used

$$a = \frac{1}{\sigma_k(t)^2}, \quad b = \frac{k_0}{\sigma_k(t)^2} + \frac{v'_0}{\sigma_x^2}(x - v_0 t)t.$$  \hspace{1cm} (4.68)
Using the following solutions for these two integrals [35]:

\[
\int_{-\infty}^{\infty} \exp(-ak^2 + 2bk) \, dk = \sqrt{\frac{\pi}{a}} \exp\left(\frac{b^2}{a}\right), \quad (4.69)
\]

and

\[
\int_{-\infty}^{\infty} k \exp(-ak^2 + 2bk) \, dk = \frac{b}{a} \sqrt{\frac{\pi}{a}} \exp\left(\frac{b^2}{a}\right), \quad (4.70)
\]

we obtain

\[
\langle k \rangle = \frac{b}{a} = k_0 + v_0 \frac{\sigma_k(t)^2}{\sigma_k^2} (x - v_0 t) t. \quad (4.71)
\]

This shows that the mean value of the wavenumber inside the photon beam is time dependent, which means that propagation of a Gaussian pulse in a dispersive medium leads to pulse chirping, simply because some of the photons will travel with larger velocities than the others. In a similar way, we can calculate the spectral width of the chirp, by defining a new mean value

\[
\langle k^2 \rangle = \frac{1}{n_f(x, t)} \int k^2 n_k(x, t) \, dk / 2\pi. \quad (4.72)
\]

In our case, it can be written as

\[
\langle k^2 \rangle = \int_{-\infty}^{\infty} k^2 \frac{dk}{\int_{-\infty}^{\infty} d\tilde{k} \exp(-a\tilde{k}^2 + 2b\tilde{k})}. \quad (4.73)
\]

Using the following solution for the integral in the numerator [35]:

\[
\int_{-\infty}^{\infty} k^2 \exp(-ak^2 + 2bk) \, dk = \frac{1}{2a} \sqrt{\frac{\pi}{a}} \left(1 + \frac{2b^2}{a}\right) \exp\left(\frac{b^2}{a}\right), \quad (4.74)
\]

we obtain

\[
\langle k^2 \rangle = \frac{1}{2a} \left(1 + \frac{2b^2}{a}\right) = \frac{\sigma_k(t)^2}{2} + \langle k \rangle^2. \quad (4.75)
\]

This is equivalent to writing

\[
\langle (\Delta k)^2 \rangle \equiv \langle (k - \langle k \rangle)^2 \rangle = \frac{\sigma_k(t)^2}{2}. \quad (4.76)
\]

According to the definition of \(\sigma_k(t)\), as given by equation (4.64), this means that the square mean deviation decreases with time, while the pulse chirp associated with the mean value \(\langle k \rangle\) increases in time. Starting from a Gaussian spectral distribution, at \(t = 0\), such that \(\langle k \rangle\) is constant across the pulse spatial width, we obtain a thin and elongated spectral distribution as time evolves (or as the pulse propagates).
A more general class of solutions for the photon kinetic equation for uniform dispersive media can be stated as

\[ N_k(x, t) = N(k, x, t) \exp \left[ -\frac{(x - v_k t)^2}{\sigma_x^2} \right] \]  

(4.77)

with

\[ N(k, x, t) = N_0 \exp \left[ -\frac{(k - \xi(x, t))^2}{\sigma_k^2} \right] \]  

(4.78)

Using this in equation (4.59) we can easily realize that this is a solution of the photon kinetic equation, for a uniform but dispersive medium, for every function.
satisfying the equation
\[ \left( \frac{\partial}{\partial t} + v_k \frac{\partial}{\partial x} \right) g = 0. \tag{4.79} \]

As an example of a solution, we can consider the family of functions
\[ g(x, t) = k_0 + g_0(x - v_k t)^n \tag{4.80} \]
where \( k_0 \) and \( g_0 \) are constants and \( n \) is an integer.

### 4.3.4 Non-stationary medium

Let us now assume a non-dispersive but non-stationary and non-uniform medium, such that the refractive index is determined by
\[ n \equiv n(x, t) = n_0 \left[ 1 + \delta f(x, t) \right] \tag{4.81} \]
where \( f(x, t) \) describes a small space–time perturbation and \( \delta \ll 1 \) is the scale of the perturbation.

The dispersion relation can then be written as
\[ \omega = \frac{k c}{n_0[1 + \delta f(x, t)]} \approx \frac{k c}{n_0[1 - \delta f(x, t)]} \tag{4.82} \]
and the photon, or group velocity, as
\[ v_k \equiv v_g(x, t) \approx v_0[1 - \delta f(x, t)] \tag{4.83} \]
where we have used \( v_0 = c/n_0 \).

The photon kinetic equation becomes
\[ \left( \frac{\partial}{\partial t} + v_g(x, t) \frac{\partial}{\partial x} \right) g = 0 \tag{4.84} \]
where we have used \( v_0 = c/n_0 \). Let us try a solution of the form (4.77, 4.78), but with \( v_k \) replaced by the constant \( v_0 \). Using this in equation (4.84) we notice that the function \( g(x, t) \) has to satisfy the following equation:
\[ \left( \frac{\partial}{\partial t} + v_g(x, t) \frac{\partial}{\partial x} \right) g = \delta v_0 k \frac{\partial f}{\partial x} + \delta f v_0^2 \frac{\sigma_x^2}{\sigma_k^2} \frac{(x - v_0 t)}{(k - g)}. \tag{4.85} \]

For a given perturbation of the refractive index of the medium \( f(x, t) \), this equation allows us to obtain the solution \( g(x, t) \). However, such solutions, even if they exist, are in general very difficult to find.

In order to obtain an approximate solution for \( g(x, t) \), we can assume that we are interested in the main region of the pulse, such that \( x \approx v_0 t \), and the last
term in this equation can be neglected. If we also take \( v_g \simeq v_0 \), the equation for \( g(x, t) \) is reduced to
\[
\left( \frac{\partial}{\partial t} + v_0 \frac{\partial}{\partial x} \right) g \simeq \delta v_0 k \frac{\partial f}{\partial x}.
\] (4.86)

An important example is that of a wakefield perturbation of the refractive index, such that \( f(x, t) = \cos k_p (x - ut) \). In this case, the approximate solution for \( g(x, t) \) is
\[
g(x, t) = k_0 + g_0 \cos k_p (x - ut)
\] (4.87)
with
\[
g_0 = -\delta \frac{k v_0}{u - v_0}.
\] (4.88)

This shows that the spectral shifts are more important when the phase velocity of the perturbation is nearly equal to the group velocity of the photons, \( u \sim v_0 \), as already found in the analysis of single photon trajectories. But, of course, these analytical results are quite rough and, for this and other situations, numerical solutions of the photon kinetic equation are required.

### 4.3.5 Self-blueshift

An interesting result [91] was obtained from the numerical integration of the photon kinetic equation, for the self-blueshift of a laser pulse penetrating in a neutral gas. This blueshift is due to the sudden ionization of the gas and subsequent creation of an ionization front.

Self-blueshift is a particular aspect of photon acceleration where the space–time changes in the refractive index are due to the incident laser pulse itself. Experimentally, this has been well known since the early sixties [120, 122], and it was studied theoretically by several authors [41, 48].

Let us describe the ionization model. For very intense incident laser fields, the photoionization processes are described by the tunnelling ionization theory. If the initial density of the neutral atoms of the gas is \( n_0(\vec{r}, t) \), this number will decrease due to field ionization as
\[
\frac{dn_0(\vec{r}, t)}{dt} = -w_1(\vec{r}, t)n_0(\vec{r}, t)
\] (4.89)
where \( w_1 \) is the ionization rate for the atom.

The number of singly ionized atoms \( n_1(\vec{r}, t) \) will then be determined by the balance equation
\[
\frac{dn_1(\vec{r}, t)}{dt} = w_1(\vec{r}, t)n_0(\vec{r}, t) - w_2(\vec{r}, t)n_1(\vec{r}, t)
\] (4.90)
where \( w_2 \) is the probability of double ionization occurring.
In more general terms, the number density of \( j \)-charged ions is determined by
\[
\frac{dn_j(\vec{r}, t)}{dt} = w_j(\vec{r}, t)n_{j-1}(\vec{r}, t) - w_{j+1}(\vec{r}, t)n_j(\vec{r}, t). \tag{4.91}
\]

Finally, the density of completely ionized atoms is given by
\[
\frac{dn_Z(\vec{r}, t)}{dt} = w_z(\vec{r}, t)n_Z(\vec{r}, t) \tag{4.92}
\]
where \( Z \) is the atomic number of the atoms in the gas.

The various ionization probabilities \( w_j \) depend on the local amplitude of the laser electric field and are well known from the standard theory of field ionization [4, 47]. The values of these ionization probabilities can establish the coupling between these balance equations for the atomic states and the above kinetic equation for the photons. Furthermore, the local plasma dispersion relation can be consistently determined by considering charge neutrality.

The electron plasma density will then be determined by
\[
n_e(\vec{r}, t) = \sum_{j=0}^{j=Z} jn_j(\vec{r}, t). \tag{4.93}
\]

A numerical integration of the kinetic equation for photons, coupled with these simple balance equations, clearly shows that the front of a Gaussian beam penetrating in a neutral gas region will be significantly blueshifted (see figure 4.2). Furthermore, the blueshift is not uniform and several wavelike perturbations can be observed in the up-shifted spectrum, one for each ionization state. These spectral undulations will be eventually attenuated by electron impact ionization which was not contained in this model.

### 4.4 Photon fluid equations

In this chapter we have been able to show that the photon kinetic equation can be derived from Maxwell’s equations, in the limit of slowly space- and time-varying media. Even if the range of validity of the photon kinetic theory is limited, it nevertheless contains detailed information about the photon spectrum. It is then useful to derive from this equation a set of conservation laws describing the space–time behaviour of photon averaged quantities, in the same way as fluid equations can be derived from kinetic equations for the particles of an ordinary gas.

Let us first define the mean density of the photon gas as the integral of the photon distribution over the entire spectrum:
\[
n_\gamma(\vec{r}, t) = 2 \int N_k(\vec{r}, t) \frac{dk}{(2\pi)^3}. \tag{4.94}
\]
Figure 4.2. Numerical simulation of the self-blueshift of a laser beam with an intensity of $10^{15}$ W cm$^{-2}$, propagating in neutral argon, with an initial Gaussian spectrum. The initial density of the neutral atoms is $10^{18}$ cm$^{-3}$ for $x > 0$.

Similarly, we can define the mean photon velocity, or mean group velocity, as

$$\bar{u}(\vec{r}, t) = \frac{2}{n_{\gamma}} \int \tilde{v}_k N_k(\vec{r}, t) \frac{d\vec{k}}{(2\pi)^3}. \quad (4.95)$$

The factor of two appearing in these two definitions is due to the existence of the two independent polarization states. The continuity equation for the photon gas, or photon density conservation equation, can be derived by integrating the kinetic equation in $\vec{k}$. Integration of the first term gives

$$\frac{\partial}{\partial t} \int N_k \frac{d\vec{k}}{(2\pi)^3} = \frac{1}{2} \frac{\partial n_{\gamma}}{\partial t}. \quad (4.96)$$

Integration of the second term leads to

$$\int \tilde{v}_k \cdot \nabla N_k \frac{d\vec{k}}{(2\pi)^3} = \nabla \cdot (\bar{u}n_{\gamma}) - \int N_k (\nabla \cdot \tilde{v}_k) \frac{d\vec{k}}{(2\pi)^3}. \quad (4.97)$$

Finally, integration of the third term gives

$$\int \vec{f} \cdot \frac{\partial N_k}{\partial \vec{k}} \frac{d\vec{k}}{(2\pi)^3} = \int N_k \nabla \cdot \tilde{v}_k \frac{d\vec{k}}{(2\pi)^3}. \quad (4.98)$$

The sum of these three contributions leads to the continuity equation for the photon gas

$$\frac{\partial n_{\gamma}}{\partial t} + \nabla \cdot (\bar{u}n_{\gamma}) = 0. \quad (4.99)$$
The second conservation equation to be derived is the photon momentum conservation law. Multiplying the photon kinetic equation by $\vec{v}_k$ and integrating it over the entire spectrum, we get the following contribution from the first term:

$$\int \frac{\vec{v}_k}{\partial t} \frac{dN_k}{(2\pi)^3} = \frac{1}{2} \frac{\partial}{\partial t}(\vec{u}n_\gamma) - \int N_k \frac{\partial \vec{v}_k}{\partial t} \frac{d\vec{k}}{(2\pi)^3}. \quad (4.100)$$

The contribution of the second term can be written as

$$\int \vec{v}_k \vec{v}_k \cdot \nabla N_k \frac{d\vec{k}}{(2\pi)^3} = \frac{1}{2} \nabla \cdot (n_\gamma \langle \vec{v}_k \vec{v}_k \rangle) - \int \vec{v}_k \vec{v}_k \cdot \nabla \frac{d\vec{k}}{(2\pi)^3} \quad (4.101)$$

where we have used the following quantity:

$$\langle \vec{v}_k \vec{v}_k \rangle = \frac{2}{n_\gamma} \int N_k \vec{v}_k \vec{v}_k \frac{d\vec{k}}{(2\pi)^3}. \quad (4.102)$$

Here, we can introduce the concept of photon pressure, $P_\gamma$, such that

$$\langle \vec{v}_k \vec{v}_k \rangle = \vec{u} \vec{u} + \frac{P_\gamma}{n_\gamma} \mathbf{I} \quad (4.103)$$

where $\mathbf{I}$ is the $3 \times 3$ identity matrix.

Using equation (4.102) and adding the diagonal terms of this tensorial relation, it can easily be shown that the photon pressure is determined by

$$P_\gamma = \frac{2}{3} \int N_k (v_k - u)^2 \frac{d\vec{k}}{(2\pi)^3}. \quad (4.104)$$

We can also define an effective temperature for the photon gas, assuming that it can be considered an ideal gas, such that

$$P_\gamma = n_\gamma T_{\text{eff}}. \quad (4.105)$$

Finally, the contribution from the third term of the photon kinetic equation to the momentum conservation law is determined by

$$\vec{v}_k \left( \vec{f} \cdot \frac{\partial N_k}{\partial \vec{k}} \right) \frac{d\vec{k}}{(2\pi)^3}. \quad (4.106)$$

Adding the contributions from the three terms and using the continuity equation, we can finally establish the momentum conservation law of the photon gas, in the form

$$\frac{\partial \vec{u}}{\partial t} + \vec{u} \cdot \nabla \vec{u} = - \nabla P_\gamma \frac{n_\gamma}{n_\gamma} + \vec{F}_\gamma \quad (4.107)$$

where the mean force acting on the photons is determined by

$$\vec{F}_\gamma = \frac{2}{n_\gamma} \int N_k \left[ \frac{\partial \vec{v}_k}{\partial t} + \nabla \cdot (\vec{v}_k \vec{v}_k) + \frac{\partial}{\partial \vec{k}} \cdot (\vec{f} \vec{v}_k) \right] \frac{d\vec{k}}{(2\pi)^3}. \quad (4.108)$$
As a first example, let us calculate this force for the case of a non-dispersive dielectric medium, with refractive index \( n \equiv n(\vec{r}, t) \). In this case, we have

\[
\omega = \frac{k c}{n}, \quad \vec{v}_k = \frac{c \vec{k}}{n k}.
\] (4.109)

Using these in the above expression for \( \vec{F}_\gamma \), we obtain

\[
\vec{F}_\gamma = \frac{2}{n \gamma} \int N_k \left[ -\frac{n \vec{k}}{\partial t} + \frac{1}{n} \frac{\partial n}{\partial \vec{r}} \cdot \left( \vec{I} - \frac{k \vec{k}}{k^2} \right) \right] \frac{d\vec{k}}{(2\pi)^3}.
\] (4.110)

We see that this mean force acting on the photon gas is due to the space and time variations of the refractive index.

As a second example, let us consider an isotropic plasma, such that

\[
\omega^2 = k^2 c^2 + \omega_p^2, \quad \vec{v}_k = \frac{\vec{k} c^2}{\omega}.
\] (4.111)

The mean force now becomes

\[
\vec{F}_\gamma = -\frac{1}{n \gamma} \int N_k \left( \nabla \omega_p^2 + \vec{v}_k \frac{\partial \omega_p^2}{\partial t} \right) \frac{d\vec{k}}{(2\pi)^3}.
\] (4.112)

If the distribution is even with respect to the quantity \( (\vec{v}_k - \vec{u}) \), this can also be written as

\[
\vec{F}_\gamma = -\frac{U}{n \gamma} \left( \nabla \omega_p^2 + \vec{u} \frac{\partial \omega_p^2}{\partial t} \right)
\] (4.113)

with

\[
U = \int N_k \frac{d\vec{k}}{(2\pi)^3}.
\] (4.114)

In a similar way, we can also derive the energy conservation equation, by multiplying the kinetic equation by \( \hbar \omega \) and integrating it over \( \vec{k} \). The contribution of the first term is

\[
\int \hbar \omega \frac{\partial N_k}{\partial t} \frac{d\vec{k}}{(2\pi)^3} = \frac{1}{2} \frac{\partial}{\partial t} W_\gamma - \hbar \int N_k \frac{\partial \omega}{\partial t} \frac{d\vec{k}}{(2\pi)^3}
\] (4.115)

where the mean photon energy is determined by

\[
W_\gamma = \frac{2}{n \gamma} \int \hbar \omega N_k \frac{d\vec{k}}{(2\pi)^3}.
\] (4.116)

The contribution of the second term is

\[
\int \hbar \omega \vec{v}_k \cdot \nabla N_k \frac{d\vec{k}}{(2\pi)^3} = \frac{1}{2} \nabla \cdot (\vec{u} W_\gamma) - \hbar \int N_k \nabla \cdot (\omega \vec{v}_k) \frac{d\vec{k}}{(2\pi)^3}.
\] (4.117)
Finally, the contribution of the third term is
\[
\int \hbar \omega \vec{f} \cdot \frac{\partial N_k}{\partial \vec{k}} \frac{d\vec{k}}{(2\pi)^3} = -\hbar \int N_k \frac{\partial}{\partial \vec{k}} \cdot (\omega \vec{f}) \frac{d\vec{k}}{(2\pi)^3} \tag{4.118}
\]
which exactly cancels the last term in equation (4.117).

Adding these three contributions, we obtain
\[
\frac{\partial}{\partial t} W_\gamma + \nabla \cdot (\vec{u} W_\gamma) = 2\hbar \int N_k \frac{\partial \omega}{\partial t} \frac{d\vec{k}}{(2\pi)^3}. \tag{4.119}
\]

In the case of a non-dispersive dielectric medium, we have
\[
\frac{\partial \omega}{\partial t} = -\frac{\omega n}{n} \frac{\partial n}{\partial t} \tag{4.120}
\]
where \(n\) is the refractive index, and, in the case of a plasma,
\[
\frac{\partial \omega}{\partial t} = \frac{1}{2\omega} \frac{\partial \omega_p^2}{\partial t} \tag{4.121}
\]
where \(\omega_p\) is the electron plasma frequency.

We see that, in contrast with the momentum conservation equation (4.107, 4.108), where both the time and the space derivatives of the refractive index (or of the plasma frequency) contribute to the change in the mean value of the momentum of the photon gas, only the time derivatives can be a source of energy.

### 4.5 Self-phase modulation

An important property of the photon kinetic theory is that it can describe the nonlinear changes of a photon bunch or a short laser pulse due to its own spectrum. In other words, it can explain the following self-consistent process: the photon bunch changes the optical properties of the medium which, in turn, modify the spectral composition of the photon bunch. This was already shown in the example of the self-blueshift, given at the end of section 4.4.

The best example of such a process is however the well-known self-phase modulation of a laser pulse in an optical fibre or in other optical media. By this process, an initially nearly monochromatic laser pulse can be transformed into nearly white light.

In more exact terms, if the initial laser pulse is a nearly transform limited short pulse, where the spectral width is close to its minimum value allowed by the uncertainty principle, the nonlinear process, usually called self-phase modulation, can transform it into nearly white light.

This astonishing effect has been known experimentally since the early 1970s and the current theory is based on the calculation of the nonlinear contributions to the total time phase dependence. However, the photon kinetic theory described in
this chapter suggests the possible use of a totally independent theoretical explanation, where the phase is completely ignored and where only the photon number distribution is considered.

It will be shown here that this new approach is equally capable of describing the spectral changes characterizing the so-called self-phase modulation processes, which leads us to two important conclusions. The first one is that the phase is not an essential ingredient of self-phase modulation. This is also valid for the induced phase modulation, briefly discussed at the end of chapter 3. The second is that self-phase modulation (as well as the other phase modulation processes, such as induced and crossed phase modulation) is nothing but a particular aspect of the phenomenology of photon acceleration described in this work.

Physically this means that, starting from a nearly monochromatic laser pulse, the nonlinear properties of the optical media can accelerate and decelerate the photons contained inside the pulse, spreading them over a considerable range of the optical spectrum, thus leading to nearly white light. In order to clarify these few very important physical statements, and to make them accessible to the nonspecialist, let us first remind ourselves of the usual optical theory of self-phase modulation and then compare it to the photon kinetic approach.

### 4.5.1 Optical theory

If we start from Maxwell’s equations in a dielectric medium, in the absence of charge and current distributions, we can easily derive the following equation of propagation for the electric field $\vec{E}$ associated with the laser pulse:

$$\nabla^2 \vec{E} - \nabla(\nabla \cdot \vec{E}) - \frac{1}{c^2} \frac{\partial^2 \vec{E}}{\partial t^2} = \mu_0 \frac{\partial^2 \vec{P}}{\partial t^2}. \quad (4.122)$$

The vector polarization appearing in this equation can be divided into two distinct parts: $\vec{P} = \vec{P}_L + \vec{P}_{NL}$. The linear part is determined by

$$\vec{P}_L(t) = \epsilon_0 \int_0^\infty \chi^{(1)}(\tau) \vec{E}(t - \tau) \, d\tau. \quad (4.123)$$

Here we assume that the medium is isotropic, otherwise the linear (or first-order) susceptibility $\chi^{(1)}$ would be replaced by a tensor. For the nonlinear part of the polarization vector, we can neglect dispersion and simply write

$$\vec{P}_{NL}(t) = \epsilon_0 \chi^{(3)} |E(t)|^2 \vec{E}(t). \quad (4.124)$$

Assuming that the laser field is transverse ($\nabla \cdot \vec{E} = 0$), we can then write the propagation equation as

$$\nabla^2 \vec{E} - \frac{1}{c^2} \frac{\partial^2 \vec{E}}{\partial t^2} \left\{ \vec{E} + \int_0^\infty \chi^{(1)}(\tau) \vec{E}(t - \tau) \, d\tau \right\} = \frac{1}{c^2} \frac{\partial^2 \vec{P}}{\partial t^2} \chi^{(3)} |E|^2 \vec{E}. \quad (4.125)$$
Let us assume a solution of the form

$$\vec{E}(\vec{r}, t) = \frac{1}{2} \left[ \vec{a} E_0(\tau(t), t) \exp(i k_0 \tau - i \omega_0 t) + c.c. \right].$$  \hspace{1cm} (4.126)

This represents a laser pulse propagating along the z-axis, with a unit polarization vector $\vec{a}$ and a slowly varying amplitude $E_0(\tau, t)$. This means that the scales of variation of this amplitude are such that

$$\left| \frac{1}{E_0} \frac{\partial E_0}{\partial t} \right| \ll \omega_0, \quad \left| \frac{1}{E_0} \frac{\partial E_0}{\partial \tau} \right| \ll k_0.$$  \hspace{1cm} (4.127)

We can then write

$$\frac{\partial^2 \vec{E}}{\partial t^2} \simeq -\omega_0^2 \vec{E} + \frac{1}{2} \left[ -2i \omega_0 \vec{a} \exp(i k_0 \tau - i \omega_0 t) \frac{\partial E_0}{\partial t} + c.c. \right].$$  \hspace{1cm} (4.128)

$$\nabla^2 \vec{E} \simeq -k_0^2 \vec{E} + \frac{1}{2} \left[ 2i k_0 \vec{a} \exp(i k_0 \tau - i \omega_0 t) \frac{\partial E_0}{\partial \tau} + c.c. \right].$$

We will also assume weak linear dispersion, which means that the function $\chi^{(1)}(\tau)$ is sharply peaked around $\tau = 0$. The absence of dispersion would correspond to identifying this function with a Dirac delta function $\delta(\tau)$.

In the weak dispersion medium, we can expand the electric field $\vec{E}(t - \tau)$ appearing in equation (4.123) as

$$\vec{E}(t - \tau) \simeq \vec{E}(t) - \tau \frac{\partial}{\partial t} \vec{E}(t) + \cdots.$$  \hspace{1cm} (4.129)

Using this expansion in equation (4.123), and noting that

$$\chi(\omega) = \int_0^\infty \chi^{(1)}(t) e^{i \omega t} \, dt$$  \hspace{1cm} (4.130)

$$\frac{\partial}{\partial \omega} \chi(\omega) = i \int_0^\infty t \chi^{(1)}(t) e^{i \omega t} \, dt$$

we obtain

$$\vec{P}_{NL}(t) = \frac{\varepsilon_0}{2} \left[ \vec{a} \exp(i k_0 \tau - i \omega_0 t) \left[ \chi(\omega_0) + i \left. \frac{\partial \chi(\omega_0)}{\partial \omega} \right|_{\omega_0} \right] E_0(\tau, t) + c.c. \right].$$  \hspace{1cm} (4.131)

We can now use equations (4.129, 4.131) in the propagation equation (4.125). Noting that the frequency $\omega_0$ and the wavenumber $k_0$ are related by the linear dispersion relation $k^2 c^2 = \omega^2 \varepsilon(\omega)$, where $\varepsilon(\omega) = 1 + \chi(\omega)$ is the dielectric function of the medium, we obtain an equation describing the slow space–time evolution of the envelope field amplitude:

$$\left( \frac{\partial}{\partial \tau} + \frac{1}{v_0} \frac{\partial}{\partial t} \right) E_0 = i \omega_0 |E_0|^2 E_0.$$  \hspace{1cm} (4.132)
Here \( v_0 \) is the group velocity, determined by
\[
\frac{1}{v_0} = \frac{k_0}{\omega_0} + \frac{\omega_0^2}{2c^2} \frac{\partial \epsilon(\omega_0)}{\partial \omega}
\]
(4.133)
and \( \alpha \) is the nonlinear coefficient, resulting from the existence of a third-order susceptibility
\[
\alpha = \frac{\omega_0}{k_0} \frac{1}{c^2} \chi^{(3)}.
\]
(4.134)

The solution of the envelope equation (4.132) can be written in the form
\[
E_0(z, t) = A(\eta) e^{i \phi(\eta, t)}
\]
(4.135)
where we have \( \eta = z - v_0 t \) and the nonlinear phase
\[
\phi(\eta, t) = \phi_0 + \omega_0 \alpha |A(\eta)|^2 t.
\]
(4.136)

Such a solution describes a laser pulse propagating with an invariant pulse shape, but with a phase which depends on time (or on the travelled distance), as well as on the form of that shape. The result is that the pulse frequency will not remain constant along the propagation and will depend on the actual position inside the pulse envelope:
\[
\omega = \omega_0 - \frac{\partial \phi}{\partial t} = \omega_0 \left[ 1 + \alpha \frac{t}{v_0 \sigma^2} |A(\eta)|^2 \right].
\]
(4.137)

As shown before, this space–time dependence of the frequency (or of the wavevector) is called the pulse chirp. In order to have a more precise idea of the chirp, and of the amount of frequency shift \( \Delta \omega = \omega - \omega_0 \) introduced by the nonlinear susceptibility of the medium, we can take the simple and illustrative example of a Gaussian laser pulse, such that
\[
|A(\eta)|^2 = A_0^2 e^{-\eta^2/\sigma^2}.
\]
(4.138)

From equation (4.137), we get
\[
\Delta \omega = -\alpha \frac{\omega_0}{v_0} \frac{2\eta}{\sigma^2} |A(\eta)|^2.
\]
(4.139)

We see that the frequency shift grows linearly with time, and that it is negative at the pulse front, for \( \eta > 0 \), and positive at the rear, for \( \eta < 0 \).

### 4.5.2 Kinetic theory

An alternative description of the same effect is now given in terms of photon acceleration [103]. Instead of using the envelope field equation, we use, as our
starting point, the equation describing the space–time evolution of the photon number distribution $N_k(\vec{r}, t)$, which can be written as
\[
\frac{d}{dt} N_k(\vec{r}, t) = 0
\]  
(4.140)
where the total time derivative is
\[
\frac{d}{dt} = \frac{\partial}{\partial t} + \frac{\partial \vec{r}}{\partial r} \cdot \frac{\partial}{\partial \vec{r}} + \frac{\partial \vec{k}}{\partial t} \cdot \frac{\partial}{\partial \vec{k}}.
\]  
(4.141)

In order to determine this total time derivative operator we have to make use of the ray equations
\[
\frac{d\vec{r}}{dt} = \frac{\partial \omega}{\partial \vec{k}}, \quad \frac{d\vec{k}}{dt} = -\frac{\partial \omega}{\partial \vec{k}}
\]  
(4.142)
where, in the expression of the frequency $\omega \equiv \omega_k(\vec{r}, t)$, we retain the nonlinear corrections to the refractive index
\[
\omega = \frac{kc}{n} = \frac{kc}{n_0 + n_2 I(\vec{r}, t)}.
\]  
(4.143)

Here, $n_0$ is the linear refractive index, $n_2$ is the nonlinear one and $I(\vec{r}, t)$ is the laser pulse intensity, where
\[
I(\vec{r}, t) = \hbar \int \omega_k N_k(\vec{r}, t) \frac{d\vec{k}}{(2\pi)^3}.
\]  
(4.144)

This is a slowly varying function as compared with the frequency timescale:
\[
\omega \gg \left| \frac{\partial}{\partial t} \ln I(\vec{r}, t) \right|.
\]  
(4.145)

Using equation (4.143) in (4.142), we get
\[
\frac{d\vec{r}}{dt} = \frac{c}{n_0 + n_2 I(\vec{r}, t)}
\]  
(4.146)
\[
\frac{d\vec{k}}{dt} = \frac{kc}{[n_0 + n_2 I(\vec{r}, t)]^{3/2}} n_2 \frac{\partial}{\partial \vec{r}} I(\vec{r}, t).
\]  
(4.147)

We know that the formal solution of the photon kinetic equation (4.140) can be written as
\[
N(\vec{r}, \vec{k}, t) = N(\vec{k}_0(\vec{r}, \vec{k}, t), \vec{r}_0(\vec{r}, \vec{k}, t), t_0)
\]  
(4.148)
where $(\vec{k}_0, \vec{r}_0, t_0)$ are the initial conditions.

This means that, by solving equations (4.146, 4.147) we are able to determine the evolution of $N_k(\vec{r}, t)$. In order to illustrate the procedure, let us solve these equations in a one-dimensional situation, where propagation is taken along the $z$-axis.
We will also assume that the nonlinear corrections to the refractive index are small, \( n_0 \gg n_2 I(\vec{r}, t) \), which is usually the case, even for very intense laser pulses. We can then reduce equations (4.146, 4.147) to

\[
\frac{dz}{dt} = \frac{c}{n_0} \left[ 1 - \frac{n_2}{n_0} I(z, t) \right] \tag{4.149}
\]

\[
\frac{dk}{dt} = \frac{k c n_2}{n_0 n_0} \frac{\partial}{\partial z} I(z, t). \tag{4.150}
\]

Let us also assume that the pulse propagates without significant profile deformation, with a group velocity \( c/n_0 \). This means that

\[
I(z, t) \approx I \left( z - \frac{c}{n_0} t \right). \tag{4.151}
\]

This suggests the use of a canonical transformation from \((z, k)\) to a new pair of variables \((\eta, p)\), such that

\[
\eta = z - \frac{c}{n_0} t, \quad p = k. \tag{4.152}
\]

The resulting Hamiltonian function is

\[
\Omega(\eta, p, t) = \omega(\eta, p, t) - p \frac{c}{n_0}. \tag{4.153}
\]

Using the approximate expression

\[
\omega \approx \frac{k c}{n_0} \left[ 1 - \frac{n_2}{n_0} I(z, t) \right] = \frac{p c}{n_0} \left[ 1 - \frac{n_2}{n_0} I(\eta) \right] \tag{4.154}
\]

we get

\[
\Omega(\eta, p) = -pwI(\eta) \tag{4.155}
\]

where we have used

\[
w = \frac{n_2 c}{n_0 n_0}. \tag{4.156}
\]

The ray equations can now be written in the form

\[
\frac{d\eta}{dr} = \frac{\partial \Omega}{\partial p} = -wI(\eta), \quad \frac{dp}{dr} = -\frac{\partial \Omega}{\partial \eta} = pw\frac{\partial I(\eta)}{\partial \eta}. \tag{4.157}
\]

The integration of these photon equations of motion is straightforward, and the result can be written as

\[
\int_{\eta_0}^{\eta} \frac{d\eta'}{I(\eta')} = -w(t - t_0) \tag{4.158}
\]
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and

\[ p_0 = p \exp \left[ -w \int_{t_0}^{t} \frac{\partial I(\eta)}{\partial \eta} \, dt \right]. \]  

(4.159)

The first of these expressions shows that the initial value of the position coordinate \( \eta \) is independent of the momentum variable \( p \):

\[ \eta_0 \equiv \eta_0(\eta, t). \]  

(4.160)

With regard to the second expression, it corresponds to an implicit integration, but it will be very useful for the calculation of the spectral changes of the laser pulse along its propagation. Let us show this by considering the chirp of the pulse \( \langle \omega \rangle \).

By definition, the chirp is the averaged frequency of the pulse, at a given position \( \eta \) and at a given instant \( t \):

\[ \langle \omega \rangle_{\eta, t} = \int N_p(\eta, t) \omega(\eta, p, t) \, dp. \]  

(4.161)

Using equations (4.148, 4.154), we get

\[ \langle \omega \rangle_{\eta, t} = \int \frac{pc}{n_0} \left[ 1 - \frac{n_2}{n_0} I(\eta) \right] N(\eta_0, p_0, t_0) \, dp. \]  

(4.162)

Using equation (4.159) we can write \( p \, dp \) in terms of \( p_0 \, dp_0 \), which leads to

\[ \langle \omega \rangle_{\eta, t} = \int \frac{p_0c}{n_0} \left[ 1 - \frac{n_2}{n_0} I(\eta) \right] N(\eta_0, p_0, t_0) \exp \left[ 2w \int \frac{\partial I(\eta)}{\partial \eta} \, dt \right]. \]  

(4.163)

But for a non-dispersive pulse, we have \( I(\eta) = I(\eta_0) \), as already stated in equation (4.151). This means that we can write the pulse chirp in the form

\[ \langle \omega \rangle_{\eta, t} = \langle \omega \rangle_0 \exp \left[ 2w \frac{\partial I(\eta)}{\partial \eta}(t - t_0) \right]. \]  

(4.164)

where \( \langle \omega \rangle_0 \equiv \langle \omega \rangle_{\eta_0, t_0} \) is the initial pulse chirp.

This is a simple but important result, which will allow us to rediscover the main features of the so-called self-phase modulation, this time without considering the field phase. In particular, we can determine the condition for an extremum

\[ \frac{\partial}{\partial \eta} \langle \omega \rangle_{\eta, t} = 0. \]  

(4.165)

This will correspond to the stationary points \( \langle \omega \rangle_{\max} \) of the chirp curve. From equation (4.164) it is obvious that

\[ \frac{\partial}{\partial \eta} \langle \omega \rangle_{\eta, t} = 2w(t - t_0) \langle \omega \rangle_{\eta, t} \left[ \frac{\partial^2 I(\eta)}{\partial \eta^2} \right] = 0. \]  

(4.166)
From this we conclude that the point \( \eta = \eta_{\text{max}} \), for which the maximum value of the chirp \( \langle \omega \rangle_{\text{max}} \) is observed, is determined by the condition

\[
\frac{\partial^2}{\partial \eta^2} I(\eta) = 0.
\] (4.167)

Let us illustrate these results by assuming a Gaussian pulse

\[
I(\eta) = I_0 e^{-\eta^2/\sigma^2}.
\] (4.168)

For this particular pulse shape, we have

\[
\frac{\partial^2}{\partial \eta^2} I(\eta) = \left( \frac{2}{\sigma^2} \right) \frac{2}{\sigma^2} I(\eta).
\] (4.169)

Comparing this with condition (4.167), we conclude that the chirp maxima are located at the two points determined by \( 2\eta^2 = \sigma^2 \), or equivalently, by

\[
\eta_{\text{max}} = \pm \frac{1}{\sqrt{2}} \sigma.
\] (4.170)

From equation (4.168) we then get

\[
\frac{\partial}{\partial \eta} I(\eta) \bigg|_{\eta_{\text{max}}} = \pm \frac{\sqrt{2}}{\sigma} I_0 e^{-1/2}.
\] (4.171)

Using equation (4.164) we finally obtain the condition for the maximum chirp:

\[
\langle \omega \rangle_{\text{max}} = \langle \omega \rangle_0 \exp \left[ \mp \frac{2\sqrt{2}}{\sigma} \cdot \frac{n_2 n_0}{c} I_0 e^{-1/2}(t - t_0) \right].
\] (4.172)

It should be noticed that this concept of maximum chirp can also be physically identified with the condition for the maximum frequency shift with respect to the initial pulse frequency. Introducing the frequency shift as \( \Delta \omega = \langle \omega \rangle_{\text{max}} - \langle \omega \rangle_0 \), we get, for small arguments of the above exponential,

\[
\Delta \omega \simeq \pm \frac{2\sqrt{2}}{\sigma} \cdot \frac{n_2 n_0}{c} I_0 e^{-1/2} \Delta t
\] (4.173)

where we have used \( \Delta t = t - t_0 \).

Notice that such an expansion is valid for small time intervals, or for small nonlinearities. This result for the pulse frequency shift is in agreement (not only qualitatively, but also quantitatively) with that obtained above for the self-phase modulation of the laser pulse in a nonlinear medium: the spectral width grows linearly with time and the maxima down-shifts and the up-shifts are equal to each other.
We should however notice that, for long time intervals $\Delta t \to \infty$, the above expansion is not valid and the Stokes and anti-Stokes sidebands become quite asymmetric. This is clearly seen in the more exact equation (4.172) where, for long time intervals, one of the branches of the exponential tends to zero, while the other tends to infinity. Such a spectral feature is well confirmed by experiments and is illustrated in figure 4.3.

This asymmetry is a natural consequence of the present theoretical formulation, even for an initially symmetric laser pulse. In contrast, it cannot be derived from the optical theory of self-phase modulation discussed above.

Another important feature of this effect, which is the pulse steepening, can also be explained by our kinetic model. In order to study the changes in the pulse shape, we can no longer use the non-dispersive solution stated in equation (4.151), which was one of the basic assumptions of our analytical calculation of the pulse chirp. Instead, we have to solve numerically the photon kinetic equation. The result is illustrated in figure 4.4, where the pulse steepening, resulting from the group (or photon) velocity dispersion, is clearly shown.

We conclude this section by stating that the effect usually called self-phase modulation can be accurately described with the photon kinetic equation, where the wavefield phase is completely ignored. The three main experimental features of this effect are well described by this kinetic model: the pulse chirp, the spectral asymmetry between the Stokes and the anti-Stokes sidebands, and the steepening of the pulse shape. In many respects, the analytical solutions of the kinetic theory are more accurate than the analytical solutions of the optical theory, in particular for the prediction of spectral asymmetry.

We are then led to two different kinds of conclusion. The first one is that the so-called self-phase modulation can be seen as a particular example of the more general concept of photon acceleration in a non-stationary medium. In this
Figure 4.4. Illustration of pulse steepening associated with self-phase modulation, as described by the kinetic theory. A Gaussian pulse is also shown, for comparison.

particular case, the non-stationarity of the medium is due to the laser pulse itself (or to the photon number distribution associated with the pulse) which locally changes the refractive index, due to the nonlinear response of the medium.

The second, and more surprising, conclusion is that the wavefield phase is not the essential ingredient of this effect: two laser pulses, with different phase contents, would lead to nearly the same spectral broadening in the same medium. This means that the explanation of such a frequency shift or spectral change is conceptually more accurate in terms of photon kinetics than in terms of phase modulation.
Chapter 5

Photon equivalent charge

Until now, we have only considered the linear properties of photons in a medium, which essentially derive from their effective mass. In some sense these are the most relevant ones.

In this chapter we turn our attention to the influence of the nonlinear properties of an optical medium, and we show that the photons possess an equivalent electric charge. In a plasma, this equivalent charge can be directly associated with the ponderomotive force (or the radiation pressure) of the photon gas acting on the plasma electrons. We will later see that in a non-ionized medium, for instance an optical fibre, this electric charge is replaced by an electric dipole.

This new, and somewhat unexpected property of a photon is due to the space–time varying polarization effects that it induces in the medium. We can then say that a photon in a vacuum is a ‘bare’ particle with no electric charge, but a photon with the same frequency (or energy) travelling in a plasma has to be considered a ‘dressed’ particle with an electric charge which is not quantized and depends on the plasma density [69, 104, 112]. Furthermore, the existence of this charge allows us to formulate a new series of problems, related to possible radiation mechanisms due to accelerated ‘dressed’ photons, or to their motion across the boundary between two different media.

Finally, a new property associated with this electric charge (or in other words, with the radiation pressure effects) is the possibility of resonant Cherenkov interactions between photons and electron plasma waves, leading to the concept of photon Landau damping [14]. Plasma instabilities, induced by particular photon spectral distributions (such as photon beams), can then be envisaged.

5.1 Derivation of the equivalent charge

One possible way to derive the photon equivalent charge is to consider an electromagnetic wavepacket propagating in a plasma. Once again, we will assume for simplicity that the plasma is unmagnetized. The electric field $\vec{E} \equiv \vec{E}(r, t)$
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associated with this wavepacket is described by the wave equation

$$\nabla^2 \vec{E} - \nabla(\nabla \cdot \vec{E}) - \frac{1}{c^2} \frac{\partial^2 \vec{E}}{\partial t^2} = \mu_0 \frac{\partial \vec{J}}{\partial t}. \quad (5.1)$$

For high-frequency waves, we can neglect the ion motion, and the current in this equation is reduced to the electron current

$$\vec{J} = -en\vec{v}. \quad (5.2)$$

Phase velocities of transverse electromagnetic waves in an unmagnetized plasma are always larger than the speed of light $c$, which means that kinetic effects are usually negligible and that we can use the electron fluid equations in order to determine the electron density $n$ and the electron mean velocity.

In their simple non-relativistic version (which is valid only for moderate wave intensities) the electron fluid equations are

$$\frac{\partial n}{\partial t} + \nabla \cdot n\vec{v} = 0 \quad (5.3)$$

$$\frac{\partial \vec{v}}{\partial t} + \vec{v} \cdot \nabla \vec{v} = -\frac{e}{m} (\vec{E} + \vec{v} \times \vec{B}). \quad (5.4)$$

In the first of these equations we recognize the continuity equation of the electron fluid, and in the second one, the momentum conservation equation. The magnetic field $\vec{B}$ appearing in the Lorentz force term is the magnetic field of the electromagnetic wave itself and can be expressed in terms of the electric field $\vec{E}$ by using the Faraday equation

$$\nabla \times \vec{E} = -\frac{\partial \vec{B}}{\partial t}. \quad (5.5)$$

Equations (5.4) are nonlinear and their solution is in general quite complicated. However we can, as a first approximation, linearize them with respect to the wave electric field. Let us call $\vec{E}_1$ this linear solution for the electric field.

If we restrict our discussion to purely transverse waves, we have $\nabla \cdot \vec{E}_1 = 0$ and the wave equation (5.1) reduces to

$$\nabla^2 \vec{E}_1 - \frac{1}{c^2} \frac{\partial^2 \vec{E}_1}{\partial t^2} = \mu_0 \frac{\partial \vec{J}_1}{\partial t} \quad (5.6)$$

where the linear current is

$$\vec{J}_1 = -en_0\vec{v}_1. \quad (5.7)$$

Here $n_0$ is the equilibrium (or unperturbed) electron plasma density. The linear response of the plasma is determined by the linearized version of equations (5.3, 5.4)

$$\frac{\partial n_1}{\partial t} + n_0 \nabla \cdot \vec{v} = 0 \quad (5.8)$$

$$\frac{\partial \vec{v}_1}{\partial t} = -\frac{e}{m} \vec{E}_1. \quad (5.9)$$
The solution of this equation can take the general form

$$\vec{E}_1(\vec{r}, t) = \frac{1}{2} \vec{E}_0(\vec{r}, t) \exp(i\vec{k}_0 \cdot \vec{r} - i\omega_0 t) + c.c.$$  (5.10)

where $\omega_0$ and $\vec{k}_0$ are the mean frequency and wavevector of the wavepacket and $\vec{E}_0(\vec{r}, t)$ is a slowly varying amplitude. We should notice that such a general expression could also be a solution for nonlinear wavepackets.

According to equations (5.8, 5.9), the electron density and velocity perturbations associated with this solution have similar expressions, with amplitudes determined by

$$n_1 = n_0 \frac{\vec{k}_0}{\omega_0} \cdot \vec{v}_1, \quad \vec{v}_1 = \frac{e}{i\omega_0 m} \vec{E}_0.$$  (5.11)

We notice that, for purely transverse wave solutions, such that $\vec{k}_0 \cdot \vec{E}_0 = 0$, the electron density perturbations are equal to zero: $n_1 = 0$. Finally, the amplitude of the wave magnetic field is, according to equation (5.5),

$$\vec{B}_1 = \frac{\vec{k}_0}{\omega_0} \times \vec{E}_0.$$  (5.12)

Once this simple linear solution is understood, we can return to the wave equation (5.1) and try to obtain a more adequate solution which takes the nonlinear terms into account. This can be done by assuming that the total electric field in this equation is divided in two parts: the main field (which corresponds to the linear solution) and a small correction due to radiation or polarization effects, i.e.

$$\vec{E} = \vec{E}_1 + \vec{E}_2$$  (5.13)

with

$$|\vec{E}_1| \gg |\vec{E}_2|.$$  (5.14)

To the first order in the small nonlinear field $\vec{E}_2$, we can obtain from equation (5.1)

$$\nabla^2 \vec{E}_2 - \nabla(\nabla \cdot \vec{E}_2) - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \vec{E}_2 = \mu_0 \frac{\partial}{\partial t} \vec{J}_2$$  (5.15)

where the nonlinear current is determined by

$$\vec{J}_2 = -en_0 \vec{v}_2.$$  (5.16)

To the same order of approximation, and assuming that equations (5.8, 5.9), stay valid, we can also get from equations (5.3, 5.4),

$$\frac{\partial n_2}{\partial t} + n_0 \nabla \cdot \vec{v}_2 = 0$$  (5.17)

$$\frac{\partial \vec{v}_2}{\partial t} + \vec{v}_1 \cdot \nabla \vec{v}_1 = -\frac{e}{m} (\vec{E}_2 + \vec{v}_1 \times \vec{B}_1).$$  (5.18)
Now we should make use of the vector identity

$$\nabla (\vec{a} \cdot \vec{b}) = (\vec{a} \cdot \nabla) \vec{b} + (\vec{b} \cdot \nabla) \vec{a} + \vec{a} \times (\nabla \times \vec{b}) + \vec{b} \times (\nabla \times \vec{a}).$$  \hspace{1cm} (5.19)

If we identify the vector $\vec{a}$ with the first-order velocity perturbation $\vec{v}_1$ and the vector $\vec{b}$ with its complex conjugate, we can easily realize that equation (5.18) can be rewritten as

$$\frac{\partial \vec{v}_2}{\partial t} + \frac{1}{2} \nabla |\vec{v}_1|^2 = -\frac{e}{m} \vec{E}_2.$$ \hspace{1cm} (5.20)

In doing so we are neglecting the high-frequency part of the nonlinear perturbation $\vec{v}_2$, which would not be valid if we wanted to study harmonic generation. After elimination of $\vec{v}_2$ from equations (5.17, 5.20) we get the following evolution equation for the low-frequency nonlinear perturbation of the electron plasma density:

$$\frac{\partial^2 n_2}{\partial t^2} - \frac{en_0}{m} \nabla \cdot \vec{E}_2 = \frac{n_0}{2} \nabla^2 |\vec{v}_1|^2.$$ \hspace{1cm} (5.21)

Using equation (5.11) this can also be written as the equation of a forced linear oscillator

$$\frac{\partial^2 n_2}{\partial t^2} + \omega_p^2 n_2 = \frac{1}{2} \frac{e^2 n_0}{m^2 \omega_0^2} \nabla^2 |E_0(\vec{r}, t)|^2.$$ \hspace{1cm} (5.22)

The eigenfrequency of this linear oscillator is nothing but the unperturbed electron plasma frequency $\omega_p = (e^2 n_0 / \epsilon_0 m)^{1/2}$. In this equation $|E_0(\vec{r}, t)|^2$ describes the slowly varying envelope of the electromagnetic wavepacket.

If this wavepacket propagates along the $x$-axis, with a group velocity $\vec{v}_g = v_g \vec{e}_x$, with negligible shape deformation, we can write

$$\vec{E}_0(\vec{r}, t) \equiv \tilde{E}_0(\xi, \vec{r}_\perp)$$ \hspace{1cm} (5.23)

with

$$\xi = x - v_g t.$$ \hspace{1cm} (5.24)

We can now perform a coordinate transformation from $(x, t)$ to $(\xi, \tau)$, with $\tau = t$. This means that

$$\frac{\partial}{\partial x} = \frac{\partial}{\partial \xi} , \quad \frac{\partial}{\partial t} = \frac{\partial}{\partial \tau} - v_g \frac{\partial}{\partial \xi}.$$ \hspace{1cm} (5.25)

Using this in the equation for the forced oscillator (5.22), we obtain

$$\left( \frac{\partial^2}{\partial \tau^2} + \omega_p^2 + v_g^2 \frac{\partial^2}{\partial \xi^2} - 2v_g \frac{\partial}{\partial \tau} \frac{\partial}{\partial \xi} \right) n_2$$

$$= \frac{\epsilon_0 m}{2m} \left( \frac{\omega_p}{\omega_0} \right)^2 \left( \frac{\partial^2}{\partial \xi^2} + \nabla^2_\perp \right) |E_0(\xi, \vec{r}_\perp)|^2.$$ \hspace{1cm} (5.26)
Before solving this equation we can simplify it in two ways. First we notice that the gradients in the perpendicular direction can be considered negligible in several relevant physical situations. In particular, for a ‘pancake’-like wavepacket (a very short laser pulse), or for wavepackets not very much different from plane waves, we can always make $\nabla_\perp^2 \ll \partial^2 / \partial \xi^2$.

Second, if we assume that, in the frame of the wavepacket the pulse shape and the electron perturbations induced by it are not significantly changing, we can also use the so-called quasi-static approximation: $\partial / \partial \tau \simeq 0$. With these two drastic but physically acceptable approximations the above equation is reduced to a much simpler form:

$$\left( \frac{\partial^2}{\partial \xi^2} + k_p^2 \right) n_2 = \frac{\epsilon_0}{2m \omega_0} \frac{k_p^2}{\omega_0^2} |E_0(\xi)|^2$$  \hspace{1cm} (5.27)

with $k_p = \omega_p / v_0$.

It is useful, at this point, to introduce a dimensionless space variable $\eta = k_p \xi$ and to replace the square module of the electric field by the number of photons $N(\xi) = \frac{\epsilon}{4\hbar \omega_0} |E_0(\xi)|^2$.  \hspace{1cm} (5.28)

Equation (5.27) now becomes

$$\left( \frac{\partial^2}{\partial \eta^2} + 1 \right) n_2 = f(\eta)$$  \hspace{1cm} (5.29)

where the force term is

$$f(\eta) = \frac{2\hbar k_p^2}{m \omega_0} \frac{\partial^2}{\partial \eta^2} N(\eta).$$  \hspace{1cm} (5.30)

An appropriate solution of equation (5.29) is

$$n_2(\eta) = \int_\infty^{\eta} f(\eta') \sin(\eta - \eta') \, d\eta'.$$  \hspace{1cm} (5.31)

Integrating by parts, we have

$$n_2(\eta) = \left[ g(\eta') \sin(\eta - \eta') \right]_\infty^{\eta} + \int_\infty^{\eta} g(\eta') \cos(\eta - \eta') \, d\eta'.$$  \hspace{1cm} (5.32)

Here we have used $f(\eta) = \frac{dg}{d\eta}$. Noting that $g(\eta') = 0$ for $\eta' \to \infty$, and that $\sin(\eta - \eta') = 0$ for $\eta' = \eta$, we obtain

$$n_2(\eta) = \int_\infty^{\eta} g(\eta') \cos(\eta - \eta') \, d\eta'$$  \hspace{1cm} (5.33)

or, more explicitly,

$$n_2(\eta) = \frac{2\hbar k_p^2}{m \omega_0} \int_\infty^{\eta} \cos(\eta - \eta') \frac{\partial}{\partial \eta'} N(\eta') \, d\eta'.$$  \hspace{1cm} (5.34)
This equation is appropriate for a second integration by parts. But for our purpose this will not be necessary because we notice that, in the limit of very short pulses, such that the pulse duration $\Delta t$ is shorter than the period of the electron plasma oscillations $\Delta t \ll \omega_p^{-1}$, we have $\Delta \eta = (\eta - \eta') \ll 1$. This means that we can take $\cos(\eta - \eta') \approx 1$, and obtain

$$n_2(\eta) = \frac{2\hbar k_p^2}{m\omega_0} N(\eta). \quad (5.35)$$

We can now define a photon equivalent charge $Q_{ph}$, such that

$$-en_2(\eta) = Q_{ph} N(\eta). \quad (5.36)$$

This means that

$$Q_{ph} = -\frac{2\hbar k_p^2}{m\omega_0}. \quad (5.37)$$

The current associated with the $N(\eta)$ particles of charge $Q_{ph}$ moving with velocity $\vec{v}_g = \vec{v}_g \hat{e}_x$ is obviously given by

$$\vec{J}_{2NL} = Q_{ph} N(\eta) \vec{v}_g \hat{e}_x. \quad (5.38)$$

The same expression for the second-order nonlinear current can also be derived if we start from the time derivative of the total second-order current $\vec{J}_2 = \vec{J}_{2L} + \vec{J}_{2NL}$:

$$\frac{\partial \vec{J}_2}{\partial t} = -en_0 \frac{\partial \vec{v}_2}{\partial t} = \frac{e^2 n_0}{m} \vec{E}_2 + \frac{\epsilon_0}{2m\omega_0^2} \nabla |E_0|^2. \quad (5.39)$$

Writing this equation in terms of the variables $(\xi, \tau)$ and making the above two assumptions of quasi-static ($\partial/\partial \tau = 0$) and of a ‘pancake’ pulse ($\nabla \perp \ll \partial/\partial \xi$) approximations, we get

$$-\frac{\partial}{\partial \xi} \vec{J}_2 = \frac{e^2 n_0}{m} E_2 - v_g \frac{\partial}{\partial \xi} Q_{ph} N(\xi) \hat{e}_x. \quad (5.40)$$

We see that the second term leads to an expression for $\vec{J}_{2NL}$ which coincides with equation (5.38). This justifies the use of the concept of photon equivalent charge introduced above.

Our derivation of $Q_{ph}$ was simplified by considering the integration of equation (5.34) in the limit of a very short pulse or wavepacket. But it can also be obtained if we consider a pulse with an arbitrary duration. In this case, the electron second-order perturbation will consist of two terms: the above term (5.35) which is directly related to the photon effective charge $Q_{ph}$, and a second term which represents the wakefield or plasma oscillation left behind the pulse [69].
To illustrate the existence of these two components, let us return to equation (5.34) and integrate it by parts. We are led to

\[ n_e(\eta) = \frac{2\hbar k_p^2}{m\omega_0} \left[ N(\eta) - \int_{\eta}^{\infty} N(\eta') \sin(\eta - \eta') \, d\eta' \right] \]  

or, using equation (5.37),

\[ n_2(\eta) = -\frac{1}{e} Q_{ph} N(\eta) + \frac{1}{e} Q_{ph} \int_{\eta}^{\infty} N(\eta') \sin(\eta - \eta') \, d\eta'. \]

The first term was already given by equation (5.36) and represents the equivalent charge of the total photon distribution. The second term represents the wake field left behind it. It is nothing but an electron plasma oscillation moving with a phase velocity equal to the photon velocity \( v_g \), and which follows the pulse as a wake. This justifies the statement made in chapter 3 about the possibility of generating relativistic electron plasma waves by means of a short laser pulse propagating in a plasma.

Another interesting aspect of the above calculations is the negative value of the photon effective charge. The sign of \( Q_{ph} \) can be physically well understood if we notice that the ponderomotive force appearing on the right-hand side of equation (5.21) tends to push the plasma electrons out of the region occupied by the electromagnetic wavepacket. This means that the photons tend to repel the electrons. Their equivalent charge is therefore negative.

5.2 Photon ondulator

We have just seen how the nonlinear current associated with an electromagnetic wavepacket propagating in a plasma can be derived. Our result (5.37, 5.38) shows that such a current is due to a flow of a number \( N(\xi) \) of photons with charge \( Q_{ph} \) moving with velocity \( \vec{v}_g \). Replacing this in the wave equation (5.15) we obtain

\[ \nabla^2 \vec{E}_\omega - \nabla(\nabla \cdot \vec{E}_\omega) - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \vec{E}_\omega = \frac{\omega_0^2}{c^2} + \mu_0 \frac{\partial}{\partial t} Q_{ph} N(\xi) \vec{v}_g. \]

This equation determines the secondary field radiated by the localized wavepacket (or the primary photon bunch) moving across the medium. An example of such a radiation effect is discussed here. Let us restrict our discussion to purely transverse fields, such that \( \nabla \cdot \vec{E}_\omega = 0 \).

Using a time Fourier transformation

\[ \vec{E}_{\omega}(\vec{r}, t) = \int_{-\infty}^{\infty} \vec{E}_{\omega}(\vec{r}) e^{-i\omega t} \, \frac{d\omega}{2\pi} \]

we obtain

\[ \nabla^2 \vec{E}_{\omega} + \frac{\omega_0^2}{c^2} \epsilon(\omega) \vec{E}_{\omega} = -i\omega \mu_0 \int_{-\infty}^{\infty} \vec{v}_g Q_{ph} N(\xi) \, e^{i\omega t} \, dt. \]
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Here, we have used the plasma dielectric constant \( \varepsilon(\omega) = 1 - \omega_p^2/\omega^2 \).

Neglecting the transverse structure of \( N(\xi) \), or the dependence of the photon distribution on the transverse variable \( \vec{r}_\perp \), we can use

\[
\vec{E}_{\omega}(\vec{r}) = A_{\omega}(x) e^{i k_{\perp} \cdot \vec{r}_\perp} e^{i \omega t}/\omega
\]

where \( e_\omega \) is the unit polarization vector and \( A_{\omega} \) is the spectral field amplitude.

Equation (5.45) now reduces to

\[
\frac{\partial^2 A_{\omega}}{\partial x^2} + k^2 A_{\omega} = -i \omega \mu_0 (\vec{e}_\omega \cdot \vec{e}_x) \int_{-\infty}^{\infty} v_g Q_{ph} N(\xi) e^{i \omega t} \, dt
\]

where

\[
k^2 = \frac{\omega^2}{c^2} \varepsilon(\omega) - \omega_p^2.
\]

The solution of equation (5.47) for radiation emitted in the backward direction (or in the direction of negative values of \( x \)) is given by

\[
A_{\omega}(x) = -\mu_0 \frac{\omega}{2 k c} (\vec{e}_\omega \cdot \vec{e}_x) e^{-i k x} \int_{-\infty}^{\infty} dt \int_{x_0}^{x} dx v_g Q_{ph} N(\xi) e^{i k x + i \omega t}.
\]

Notice that, due to the factor \( (\vec{e}_\omega \cdot \vec{e}_x) \) we can only observe a radiated transverse field if \( k_\perp \) is not equal to zero. Let us assume the case of radiation due to a modulation in the electron mean density

\[
n_0(x) = n_0 + \tilde{n} \cos(\tilde{k} x).
\]

This leads to

\[
k^2_p = \frac{\omega^2_p}{v_g^2} \approx \frac{\omega^2_{p0}}{v_{g0}^2} \left[ 1 + \frac{\tilde{n}}{n_0} \cos(\tilde{k} x) \right].
\]

The modulations in the photon group velocity also exist, but they were neglected \( (v_g \approx v_{g0}) \) because they would only give second-order contributions. Using this expression in equation (5.37) we can get from equation (5.49)

\[
A_{\omega}(x) = A e^{-i k x} \int_{-\infty}^{\infty} dt \int_{x_0}^{x} dx N(\xi) \cos(\tilde{k} x) e^{i k x + i \omega t}
\]

with

\[
A = \mu_0 (\vec{e}_\omega \cdot \vec{e}_x) \frac{\omega}{\omega_0} \frac{\omega^2_p}{m k c v_{g0} n_0} \tilde{n}.
\]

The asymptotic field radiated very far away from the emitting region can then be written as

\[
A_{\omega}(x \to -\infty) = A e^{-i k x} \int_{-\infty}^{\infty} dt \int_{-\infty}^{\infty} d\xi N(\xi) \times \cos(\tilde{k} (\xi + v_{g0} t)) e^{i k (\xi + v_{g0} t) + i \omega t}.
\]
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Integration in time leads to

\[
A_\omega(x \rightarrow -\infty) = \pi A \int d\xi N(\xi) \left[ e^{i(\tilde{k}+k)x} \delta(\omega - \omega_1) + e^{-i(\tilde{k}-k)x} \delta(\omega - \omega_2) \right] 
\]

(5.55)

with

\[
\omega_1 = v_{\text{g0}}(\tilde{k} - k), \quad \omega_2 = v_{\text{g0}}(\tilde{k} + k).
\]

(5.56)

This result shows that an electromagnetic wavepacket (or equivalently a photon bunch described by \(N(\xi)\)) travelling in a plasma with a modulated electron density, radiates in two characteristic frequencies which depend on the periodicity scale of the modulation. This is similar to the radiation of electrons travelling in a vacuum in the presence of a modulated magnetic field (an electron ondulator), showing once more the analogies between a photon in a plasma and a charged particle. Such a radiation process \([69]\) can then be called a photon ondulator.

5.3 Photon transition radiation

Let us examine another example of a radiation process directly due to the existence of the equivalent charge: the possibility of transition radiation emitted by a photon bunch at a plasma boundary. This process is associated with the sudden disappearance of the equivalent charge \([71]\).

In order to simplify the problem, we will assume a nearly monochromatic burst of photons moving along the \(x\)-axis. We have then

\[
N_k(\vec{r}, t) = (2\pi)^3 N(\xi, \vec{r}_\perp) \delta(\vec{k} - \vec{k}_0)
\]

(5.57)

where \(\xi = x - v_0 t\), and \(v_0 = v_k\) is the group velocity for \(\vec{k} = k_0 \vec{e}_x\).

Let us also assume a plasma–vacuum transition layer described by

\[
\omega_p^2(x) = \omega_{\text{p0}}^2 f(x).
\]

(5.58)

A plausible choice for the shape function is \(f(x) = [1 + \tanh(x/\Delta)]/2\), where \(\Delta\) is the width of the boundary layer. The nonlinear current \(\vec{J}_{2NL}\) reduces to

\[
\vec{J}_{2NL} = Q_0 N(\xi, \vec{r}_\perp) v_0(x) f(x) \vec{e}_x
\]

(5.59)

with \(Q_0 = Q_{\text{ph}}(k)\) for \(k = k_0\) and for \(\omega_p = \omega_{\text{p0}}\). We know that the group velocity \(v_0\) is determined by

\[
v_0(x) = c \sqrt{1 - (\omega_p/\omega_0)^2 f(x)}.
\]

(5.60)

In order to give a simple physical explanation of the photon transition radiation, we consider the particular form of a sharp plasma boundary. We consider
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the simplest case of a boundary with infinitesimal width $\Delta \to 0$, such that $f(x) = H(-x)$, where $H(x)$ is the Heaviside function. We also assume that the duration of the bunch of photons is negligible, so that we can write

$$N(\xi, \vec{r}_\perp) = N(\vec{r}_\perp)\delta(\xi). \quad (5.61)$$

In this case, the nonlinear current becomes

$$\vec{J}_{2NL} = -Q_0 N(\vec{r}_\perp) v_0 H(-x) \delta(x - v_0 t) \vec{e}_x. \quad (5.62)$$

This means that the source term in the wave equation can be written as

$$\frac{\partial}{\partial t} \vec{J}_{2NL} = -Q_0 v_0 N(\vec{r}_\perp) \delta(t) \delta(x) \vec{e}_x. \quad (5.63)$$

We see that the source term is located both in space and time. In space, it is located precisely at the plasma boundary. In time it is located at the instant when the photon bunch crosses the boundary. This means that, in the vacuum region $(x > 0)$, the transverse field radiated by the boundary is determined by

$$\left(\nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2}\right) \vec{E} = -\mu_0 Q_0 v_0 N(\vec{r}_\perp) \vec{e}_x. \quad (5.64)$$

This equation shows that an infinitely sharp boundary will radiate an infinitely large spectrum. This is very similar to the well-known case of bremsstrahlung radiation, where the particle velocity changes and its charge remains constant (because it is an invariant). In contrast here, the velocity of the radiating particle remains nearly constant and its equivalent charge goes to zero.

In order to obtain a finite spectral width, we can replace equation (5.61) by a more realistic description of a bunch of photons coming out of the plasma. For instance, we can assume a Gaussian bunch described by

$$N(\xi, \vec{r}_\perp) = N(\vec{r}_\perp) \frac{1}{\sigma \sqrt{\pi}} \exp \left[ -\frac{\xi^2}{\sigma^2} \right]. \quad (5.65)$$

where $\sigma$ is the bunch width. The nonlinear current becomes

$$\vec{J}_{2NL} = -Q_0 v_0 N(\vec{r}_\perp) H(-x) \frac{\vec{e}_x}{\sigma \sqrt{\pi}} \exp \left[ -\frac{(x - v_0 t)^2}{\sigma^2} \right]. \quad (5.66)$$

The wave equation for the secondary radiated field can now be written as

$$\left(\nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2}\right) \vec{E}_2 = -\mu_0 Q_0 v_0 N(\vec{r}_\perp) \frac{\vec{e}_x}{\tau \sqrt{\pi}} \exp \left[ -\frac{\tau^2}{\tau^2} \right] \delta(x). \quad (5.67)$$
where $\tau$ is here $\sigma/v_0$.

Following a procedure similar to that of the previous section, we arrive at a general solution that can be written in the following simple way:

$$A_{\omega}(z) = A_0(\omega) e^{ikz}$$  \hspace{1cm} (5.68)

with

$$A_0(\omega) = i \mu_0 Q_0 \frac{\sqrt{v_0}}{2k} N(\vec{k}_\perp) \exp \left[ -\frac{\omega^2 \tau^2}{4} \right]$$  \hspace{1cm} (5.69)

where $k^2 = (\omega/c)^2 - k^2_\perp$, and

$$N(\vec{k}_\perp) = \int N(\vec{r}_\perp) e^{-i\vec{k}_\perp \cdot \vec{r}_\perp} \, d\vec{r}_\perp.$$  \hspace{1cm} (5.70)

This result shows that the energy radiated by the disappearing equivalent charge is proportional to the square of this charge, $Q^2_0$, and to the square of the photon velocity, $v^2_0$, as in the usual linear \cite{57} and nonlinear \cite{62} transition radiation processes. Furthermore, radiation is not emitted along the particle direction of motion because of the geometric factor $(\vec{e}_\omega^* \cdot \vec{e}_x)$. As already noticed, this factor is equal to zero for parallel radiation $\vec{k}_\perp = 0$, because of the transverse nature of the radiated field.

Finally, let us discuss the importance of the transverse dimensions of the burst of particles crossing the boundary. If these transverse dimensions are negligible, we can write $N(\vec{r}_\perp) = N_0(\vec{r}_\perp)$. In this case, we can use $N(\vec{k}_\perp) = 1$ in equation (5.70), and the radiated field will have a maximum for nearly perpendicular direction of propagation, where $(\vec{e}_\omega^* \cdot \vec{e}_x) \simeq 1$. In the opposite limit of an infinitely large bunch, such that $N(\vec{r}_\perp) = N_0$, and $N(\vec{k}_\perp) = (2\pi)^2 N_0(\vec{k}_\perp)$, we will have no transition radiation at all.

These simple calculations can obviously be refined, and the general case of an arbitrary photon distribution crossing an arbitrary plasma boundary can be studied with the aid of equations (5.37, 5.43). This shows that, in quite general conditions, a primary distribution of photons can radiate a large spectrum of electromagnetic waves (or secondary photons) when they cross a plasma boundary with nearly constant velocity. This is a direct consequence of their equivalent electric charge in a plasma.

This new kind of transition radiation is qualitatively similar to the usual transition radiation of charged particles (for instance electrons) moving across a dielectric discontinuity with constant velocity. In particular, the radiated power is proportional to the square of the particle velocity and of the particle equivalent charge. However, in some respects, the new type of transition radiation discussed here is also quite similar to the usual bremsstrahlung, with the difference that, instead of a change in velocity, we have a change in the value of the particle charge.
5.4 Photon Landau damping

In section 4.3 we considered the interaction of a photon distribution with an electron plasma wave moving with a relativistic phase velocity. But it can be easily recognized that our approach was not self-consistent in the sense that the electron plasma wave was defined \textit{a priori}, and its evolution was assumed to be independent of the radiation spectrum. Here we return to the same problem, but with a more consistent view of the physics of the photon–plasma interaction, in the sense that the electron plasma oscillations will be coupled to the photon field [14].

In equilibrium, we can characterize the plasma by its electron mean density \( n_0 \), and the radiation spectrum by some distribution of photons, \( N_k \), for instance the Planck distribution for a given plasma temperature \( T \). If the plasma is perturbed, the photon field will also be perturbed because they are coupled to each other.

This means that we can write, for the total electron plasma density \( n \) and for the total photon distribution \( N_k \), the following expressions:

\[ n = n_0 + \tilde{n}, \quad N_k = N_{k0} + \tilde{N}_k. \tag{5.71} \]

The objective of the present section is to show how the coupling between these two perturbed quantities can be described, and what are the new physical processes associated with it. If we use the electron fluid equations and Poisson’s equation for the electrostatic field, we can derive the following equation for the electron density perturbation:

\[ \frac{\partial^2 \tilde{n}}{\partial t^2} + \omega_{p0}^2 \tilde{n} - 3v_e^2 \nabla^2 \tilde{n} = -n_0 \nabla \cdot \varepsilon \varepsilon_0 \frac{\partial \tilde{E}_\omega}{\partial \omega} \tag{5.72} \]

where \( \omega_{p0} \) is the unperturbed electron plasma frequency and \( v_e = \sqrt{T/m} \) is the electron thermal velocity.

In this equation, the right-hand side describes the ponderomotive force due to the photon field. We can write it more explicitly as

\[ \left\{ \frac{\partial \tilde{v}}{\partial t} \right\} = -\frac{1}{2} \nabla |v|^2 = -\frac{1}{2} \left( \frac{e}{m} \right)^2 \nabla \int \frac{|E_k|^2}{\omega_k^2} \frac{dk}{(2\pi)^3}. \tag{5.73} \]

Here we have assumed the linear solution for the electron motion in the radiation field \( \tilde{v} = -i(e \tilde{E}_k/m \omega_k) \). This can also be written in terms of the photon number distribution, if we use the plane wave definition

\[ N_k = \frac{e}{8\pi} \left( \frac{\partial R}{\partial \omega} \right)_k |E_k|^2 \tag{5.74} \]

where \( R \equiv R(\omega, k) = 0 \) is the photon dispersion relation.
Replacing this in equation (5.72), we obtain
\[ \frac{\partial^2 \tilde{n}}{\partial t^2} + \omega_{p0}^2 \tilde{n} - 3v_e^2 \nabla^2 \tilde{n} = \frac{4}{m} \frac{\omega_{p0}^2}{\omega_k^2} v_e^2 \int \frac{\tilde{N}_k}{\omega_k^2} \left( \frac{\partial R/\partial \omega}{(2\pi)^3} \right) \, d\vec{k}. \]  
(5.75)

In the absence of any radiation field, \( \tilde{N}_k = 0 \), the right-hand side of this equation is equal to zero and, for perturbations of the form \( \tilde{n} \sim \exp(i \vec{k} \cdot \vec{r} - \omega t) \), this equation will lead to the well-known linear dispersion relation for electron plasma waves
\[ \omega^2 = \omega_{p0}^2 + 3v_e^2 k^2. \]  
(5.76)

It should be kept in mind that, in this equation, the frequency \( \omega \) and the wavenumber \( k \) are related to the electron plasma wave spectrum, and not to the photon spectrum. Furthermore, it is known from the plasma kinetic theory that this dispersion relation is only valid if the electron Landau damping is negligible, which implies that the phase velocity of the electrostatic wave has to be much larger than the electron thermal velocity: \( (\omega/k) \gg v_e \). We will come back to that point later.

In the general case where the radiation field is present and we have \( \tilde{N}_k \neq 0 \), equation (5.75) is coupled with the kinetic equation for the photon field which, after an appropriate linearization, determines \( \tilde{N}_k \) as a function of \( N_{\ell 0} \) and \( \tilde{n} \):
\[ \frac{\partial \tilde{N}_k}{\partial t} + v_k \cdot \frac{\partial \tilde{N}_k}{\partial \vec{r}} = -\vec{f} \cdot \frac{\partial N_{\ell 0}}{\partial \vec{k}}. \]  
(5.77)

According to our theory of photon acceleration, the force acting on the photons is determined by \( \vec{f} = -\nabla \omega_k \), where \( \omega_k = \sqrt{\omega_{p0}^2 + k^2 c^2} \). This leads to the following explicit expression for the force acting on the photons:
\[ \vec{f} = -\frac{1}{2\omega_k \epsilon_0 m} \epsilon^2 \nabla \tilde{n}. \]  
(5.78)

The pair of equations (5.75, 5.77) will then describe the coupling between the electron plasma waves associated with the density perturbation \( \tilde{n} \) and the photon number perturbations \( \tilde{N}_k \). Let us assume sinusoidal perturbations of the form
\[ \tilde{n}(\vec{r}, t) = \tilde{n}(t) e^{i\hat{k} \cdot \vec{r}}, \quad \tilde{N}_k(\vec{r}, t) = \tilde{N}_k(t) e^{i\hat{k} \cdot \vec{r}}. \]  
(5.79)

Here, the value of the wavevector \( \hat{k} \), characterizing the scale of the perturbation in both the electron density and the photon spectrum, should not be confused with the wavevector \( \hat{k}' \) characterizing a specific Fourier component of the photon spectrum. In physical terms we are dealing with a situation which only makes sense when we have \( \hat{k}' \gg \hat{k} \). This means that the electron plasma wave has a much larger scale length than the photons described by \( \tilde{N}_k \), which makes plausible the description of the transverse radiation field as a fluid of particles (the photons).
evolving in a slowly varying background medium (the plasma and its electrostatic wave).

Using equation (5.79) in equations (5.75, 5.77), we obtain

\[
\frac{\partial^2 \tilde{n}}{\partial t^2} + (\omega_p^2 + 3k^2v_e^2)\tilde{n} = -4\hbar k^2 \frac{\omega_p^2}{m} \int \frac{\tilde{N}_{k'}}{\omega^2(\partial R/\partial \omega)_{\omega'}} \frac{d\tilde{k}'}{(2\pi)^3} \tag{5.80}
\]

and

\[
\frac{\partial \tilde{N}_{k'}}{\partial t} + i\tilde{k} \cdot \tilde{v}_{k'} \tilde{N}_{k'} = \frac{i}{2\omega'} \frac{\varepsilon_0}{\epsilon_0}\tilde{n} \cdot \frac{\partial N_{k'}}{\partial k'} \tag{5.81}
\]

where \(\omega' \equiv \omega(k')\).

We can now follow the usual Landau approach [82], but apply it to the photon distribution and not to the electron distribution. This implies the use of a time Laplace transformation

\[
\tilde{n}(\omega) = \int_0^\infty \tilde{n} e^{\omega t} dt \tag{5.82}
\]

and a similar transformation for \(\tilde{N}_{k'}(\omega)\), where \(\omega\) is here a complex quantity.

From equation (5.81) we then get a relation between \(\tilde{n}(\omega)\) and \(\tilde{N}_{k'}(\omega)\):

\[
\tilde{N}_{k'} = -\frac{\tilde{n}}{2n_0} \frac{\omega_p^2}{\omega'} \frac{\tilde{k} \cdot (\partial N_{k'} / \partial \tilde{k}')}{\omega - \tilde{k} \cdot \tilde{v}(k')} \tag{5.83}
\]

Similarly, from equation (5.80) we get

\[
\left(\omega_p^2 + 3k^2v_e^2 - \omega^2\right)\tilde{n} = 2\omega_p^4 \frac{\hbar k^2}{m n_0} \int \frac{1}{\omega^3(\partial R/\partial \omega)_{\omega'}} \frac{\tilde{k} \cdot (\partial N_{k'} / \partial \tilde{k}')}{\omega - \tilde{k} \cdot \tilde{v}(k')} \frac{d\tilde{k}'}{(2\pi)^3}. \tag{5.84}
\]

We can use \((\partial R/\partial \omega)_{\omega'} \approx 2/\omega'\). From these two equations we can then derive the following expression:

\[
\omega^2 = 3k^2v_e^2 + \omega_p^2 \left[ 1 - \frac{\hbar k^2}{mn_0\omega_p^2} \int \frac{1}{\omega^2} \frac{\tilde{k} \cdot (\partial N_{k'} / \partial \tilde{k}')}{\omega - \tilde{k} \cdot \tilde{v}(k')} \frac{d\tilde{k}'}{(2\pi)^3} \right]. \tag{5.85}
\]

In order to develop this integral we have to consider separately the parallel and the perpendicular photon motion with respect to the propagation of the electron plasma wave. This can be done by defining

\[
\tilde{k}' = p_k \tilde{k} + \tilde{k}', \quad \tilde{v}(k') = u(p, \tilde{k}') \tilde{k} + \tilde{v}_{\perp}. \tag{5.86}
\]

The integral in equation (5.85) becomes

\[
\int \frac{1}{\omega^2} \frac{\tilde{k} \cdot (\partial N_{k'} / \partial \tilde{k}')}{\omega - \tilde{k} \cdot \tilde{v}(k')} \frac{d\tilde{k}'}{(2\pi)^3} = -\int \frac{\tilde{k}_1}{(2\pi)^3} \int \frac{dp}{\omega^2} \frac{\partial N_{k'} / \partial p}{u - (\omega/k)}. \tag{5.87}
\]
Developing the parallel photon velocity $u$ around the resonant value defined by $u(p_0) = \left(\frac{\omega}{k}\right)$

$$u(p, \vec{k}'_{\perp}) \simeq u(p_0, \vec{k}'_{\perp}) + (p - p_0) \left(\frac{\partial u}{\partial p}\right)_{p_0}$$  \hspace{1cm} (5.88)$$

we get

$$\int \frac{dp}{\omega'^2} \frac{\partial N_{k'/0}/\partial p}{u - (\omega/k)} \simeq \frac{1}{(\partial u/\partial p)_{p_0}} \int \frac{dp}{\omega'^2} \frac{\partial N_{k'/0}/\partial p}{p - p_0}. \hspace{1cm} (5.89)$$

This last integral can be written in the standard form

$$I(z) \equiv \int \frac{h(z)}{z-z_0} dz = P \int \frac{h(z)}{z-z_0} dz + i\pi h(z_0) \hspace{1cm} (5.90)$$

where $P \int$ means the Cauchy principal part of the integral.

Replacing this result in equation (5.85) and using $\omega = \omega_r + i\gamma$, we get from the real part of the resulting equation

$$\omega_r^2 = 3k^2v_0^2 \omega_p^2 \left[ 1 + \frac{\hbar k^2}{mn_0 \omega_p^2} P \int \frac{1}{p - p_0} \frac{\partial G_p}{\partial p} dp \right]. \hspace{1cm} (5.91)$$

and from the imaginary part

$$\gamma = \pi \frac{\hbar k^2 \omega_p^3}{2mn_0} \left( \frac{\partial G_p}{\partial p} \right)_{p_0} \hspace{1cm} (5.92)$$

In these two expressions, $G_p$ is a kind of reduced distribution function for the photon gas, which resulted from the integration of the equilibrium photon distribution $N_{k'/0}$ over the perpendicular directions:

$$G_p = \int \frac{1}{\omega'^2(p_0)} \frac{N_{k'/0}}{(\partial u/\partial p)_{p_0}} \frac{d\vec{k}'_{\perp}}{(2\pi)^3}. \hspace{1cm} (5.93)$$

Equations (5.91, 5.92) are the main results of this section. The first one represents the dispersion relation of electron plasma waves (in the high phase velocity regime) in the presence of a photon distribution. The second one determines the damping of these plasma waves due to the resonant interaction with the photon spectrum. Due to the similarities of this expression with the well-known electron Landau damping, this new damping effect can be called the photon Landau damping.

The similarities between the electron and the photon contributions can be stated in a more appropriate way if we notice that the dispersion relation (5.91) can be rewritten as

$$1 + \chi_e + \chi_{ph} = 0 \hspace{1cm} (5.94)$$

where $\chi_e$ is the electron susceptibility and $\chi_{ph}$ is the photon susceptibility.
According to equation (5.91) the electron susceptibility is
\[
\chi_e = -\frac{\omega_p^2}{\omega_r^2} - 3 \frac{k^2 v_e^2}{\omega_r^2} \quad (5.95)
\]
and the photon susceptibility is
\[
\chi_{ph} = -\frac{\hbar k^2}{m v_p} \frac{1}{p - p_0} \frac{\partial G_p}{\partial p} \, dp. \quad (5.96)
\]
As we have noticed already, the above expression for the electron susceptibility is only valid in the limit of very high phase velocities. In the general case, \(\chi_e\) would depend on the actual electron distribution function and moreover, an electron Landau damping would have to be added to the above photon Landau damping. These electron kinetic effects are well documented in plasma physics textbooks and will not be described here.

The important point to notice here is that these electron kinetic effects are negligible for electron plasma waves with high phase velocities, like those produced by intense laser pulses propagating in a plasma. In this case the resulting electron plasma waves (or wakefields) have relativistic phase velocities nearly equal to the laser pulse group velocity from which they originate.

The important conclusion of the above calculation is that, even in the absence of resonant electron populations which could exchange efficiently their energy with the electron plasma wave, the relativistic plasma perturbations can nevertheless exchange energy with the photon gas. The resulting wave damping is described by equation (5.92). This means that photon Landau damping can replace the electron Landau damping, showing that in many respects the photon dynamics in the field of an electrostatic wave in a plasma is similar to the electron dynamics, as already documented in chapter 3 for single photon trajectories.

For a plasma in thermal equilibrium at a temperature \(T\), the Planck distribution
\[
N_{k\theta} = \frac{\omega'}{\pi^2 c^3} \exp(\hbar \omega'/T) - 1 \quad (5.97)
\]
where \(\omega' = \sqrt{\omega_p^2 + k^2 c^2}\) should be used in the above equations.

Because of the derivative contained in the expression for the photon Landau damping (5.92) this equilibrium distribution will always lead to a negative value of \(\gamma\), or to a real wave damping. However, the situation can change if a photon beam is superposed on the Planck distribution. Then, in some regions of phase velocities, the derivative can be positive, indicating the possibility of a wave instability or wave growth. This will be illustrated below.

It should also be noticed that a quasi-linear diffusion coefficient for the photons can be derived from this theory, showing how the photon spectrum changes in the presence not of a single plasma wave as before, but in the presence of a spectrum of electron plasma waves [14].
5.5 Photon beam plasma instabilities

In order to illustrate the new physical aspects contained in the dispersion relation (5.94, 5.96) let us consider a one-dimensional problem where

\[ N_{k'0} = (2\pi)^2 N_k \delta(k_k') \]  

(5.98)

The photon susceptibility will then reduce to

\[ \chi_{ph} = \frac{\hbar k^2}{m n_0} \frac{\omega_{p0}^2}{\omega^2} \int \frac{1}{\omega_k} \frac{\partial N_k / \partial k'}{\omega_k - v(k')} \frac{dk'}{2\pi} \]  

(5.99)

where \( k' = k'_\parallel \). Using the photon (group) velocity

\[ v(k') = \frac{c^2 k'}{\omega_k} \]  

(5.100)

we obtain, after integration by parts,

\[ \int \frac{1}{\omega_k} \frac{\partial N_k / \partial k'}{\omega_k - (c^2 k' / \omega_k)} \frac{dk'}{2\pi} = -\frac{1}{c^2} \int \frac{1}{\omega_k} \frac{N_k}{(\omega_k / (\omega_k / c^2)) - k'^2} \frac{dk'}{2\pi}. \]  

(5.101)

Let us assume a mono-energetic photon beam propagating across the plasma:

\[ N_{k'} = 2\pi N_0 \delta(k' - k'_0). \]  

(5.102)

Using \( \omega_{k'} = \omega_{k'_0} \) we can write, after performing the integration,

\[ \chi_{ph} = -\frac{\hbar k^4}{m n_0} \frac{\omega_{p0}^4}{\omega^2 \omega_{k'_0}} \frac{k^2 c^2}{(\omega - ku_0)^2} \frac{N_0}{\omega_{k'_0}} \]  

(5.103)

where \( u_0 = v(k'_0) \).

Furthermore, if we neglect the electron thermal effects, the electron susceptibility reduces to

\[ \chi_e = -\frac{\omega_{p0}^2}{\omega^2}. \]  

(5.104)

The dispersion relation for the electron plasma waves (5.94) can then be written as

\[ 1 - \frac{\omega_{p0}^2}{\omega^2} \left[ 1 + \frac{\Omega^2}{(\omega - ku_0)^2} \right] = 0 \]  

(5.105)

where we have used

\[ \Omega^2 = \frac{\hbar k^4 c^2 \omega_{p0}^2}{m n_0 \omega_{k'_0}^4} N_0. \]  

(5.106)
We can see from equation (5.105) that this quantity \( \Omega \) plays nearly the same role in the photon susceptibility that is played by the electron plasma frequency \( \omega_{p0} \) in the electron susceptibility. Due to that, we can call it the effective photon plasma frequency.

But the analogy with a plasma frequency can be explored even further, and we can define a photon plasma frequency \( \Omega_{ph} \), formally identical to the electron plasma frequency, such that

\[
\Omega_{ph}^2 = \frac{Q_{ph}^2 N_0}{\epsilon_0 m_{eff}}
\]  

(5.107)

where \( Q_{ph} \) is the photon equivalent charge as determined by equation (5.37), and \( m_{eff} = \hbar \omega_{p0}/c^2 \) is the photon effective mass introduced in chapter 2. This means that we can write

\[
\Omega_{ph}^2 = \frac{4 \hbar N_0}{m n_0} \frac{\omega_{p0}^5}{(\omega_0 c)^2}.
\]  

(5.108)

Comparing this with equation (5.106), we obtain

\[
\Omega^2 = \frac{1}{4} \left( \frac{k c}{\omega_{p0}} \right)^4 \frac{\omega_{p0}}{\omega_0} \Omega_{ph}^2.
\]  

(5.109)

Noting that, for the electron plasma waves resonant with the photon beam, we always have \( k^2 c^2 \simeq \Omega_{p0}^2 \simeq \omega^2 \), we can also write the approximate expression

\[
\Omega^2 \simeq \frac{\omega_{p0}}{4 \omega_0} \Omega_{ph}^2.
\]  

(5.110)

We see that the effective photon plasma frequency \( \Omega \) is always significantly larger than the photon plasma frequency \( \Omega_{ph} \), as defined by equation (5.107). But, the fact that this quantity \( \Omega_{ph} \) appears in the photon susceptibility shows that the concept of the photon equivalent charge \( Q_{ph} \) is already implicit in the photon susceptibility term and in the photon Landau damping. If the photon effective charge did not exist, the photon Landau damping would not be possible. We can then conclude that the high-frequency photons behave in a plasma like any other charged particle.

Coming back to the dispersion relation (5.105), we can assume the resonant condition \( \omega_{p0} = k u_0 \), and we can write \( \omega = \omega_{p0} + i \mu \). We can then obtain the growth rate for the photon beam plasma instability as

\[
\mu = \frac{\sqrt{3}}{2} \omega_{p0} \left( \frac{\Omega^2}{2 \omega_{p0}^2} \right)^{1/3}.
\]  

(5.111)

We notice that this growth rate is proportional to the power \( 1/3 \) of the density of photons in the beam:

\[
\mu \propto N_0^{1/3}.
\]  

(5.112)
This instability is comparable to the usual beam plasma instability produced by the interaction of a monoenergetic electron beam (with mean velocity $u_0$) with a plasma, for which the growth rate is also proportional to the density of particles in the beam to the power $1/3$. This shows again that the photons behave, in this respect, just like electrons.

The photon beam plasma instability should also be compared with the forward Raman scattering [50], which occurs when a photon beam (with a well-defined field phase) interacts with a plasma. Electron plasma waves are also produced here, but the physical mechanism is completely different because it implies that the usual resonant conditions for wave decay are satisfied: $\omega_1 = \omega_0 \pm \omega$ and $k_1 = k_0 \pm k$, where $\omega_0$ and $k_0$ are the frequency and wavenumber of the scattered photons. This corresponds to the well-known energy and momentum conservation rules, which are clearly distinct from the resonance condition $\omega = ku_0$, applying to our photon beam plasma instability.

Furthermore, the maximum growth rate for the forward Raman scattering is determined by

$$\mu \approx \frac{\omega_0^2}{2\sqrt{2} \omega_0 \omega_0} \frac{v_0}{c}$$

where $v_0 = eE_0/m\omega_0$, and $E_0$ is the amplitude of the electric field associated with the incident photon beam.

We see that this new growth rate is proportional to $N_0^{1/2}$, in contrast with the result of equation (5.112), thus showing that the photon beam plasma instability is a new kind of instability, which is clearly distinct from the usual Raman decay instability.

### 5.6 Equivalent dipole in an optical fibre

We have shown that it is possible to define an equivalent photon charge in a plasma, which is a different way of describing the ponderomotive force or radiation pressure effects. Here we examine a similar concept for non-ionized dielectric media.

In particular, we examine a laser pulse propagation along an optical fibre having a second-order nonlinearity and show that an equivalent electric dipole can be derived [70]. The difference with respect to the plasma case is related to the absence of free electrons in this medium.

From Maxwell’s equations, in the absence of charge and current distributions, we can establish the following equation for the propagating electric field:

$$\nabla^2 \vec{E} - \nabla \left( \nabla \cdot \vec{E} \right) - \frac{1}{c^2} \frac{\partial^2 \vec{E}}{\partial t^2} = \mu_0 \frac{\partial^2 \vec{P}}{\partial t^2}.$$  \hspace{1cm} (5.114)
The polarization vector is \( \vec{P} = \vec{P}_L + \vec{P}_{NL} \), with the linear part defined by

\[
\vec{P}_L(t) = \epsilon_0 \int_0^\infty \chi^{(1)}(\tau) \cdot \vec{E}(t - \tau) \, d\tau.
\] (5.115)

The nonlinear part of the polarization vector, if we neglect dispersion effects, can be written as

\[
\vec{P}_{NL}(t) = \epsilon_0 \chi^{(2)} \cdot \vec{E}(t) \vec{E}(t) + \epsilon_0 \chi^{(3)} \cdot \vec{E}(t) \vec{E}(t) \vec{E}(t).
\] (5.116)

We now assume, as we already did for the plasma case, that the electric field can be divided into two terms: the dominant field associated with the propagating pulse \( \vec{E}_p \), and a secondary perturbation or radiation field, \( \vec{E}_r \), such that \(|\vec{E}_r| \ll |\vec{E}_p|\):

\[
\vec{E} = \vec{E}_p + \vec{E}_r.
\] (5.117)

To the lowest order in the perturbation field \( \vec{E}_r \), we can write from equations (5.114–5.117)

\[
\nabla^2 \vec{E}_r - \nabla \left( \nabla \cdot \vec{E}_r \right) - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \left[ \vec{E}_r + \int_0^\infty \chi^{(1)}(\tau) \cdot \vec{E}(t - \tau) \, d\tau \right] = \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \chi^{(3)} \cdot |\vec{E}_p|^2 \vec{E}_p.
\] (5.118)

From this equation we can obtain linear (if \( \chi^{(3)} = 0 \)) or nonlinear (if \( \chi^{(3)} \neq 0 \)) wave pulse solutions. In general, for propagation along an optical fibre, we can write both types of solution in the general form

\[
\vec{E}_p(\vec{r}, t) = \frac{\hat{a}_p}{2} \left[ R(\vec{r}_\perp) A(z, t) e^{i(kz-\nu_g t)} + \text{c.c.} \right].
\] (5.119)

This field is assumed to propagate along the fibre axial direction \( z \) with negligible pulse shape deformation, and with a group velocity \( \nu_g \).

To the first order in the radiation field \( \vec{E}_r \), and assuming for convenience that \( \chi^{(2)} \) is of the same order of \( \vec{E}_r \), we get from equations (5.114–5.117)

\[
\nabla^2 \vec{E}_r - \nabla \left( \nabla \cdot \vec{E}_r \right) - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \left[ \vec{E}_r + \int_0^\infty \chi^{(1)}(\tau) \cdot \vec{E}(t - \tau) \, d\tau \right] = \mu_0 \frac{\partial}{\partial t} \vec{J}_r
\] (5.120)

where \( \vec{J}_r \) is the nonlinear polarization current, defined by

\[
\vec{J}_r = \epsilon_0 \frac{\partial}{\partial t} \left[ \chi^{(2)} \cdot \vec{E}_p \vec{E}_p + \chi^{(3)} \cdot |\vec{E}_p|^2 \hat{a}_p \hat{a}_p \vec{E}_r \right].
\] (5.121)
Using equation (5.119), we can see that
\[
\vec{E}_p(\vec{r}, t) \vec{E}_p(\vec{r}, t) = \frac{1}{4} \hat{a}_p \hat{a}_p \left[ R^2(\vec{r}_\perp) A^2(z, t) e^{2i(kz - \omega t)} + |R(\vec{r}_\perp)|^2 |a(z, t)|^2 + \text{c.c.} \right].
\] (5.122)

The first term oscillates in time as \(\exp(2i\omega t)\) and is associated with harmonic generation. Its physical content is well understood and, for this reason, we can ignore it here.

The term in \(\chi^{(3)}\) describes the scattering of a probe radiation field by the main pulse and can also be ignored because it does not play any role in the effect to be discussed here. For simplicity, we will use \(\chi^{(2)} \cdot \hat{a}_p \hat{a}_p = \chi^{(2)} \hat{e}\) in the remaining term.

The nonlinear polarization current \(\vec{J}_t\) is then reduced to
\[
\vec{J}_t = \frac{\epsilon_0}{2} \chi^{(2)} \frac{\partial}{\partial t} W(\vec{r}, t) \hat{e}
\] (5.123)
where we have used
\[
W(\vec{r}, t) = |R(\vec{r}_\perp)|^2 |A(z, t)|^2.
\] (5.124)

It is obvious that, if the main pulse moves along the fibre with no significant change in its envelope shape, we can write
\[
W(\vec{r}, t) \equiv W(\vec{r}_\perp, z - v_g t).
\] (5.125)

This means that the time derivative appearing in equation (5.123) can be replaced by a space derivative
\[
\frac{\partial}{\partial t} W = -v_g \frac{\partial}{\partial z} W.
\] (5.126)

As a result of this replacement, we can rewrite the nonlinear polarization current as the product of a charge with a velocity
\[
\vec{J}_t = v_g Q(\vec{r}, t) \hat{e}.
\] (5.127)

This quantity \(Q(\vec{r}, t)\) can be called the equivalent charge distribution of the main pulse, and it is determined by
\[
Q(\vec{r}, t) = -\frac{\epsilon_0}{2} \chi^{(2)} \frac{\partial}{\partial z} W(\vec{r}_\perp, z - v_g t).
\] (5.128)

This is clearly a dipole charge distribution because the space derivative reverses its sign when we move from the front to the rear of the pulse. This clearly contrasts with the plasma case where, due to the existence of free electrons which are pushed away by the electromagnetic pulse, the equivalent charge distribution reduces to a negative monopole charge.
An interesting feature is that the total equivalent charge here is equal to zero, as can be seen by integrating the distribution (5.128) along the pulse distribution:

$$\int_{-\infty}^{\infty} Q(z, t) \, dz = -\frac{\varepsilon_0}{2} \chi^{(2)} \int \frac{\partial}{\partial z} W \, dz = -\frac{\varepsilon_0}{2} \chi^{(2)} [W]_{-\infty}^{\infty} = 0. \tag{5.129}$$

This means that we have here total charge conservation, which is physically quite reassuring. Furthermore, this property is independent of the actual shape of the pulse.

Let us consider the interesting limiting case of a rectangular pulse: the equivalent charge distribution reduces to two point charges, one negative and the other positive, corresponding to

$$Q(\vec{r}, t) = -Q_{eq}(\vec{r}_{\perp}) \left[ \delta \left( z - \frac{L}{2} - v_g t \right) - \delta \left( z + \frac{L}{2} - v_g t \right) \right]. \tag{5.130}$$

where

$$Q_{eq} = \frac{\varepsilon}{2} \chi^{(2)} W_0(\vec{r}_{\perp}) \tag{5.131}$$

for a pulse of length $L$ and maximum intensity $W_0$.

Replacing equation (5.127) in equation (5.120) we can determine the secondary field $\vec{E}_r$ created by this moving dipole:

$$\nabla^2 \vec{E}_r - \nabla \left( \nabla \cdot \vec{E}_r \right) - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \left[ \vec{E}_r + \int_0^\infty \chi^{(1)} \cdot \vec{E}_r(t - \tau) \, d\tau \right] = \frac{1}{c^2} \frac{\partial}{\partial t} v_g Q(\vec{r}, t) \hat{e}. \tag{5.132}$$

It should be noticed that this secondary field is not always a radiation field. For instance, in a homogeneous medium, where both the main pulse velocity $v_g$ and the charge amplitude $Q_{eq}$ are constant, it will reduce to a near field. But even in this case we can imagine an external loop where the existence of such a field can eventually be detected.

Radiation will typically occur in two distinct situations: first, when the group velocity $v_g$ changes due to a space dependence of the linear susceptibility of the medium $\chi^{(1)}$; second, when the charge amplitude changes due to the space variation of the nonlinear susceptibility $\chi^{(2)}$.

These two radiation mechanisms are clearly distinct from those usually considered in the literature [2], which are mainly concerned with soliton propagation in inhomogeneous but centro-symmetric media, where the second-order nonlinearities are forbidden ($\chi^{(2)} = 0$). In this case, the source of radiation is a linear term of the form $\delta \chi^{(1)} E_p$, where $\delta \chi^{(1)}$ is the perturbation of the linear susceptibility due to the inhomogeneities of the medium. In contrast with our present radiation mechanism, which is clearly associated with an acceleration of the moving dipole, these more common aspects of secondary radiation can be
Figure 5.1. Equivalent dipole distribution for (a) a sech laser pulse, and (b) a nearly rectangular pulse.

described as scattering of the lowest order pulse field by the local inhomogeneities of the medium.

Let us study equation (5.132) in more detail, and introduce a time Fourier transformation of the field as

$$\tilde{E}_t(\vec{r}, t) = \int_{-\infty}^{\infty} \tilde{E}_{io}(\vec{r}) e^{-i\omega t} \frac{d\omega}{2\pi}. \tag{5.133}$$
The Fourier components $\vec{E}_\omega$ will be determined by the equation

$$\left[ \nabla^2 + \frac{\omega^2}{c^2} \epsilon(\omega) \right] \vec{E}_\omega - \nabla \left( \nabla \cdot \vec{E}_\omega \right) = \frac{i \omega}{c} \hat{e} \int_{-\infty}^{\infty} v_\parallel(z) Q(\vec{r}_\perp, z, t) e^{i\omega t} dt$$

(5.134)

where $\epsilon(\omega)$ is the linear dielectric function of the medium.

Let us retain our attention on radiated transverse fields, such that $\nabla \cdot \vec{E}_\omega = 0$. Furthermore, in a cylindric geometry, we can use

$$\vec{E}_\omega(\vec{r}) = R_\omega(\vec{r}_\perp) A_\omega(z) \hat{e}_\omega.$$  

(5.135)

Replacing it in the above equation, we get

$$\left[ A_\omega \nabla^2_\perp R_\omega + R_\omega \frac{\partial^2}{\partial z^2} A_\omega \right] + \frac{\omega^2}{c^2} \epsilon(\omega) R_\omega A_\omega = \frac{i \omega}{c} (\hat{e} \cdot \hat{e}_\omega) v_\parallel(z) \int_{-\infty}^{\infty} Q(\vec{r}_\parallel, t) e^{i\omega t} dt.$$  

(5.136)

This equation can be solved by considering first the corresponding homogeneous equation

$$\nabla^2_\perp R_\omega + \frac{\partial^2}{\partial z^2} A_\omega + \frac{\omega^2}{c^2} \epsilon(\omega) = 0.$$  

(5.137)

If we assume that the radial field amplitude $R_\omega$ is determined by the equation

$$\nabla^2_\perp R_\omega = -k_\perp^2 R_\omega$$  

(5.138)

where $k_\perp$ is the perpendicular wavenumber, the axial field amplitude $A_\omega$ will have the solution

$$A_\omega = A_{\pm} e^{\pm ikz}.$$  

(5.139)

The axial wavenumber $k$ is determined by the relation

$$k^2 = \frac{\omega^2}{c^2} \epsilon(\omega) - k_\perp^2.$$  

(5.140)

Returning to equation (5.136), we can write the inhomogeneous equation for the axial field amplitude $A_\omega$ in the form

$$\frac{\partial^2 A_\omega}{\partial z^2} + k^2 A_\omega = \frac{i \omega}{c} (\hat{e} \cdot \hat{e}_\omega) v_\parallel(z) \int_{-\infty}^{\infty} q(z, t) e^{i\omega t} dt$$  

(5.141)

where $q(z, t)$ is the axial equivalent charge distribution, determined by

$$q(z, t) = \int \frac{R_\omega^*(\vec{r}_\perp) Q(\vec{r}_\perp, z, t) d\vec{r}_\perp}{\int |R_\omega(\vec{r}_\perp)|^2 d\vec{r}_\perp}.$$  

(5.142)
We now use the well-known method of the variation of parameters to solve equation (5.141). For forward propagation, we obtain

\[ A_\omega(z) = \frac{i \omega}{w} [\hat{e} \cdot \hat{e}_\omega] e^{ikz} \int dt e^{i\omega t} \int_{z_0}^z dz' v_g(z') g(z', t) e^{-ikz} \]  

(5.143)

where the Wronskian is \( w = 2ik \).

To be more specific, let us assume that we have an axial modulation of the nonlinear properties of the optical fibre, which can be described by

\[ v_g(z) = v_0 = \text{const}, \quad \chi^{(2)} = \chi_{20} [1 + \delta \cos(k_0 z)]. \]  

(5.144)

This means that we can replace, in the above solution, the axial equivalent charge by

\[ q(z, t) = q_0(z, t) \delta \cos k_0 z. \]  

(5.145)

The forward field solution becomes

\[ A_\omega(z) = A_0 e^{ikz} \int dt e^{i\omega t} \int_{z_0}^z dz' q_0(z', t) \cos(k_0 z) e^{-ikz} \]  

(5.146)

with an amplitude

\[ A_0 = \frac{\omega}{2k_c} [\hat{e} \cdot \hat{e}_\omega] v_0 \delta. \]  

(5.147)

In the particular case of a rectangular pulse shape, as described by equation (5.130), we can write

\[ q_0(z, t) = q_0 \left[ \delta \left( z - \frac{L}{2} - v_0 t \right) - \delta \left( z + \frac{L}{2} - v_0 t \right) \right]. \]  

(5.148)

We can now easily integrate equation (5.146) in \( z \), for a very long fibre, and we obtain

\[ A_\omega(z) = A_0 q_0 e^{ikz} \int e^{i\omega t} \left[ \cos \left( \frac{k_0}{2} + k_0 v_0 t \right) e^{-ik(L/2) - ikv_0 t} \right. \]

\[ - \cos \left( \frac{k_0}{2} - k_0 v_0 t \right) e^{ik(L/2) - ikv_0 t} \left. \right] \]  

(5.149)

From this equation it can then be concluded that two distinct frequencies are radiated by the main pulse when it propagates in a modulated optical fibre:

\[ A_\omega(z) = 2\pi i A_0 q_0 \left\{ \sin \left[ (k_0 - k) \frac{L}{2} \right] \delta(\omega - \omega_1) \right. \]

\[ + \sin \left[ (k_0 + k) \frac{L}{2} \right] \delta(\omega - \omega_2) \left. \right\} e^{ikz}. \]  

(5.150)

The values of the two frequencies are determined by

\[ \omega_1 = v_0 (k - k_0), \quad \omega_2 = v_0 (k + k_0). \]  

(5.151)
Photon equivalent charge

When the wavelength of the radiated field is nearly equal to the characteristic wavelength of the fibre inhomogeneity, \( k \simeq k_0 \), we have \( \omega_1 \simeq 0 \) and \( \omega_2 \simeq 2v_0k_0 \). This means that, in this case, \( \omega_2 \) is a kind of second harmonic.

Finally, we note that, for the more general situation of a pulse with an arbitrary shape, the solution (5.150) is replaced by

\[
A_\omega(z) = \pi A_0 e^{ikz} \int q_0(\xi) \left[ e^{i(k_0-k)\xi} \delta(\omega - \omega_1) + e^{-i(k_0-k)\xi} \delta(\omega - \omega_2) \right] d\xi
\]

with \( \xi = x - v_0t \).

This radiation process is a direct consequence of the existence of an equivalent dipole charge of the optical pulse propagating in an optical medium with second-order nonlinearities. As already noticed for the plasma case treated in section 5.2, it can be considered as the analogue of the electron ondulator, or another version of the photon ondulator.
In previous chapters we were able to describe a large number of different physical phenomena using the Hamiltonian approach to photon dynamics, either in its simple form of single photon trajectories or in its more elaborated version of the photon kinetic theory. However, the geometric optics approximation associated with this elegant and powerful approach is not capable of explaining such basic and sometimes important phenomena as partial reflection and mode coupling.

A full wave description of the electromagnetic radiation is therefore necessary, and it will be the subject of the present and the next chapters. Several papers have been devoted to this problem [26, 27, 78, 118, 123].

In chapter 3 we showed that an effect similar to the usual refraction, which we called time refraction, could take place. Here we will see that a new effect, which, in the same spirit, can be called time reflection, can also take place.

6.1 Space and time reflection

For comparison with the cases of time-varying media, we start first by reminding ourselves of the well-known derivation of the Fresnel formulae, by considering reflection and transmission of an incident electromagnetic wave at the boundary between two stationary dielectric media.

6.1.1 Reflection and refraction

Let us assume two different media, with dielectric constants $\epsilon_1$ and $\epsilon_2$, with a sharp boundary at the plane $x = 0$. If a plane wave with frequency $\omega$ and wavevector $\vec{k}_i$ propagates along the $x$-axis and interacts with this boundary, the total electric field will be determined by

$$
\vec{E}(x,t) = \begin{cases} 
\vec{E}_i \exp i(k_i x - \omega t) + \vec{E}_r \exp i(k_r x - \omega t), & (x < 0) \\
\vec{E}_t \exp i(k_t x - \omega t), & (x > 0).
\end{cases} \tag{6.1}
$$
Full wave theory

This field has three different terms, corresponding to the incident, the reflected and the transmitted waves. These waves have to satisfy the dispersion relations of both media, which implies that

\[ k_i = \frac{\omega}{c} n_1, \quad k_r = -k_i, \quad k_t = k_i \frac{n_2}{n_1} \]  

(6.2)

with the refractive indices \( n_{1,2} = \sqrt{\varepsilon_{1,2}} \).

In order to establish a relation between the field amplitudes \( \vec{E}_i, \vec{E}_r \) and \( \vec{E}_t \), we have to state the associated boundary conditions. These are determined by Maxwell’s equations. In the absence of charge and current distributions in the media \((\rho = 0, \vec{J} = 0)\), these equations are

\[ \nabla \times \vec{E} = -\frac{\partial \vec{B}}{\partial t}, \quad \nabla \times \vec{H} = \frac{\partial \vec{D}}{\partial t} \]  

(6.3)

and

\[ \nabla \cdot \vec{D} = 0, \quad \nabla \cdot \vec{B} = 0. \]  

(6.4)

It is well known that, in order to satisfy the first pair of equations, the components of \( \vec{E} \) and \( \vec{H} \) tangent to the boundary have to be continuous across this boundary:

\[ (\vec{E}_1 - \vec{E}_2) \times \vec{e}_x = 0, \quad (\vec{H}_1 - \vec{H}_2) \times \vec{e}_x = 0. \]  

(6.5)

From equations (6.3) we realize that, for plane waves propagating in non-magnetic media, we can write

\[ \vec{B} \equiv \mu_0 \vec{H} = \frac{k \times \vec{E}}{\omega}. \]  

(6.6)

Assuming perpendicular polarization \((\vec{E} \cdot \vec{e}_x = 0)\), and using the wavenumber relations (6.2), we can write the boundary conditions (6.5) in the form

\[ E_i + E_t = E_i, \quad E_i - E_t = E_i \frac{n_2}{n_1}. \]  

(6.7)

From this we derive the well-known Fresnel formulae for normal wave incidence

\[ T \equiv \frac{E_t}{E_i} = \frac{2n_1}{n_1 + n_2}, \quad R \equiv \frac{E_r}{E_i} = \frac{n_1 - n_2}{n_1 + n_2}. \]  

(6.8)

These expressions verify the simple relation

\[ 1 + R = T. \]  

(6.9)

These results are extremely well known and we should not insist on their physical significance. We should instead use them as a reference guide for the less understood time-varying processes.
6.1.2 Time reflection

Let us turn to the opposite situation of a time discontinuity (or a time boundary) occurring in a homogeneous and infinite medium. For times $t < 0$, the medium will have a refractive index $n_1$ everywhere and, for $t = 0$ the refractive index will be suddenly shifted to a new value $n_2$.

The electric field associated with a plane wave propagating in the medium, with the initial frequency $\omega_i$, will be described by an expression similar to equation (6.1)

$$\vec{E}(x,t) = \begin{cases} \vec{E}_i \exp i(kx - \omega_i t), & (t < 0) \\ \vec{E}_r \exp i(kx - \omega_r t) + \vec{E}_t \exp i(kx - \omega_t t), & (t > 0). \end{cases}$$

(6.10)

As before, the three distinct plane waves have to satisfy the linear dispersion relations of the medium, which implies that

$$\omega_i = kc \frac{n_i}{n_1}, \quad \omega_r = -\omega_t = \omega_i \frac{n_1}{n_2}.$$  

(6.11)

We should take notice of the symmetry between these relations and those of equation (6.2). It can easily be understood that the negative frequency mode corresponds indeed to a reflected wave because, in order to describe a real wave, we have to add to fields (6.1, 6.10) their complex conjugates. This operation will then lead to the appearance of a plane wave with positive frequency and propagating in the opposite direction with respect to that of the initial wave: $\vec{E}_r^* \exp[-i(kx + |\omega_r| t)]$.

In order to determine the relative amplitudes of the transmitted and the reflected waves, we have to establish the time continuity conditions for the electromagnetic field. We can see from Maxwell’s equations (6.3, 6.4) that they only contain the time derivatives of the fields $\vec{D}$ and $\vec{B}$. These equations can only stay valid for all times if these two fields are continuously varying in time.

The time continuity conditions are then given by

$$\vec{D}(t = 0^-) = \vec{D}(t = 0^+), \quad \vec{B}(t = 0^-) = \vec{B}(t = 0^+).$$

(6.12)

Expressing the fields $\vec{D}$ and $\vec{B}$ in terms of the electric field $\vec{E}$ for the three distinct waves present in equation (6.10), we can rewrite these continuity conditions as

$$n_i^2 E_i = n_2^2 (E_r + E_t), \quad E_i = -E_r + E_t \frac{n_2^2}{n_i^2}.$$  

(6.13)

This means that the well-known continuity conditions (6.7), valid for a sharp spatial boundary in the dielectric properties of the propagating medium, are replaced by these new conditions in the case of a sharp time boundary. The explicit result for the reflected and the transmitted wave amplitudes is

$$R = \frac{E_t}{E_i} = \frac{1}{2} \left( \frac{n_i^2}{n_2^2} - 1 \right), \quad T = \frac{E_i}{E_i} = \frac{1}{2} \left( \frac{n_i^2}{n_2^2} + 1 \right).$$

(6.14)
A simple relation between $R$ and $T$ can also be established here:

$$T + R = \frac{n_1^2}{n_2^2}.$$  \hfill (6.15)

These equations can be called the Fresnel formulae for time reflection. They are very similar to the usual Fresnel formulae (6.8), but they also show quite surprising differences.

The first surprise is that a time discontinuity can lead to a reflected wave, that is, a wave propagating in the opposite direction with respect to the initial wave. The second is that the amplitudes of both the reflected and the transmitted waves can be very large if the value of the new refractive index $n_2$ is very low. This can be obtained, for instance, by plasma creation (or flash ionization) with a nearly resonant plasma frequency $\omega_p \sim \omega_t$. This means that we could expect to produce electromagnetic energy out of nearly nothing, in exactly the same way as photons can be created from a vacuum in quantum models. In this case, of course, the amount of energy of the waves created by time reflection would have to be furnished by the external agent responsible for the sudden ionization process.

We should however notice that the limit of $n_2 = 0$ cannot be properly described by the above model because it does not take into account the existence of the electrostatic mode, which can be excited in the medium when its dielectric constant is equal to zero. As we know, for a plasma, this is the electron plasma wave. The field of this electrostatic wave would have to be added to the above continuity conditions. Furthermore, for the plasma case, there are important qualitative differences related, not only to dispersion, but also to the appearance of a magnetic mode, as will be seen later.

A large amount of work has been devoted to the problem of wave transformation due to a sudden creation of a plasma medium, in several different configurations including the presence of a static magnetic field [44]. However, the concept of time refraction was never explored.

### 6.2 Generalized Fresnel formulae

We can generalize the above treatment of independent space and time discontinuities by considering the case of a sharp boundary of the refractive index moving in space with a constant velocity $\vec{u} = u\hat{e}_x$. An earlier discussion of this problem can be found in reference [110].

Let us assume an incident wave of the form

$$\vec{E}_i \exp i(k_i x - \omega_i t)$$ \hfill (6.16)

with $k_i = (\omega_i/c)n_1$. In the reference frame moving with the boundary, the same wave will be represented by

$$\vec{E}'_i \exp i(k'_i x' - \omega'_i t').$$ \hfill (6.17)
Let us invoke the Lorentz transformations from the moving frame to the rest frame:

\[ x = \gamma(x' + ut'), \quad t = \gamma \left( t' + \frac{\beta}{c} x' \right) \]  \hspace{1cm} (6.18)

with \( \beta = u/c \) and \( \gamma^{-2} = (1 - \beta^2) \).

We know that the field phase in equations (6.16, 6.17) is a relativistic invariant, which means that \( k_x - \omega t = k'_x - \omega' t' \). Replacing equations (6.18) in this equality, and separately equating the terms containing \( x' \) and \( t' \), we obtain the appropriate Lorentz transformations for the frequency and the wavenumber:

\[ \omega' = \gamma \omega (1 - \beta n_1), \quad k'_i = \gamma k_i \left( 1 - \frac{\beta}{n_1} \right). \]  \hspace{1cm} (6.19)

From this we get the dispersion relation in the moving frame

\[ k'_i = \frac{\omega'}{c n'_1} \]  \hspace{1cm} (6.20)

with

\[ n'_1 = \frac{n_1 - \beta}{1 - \beta n_1}. \]  \hspace{1cm} (6.21)

This equation relates the values of the refractive index as seen in the moving and in the rest frames. It is a very simple and useful result which, surprisingly, cannot easily be found in the literature.

Of course, this transformation is only valid for a non-dispersive medium. The case of a plasma will be considered below. We are now able to repeat, in the moving frame, the above derivation of the Fresnel formulae (6.8). To do this we assume that the total electric field in this frame is formally identical to that of equation (6.2), i.e.

\[ \tilde{E}'(x', t') = \begin{cases} \tilde{E}'_2 \exp i(k'_r x' - \omega' t') + \tilde{E}'_1 \exp i(k'_i x' - \omega' t'), & (x' < 0) \\ \tilde{E}'_1 \exp i(k'_r x' - \omega' t'), & (x' > 0), \end{cases} \]  \hspace{1cm} (6.22)

In analogy with equation (6.2), the three different wavenumbers are related by \( k'_r = -k'_i \) and \( k'_i = k'_r(n'_2/n'_1) \). This leads to the result

\[ \frac{E'_r}{E'_i} = \frac{1 - w}{1 + w}, \quad \frac{E'_r}{E'_i} = \frac{2}{1 + w} \]  \hspace{1cm} (6.23)

with \( w = (k'_r/k'_i) = (n'_2/n'_1) \).

Let us see how such a result can be extended to the plasma case. To do that we assume that medium 1 is just the vacuum region and medium 2 is a plasma moving in a vacuum with velocity \( u \). This means that the particles contained in the plasma medium (electrons and ions) all move with an average velocity equal to \( u \).
Full wave theory

It can easily be realized that the plasma frequency is a relativistic invariant

\[ \omega^2_p = k^2 c^2 - \omega^2 = k'^2 c^2 - \omega'^2. \]  

This means that, for the plasma case, equation (6.21) is not valid and we have

\[ w = \left| \frac{k c}{\omega'} \right| = \sqrt{1 - \frac{\omega_p^2}{\omega'^2}}. \]  

(6.25)

We clearly see that \( w = 0 \) defines a cut-off condition and that total reflection will occur for

\[ \omega_p^2 = \omega^2 \frac{1 + \beta}{1 - \beta}. \]  

(6.26)

This is in agreement with our single photon model of chapter 3. The transformations (6.23) stay valid for the moving plasma case if we assume that \( w \) is determined by equation (6.25).

We can now make a Lorentz transformation of the electric fields back to the rest frame. For the field of the incident wave, we have

\[ E'_i = \gamma (E_i - u B_i) = \gamma E_i (1 - \beta n_1). \]  

(6.27)

For the reflected wave \( \beta \) is replaced by \(-\beta\) and for the transmitted wave \( n_1 \) is replaced by \( n_2 \). From equations (6.23) we then get

\[ R \equiv \frac{E_t}{E_i} = \frac{1 - \beta n_1}{1 + \beta n_1} \frac{1 - w}{1 + w}, \quad T \equiv \frac{E_t}{E_i} = \frac{1 - \beta n_1}{1 - \beta n_1} \frac{2}{1 + w}. \]  

(6.28)

We can easily find that

\[ 1 + R = T \frac{1 - \beta n_2}{1 - \beta n_1}. \]  

(6.29)

These equations can be called the generalized Fresnel formulae for moving dielectric perturbations. We notice that for a stationary boundary, \( \beta = 0 \), these equations reduce to (6.8, 6.9), as expected.

In the limit of an infinite velocity, \( \beta \to \infty \), which would be the case for a time discontinuity, equation (6.29) also reduces to (6.15). However, in this limit, equations (6.28) do not reduce to the Fresnel formulae for time reflection (6.14). This apparent incongruence is due to the fact that the calculations presented in this section are based on Lorentz transformations and therefore they are not valid for \( \beta > 1 \).

### 6.3 Magnetic mode

An interesting new effect occurs when the moving discontinuity of the refractive index is associated with an ionization front. We are referring to the excitation of
a purely magnetic mode [53, 97]. This will be examined here in some detail and will be compared with the (at first sight) generic results of the previous section.

Let us study the problem in the frame of the moving ionization front. In this frame, the atoms of the neutral gas region are seen to flow with a velocity $-u$ and to disappear at the front discontinuity $x' = 0$.

On the other hand, the plasma electrons (assuming that they are created with zero kinetic velocity) will appear to flow away from that front with exactly the same speed. The electron equation of motion can be written, in the same reference frame, as

$$\frac{d\vec{v}}{dt'} = -\frac{e}{m\gamma} (\vec{E}' - u\vec{e}_x \times \vec{B}')$$

with

$$\frac{d}{dt'} = \frac{\partial}{\partial t'} - u \frac{\partial}{\partial x'}.$$  

(6.30)

(6.31)

Notice that, if instead of an ionization front we were considering a plasma moving with the same velocity, we would have to use $u = 0$ in these equations, because the plasma electrons would be moving with the front. The electric and magnetic fields $\vec{E}'$ and $\vec{B}'$ are determined by Maxwell's equations (6.3), which can now be written as

$$\nabla' \times \vec{E}' = -\mu_0 \frac{\partial \vec{H}'}{\partial t'}, \quad \nabla' \times \vec{H}' = \vec{j}' + \varepsilon_0 \frac{\partial \vec{E}'}{\partial t'}$$

(6.32)

where the electron current is simply

$$\vec{j}' = -e\gamma \vec{v}'$$

(6.33)
and \( n_0 \) is the electron mean density in the rest frame.

We can now solve these equations by assuming that the fields evolve in space and time according to \( \exp i(k'x' - \omega't') \). We obtain

\[
i(\omega' + k'u)\vec{v}' = \frac{e}{m\gamma} \left[ \vec{E}' - \frac{u}{\omega'} \vec{v}' \times (\vec{k'} \times \vec{E}') \right]
\]

\[
i \left[ k' \times (\vec{k'} \times \vec{E}') + \frac{\omega'^2}{c^2} \right] \vec{E}' = -en_0\gamma\mu_0\omega'\vec{v}'.
\]

Notice that we cannot divide the first of these equations by \((\omega' + k'u)\) because such a factor can eventually be equal to zero, as will be shown below. From these two equations we can easily derive the following dispersion relation, valid for transverse modes \((\vec{k'} \cdot \vec{E}') = 0\) in the plasma region:

\[
(k'^2c^2 + \omega_p^2 - \omega'^2)(\omega' + k'u) = 0.
\]

This shows that, for a given frequency, two distinct modes are possible:

\[
k' = \frac{\omega'}{c}\sqrt{1 - (\omega_p/\omega')^2}
\]

and

\[
k' = k'_m = -\frac{\omega'}{u}.
\]

The first mode is the usual transverse electromagnetic mode in a plasma. The second mode can be called the magnetic mode because its electric field is equal to zero in the rest frame. This can be seen by noting that, according to Maxwell’s equations (6.32), we have

\[
E'_m = \frac{\omega'}{k'_m}B'_m = -uB'_m.
\]

Using the Lorentz transformation for the electric field we get, in the rest frame,

\[
E_m = \gamma(E'_m + uB'_m) = 0.
\]

Similarly, it can be shown that its frequency in the rest frame is also equal to zero:

\[
\omega_m = \gamma(\omega' + uk'_m) = 0, \quad k_m = \gamma \left( k'_m + \beta\omega'/c \right) = \frac{\omega}{c} \frac{1 - \beta}{1 + \beta^2}.
\]

This shows that the magnetic mode is a purely magnetostatic perturbation in the rest frame, with zero frequency but a finite wavelength \( 2\pi/k_m \neq 0 \). From the
above discussion we can conclude that the total electric field associated with an ionization front will have four (and not three) distinct waves:

\[
\vec{E}'(x', t') = \begin{cases} 
\vec{E}'_i \exp(i(k'_ix' - \omega't')), & (x' < 0) \\
\vec{E}'_r \exp(i(k'_rx' - \omega't')) + E'_m \exp(i(k'_mx' - \omega't')), & (x' > 0).
\end{cases}
\]

(6.42)

The continuity conditions for the transverse fields \(\vec{E}'\) and \(\vec{B}'\) can then be stated as

\[
E'_i + E'_r = E'_i + E'_m, \quad E'_i - E'_r = E'_i \frac{k'_i}{k_i} - E'_m \frac{k'_m}{k'_i},
\]

(6.43)

where

\[
k'_r/k'_i = w = \sqrt{1 - (\omega_p/\omega')^2}, \quad k'_m/k'_i = -\frac{1}{\beta}.
\]

(6.44)

We need to complement the two continuity conditions (6.43) by another condition because we have here three unknown field amplitudes. This extra condition is provided by the second of Maxwell’s equations (6.32).

We notice that the current \(\vec{J}'\) is continuous across the front boundary if we assume that the electrons are created with zero net velocity: \(\vec{J}' = \vec{v}' = 0\) for \(x' = 0\). Because the electric field is also continuous, this implies that \(\partial \vec{B}'/\partial x'\) will also be continuous across the boundary:

\[
\left( \frac{\partial \vec{B}'}{\partial x'} \right)_{x' = 0^-} = \left( \frac{\partial \vec{B}'}{\partial x'} \right)_{x' = 0^+}.
\]

(6.45)

This new continuity condition can be rewritten as

\[
k'_i B'_i + k'_r B'_r = k'_i B'_i + k'_m B'_m.
\]

(6.46)

Noting that \(k'_r = k'_i\), and that \(B' = (k'/c/\omega')E'\), we can derive from this and from equations (6.43) the three conditions for the electric field amplitudes:

\[
E'_i + E'_r = E'_i + E'_m \\
E'_i - E'_r = w E'_i + E'_m/\beta \\
E'_i + E'_r = w^2 E'_i + E'_m/\beta^2.
\]

(6.47)

This can be solved as

\[
\begin{align*}
E'_i &= \frac{1 + \beta}{1 - \beta} \frac{1 - w}{1 + w} \\
E'_r &= \frac{2}{1 + \beta} \\
E'_m &= \frac{2\beta^2(1 - w)}{(1 - \beta)(1 + \beta w)}.
\end{align*}
\]

(6.48)
This result has to be compared with equations (6.23), which are valid in the absence of the magnetic mode. The difference between these two results can better be understood if we calculate the energy of the reflected wave.

In order to perform this calculation we first notice that the energy of an electromagnetic wave is (apart from the constant $\hbar$, taken here to be equal to 1) the product of the wave frequency with the number of photons: $W = \omega N$. Because the number $N$ is a relativistic invariant, the energy will be Lorentz transformed in a way that is the reverse of the Lorentz transformation for the frequency.

We can then write, for the number of photons associated with both the incident and the reflected wave

$$N_i = \frac{W_i}{\omega} = \frac{W'_i}{\omega'}, \quad N_r = \frac{W_r}{\omega} = \frac{W'_r}{\omega'}, \quad (6.49)$$

This means that, for both cases (absence and presence of the magnetic mode), we can write the fraction of reflected energy as

$$\frac{W_r}{W_i} = \frac{\omega_r}{\omega} \frac{W'_r}{W'_i} = \frac{\omega_r}{\omega} \left(\frac{E'_r}{E'_i}\right)^2. \quad (6.50)$$

Using the Lorentz transformation for the the frequencies, we get

$$\omega' = \frac{\omega}{\gamma(1 + \beta)} = \frac{\omega_r}{\gamma(1 - \beta)} \quad (6.51)$$

which leads to

$$\frac{W_r}{W_i} = \frac{1 - \beta}{1 + \beta} \left(\frac{E'_r}{E'_i}\right)^2. \quad (6.52)$$

In the absence of the magnetic mode (in the case of a moving plasma, considered in the previous section), and assuming total reflection ($w = 0$), we can obtain from equations (6.23, 6.52)

$$\frac{W_r}{W_i} = \frac{1 - \beta}{1 + \beta} \frac{\omega_r}{\omega} \quad (6.53)$$

This means that, for a counter-propagating ionization front ($\beta < 0$), we have a significant gain in the energy of the reflected wave. From equation $(6.49)$ we can also see that the number of photons is conserved, $N_r = N_i$, which means that all the incident photons are reflected, but with a different frequency.

In contrast, when the magnetic mode is present (in the case of an ionization front, considered in this section), and assuming once again that total reflection is taking place ($w = 0$), we get from equation (6.48)

$$\frac{W_r}{W_i} = \frac{1 + \beta}{1 - \beta} \frac{\omega}{\omega_r}. \quad (6.54)$$
This means that, for $\beta < 0$, we now have a significant decrease in the energy of the reflected wave. From equation (6.49) we can also see that the number of photons is not conserved upon reflection, even if it is a total reflection:

$$\frac{N_r}{N_i} = \left(\frac{\omega}{\omega_k}\right)^2.$$  \hspace{1cm} (6.55)

The missing photons are, in this case, converted into a static magnetic field (zero energy photons), and we could be talking about a photon freezing or photon condensation effect. In the next section we will consider a situation which, in some respects, can be considered as the reverse of this photon freezing.

\subsection*{6.4 Dark source}

Let us assume a static electric field, applied to a region of space containing a neutral gas. No net current is produced by this field, as long as the atoms or molecules of the gas stay in the neutral state. But, if an ionization front propagates across that region, the static electric field will accelerate the free electrons created by the front, and the resulting space- and time-varying currents will eventually become a source of electromagnetic radiation.

To be specific, we first assume a sinusoidal electrostatic field, described by

$$\vec{E}_0(\vec{r}) = \vec{E}_0 \cos(k_0 x) = \frac{\vec{E}_0}{2} \left(e^{ik_0 x} + c.c.\right), \quad \vec{B}_0(\vec{r}) = 0.$$ \hspace{1cm} (6.56)

Let us also assume that the ionization front moves with velocity $\vec{u}$ along the $x$-axis, but in the negative direction, and that the electrostatic field is perpendicular to this velocity:

$$\vec{E}_0 = E_0 \hat{e}_y, \quad \vec{u} = -u \hat{e}_x.$$ \hspace{1cm} (6.57)

Assuming that the ion motion is irrelevant to the fast processes associated with high-frequency wave radiation, we can write the electron current in the plasma region as

$$\vec{J} = -en_0 H(x + ut) \vec{v}$$ \hspace{1cm} (6.58)

where the Heaviside function $H(x + ut)$ represents the sharp boundary between the neutral and the plasma regions, and the electron velocity $\vec{v}$ is determined by the linearized equation of motion

$$\frac{\partial \vec{v}}{\partial t} = -\frac{e}{m} \left[\vec{E}_0(\vec{r}) + \vec{E}\right].$$ \hspace{1cm} (6.59)

Here, $\vec{E}$ represents the radiation field. This field is determined by the wave equation
\[
\n\nabla^2 \vec{E} - \frac{1}{c^2} \frac{\partial^2 \vec{E}}{\partial t^2} = \mu_0 \frac{\partial \vec{J}}{\partial t}.
\]

(6.60)

Taking the time derivative of equation (6.58) and assuming that the electrons are created at the plasma boundary \( x = ut \) with no kinetic energy, we obtain

\[
\frac{\partial \vec{J}}{\partial t} = -en_0 u \delta(x + ut) \vec{v} - en_0 H(x + ut) \frac{\partial \vec{v}}{\partial t}
\]

\[
= \frac{e^2 n_0}{m} H(x + ut) \left[ \vec{E}_0(\vec{r}) + \vec{E} \right].
\]

(6.61)

If we want to calculate the field radiated in the plasma region \( x > ut \) and propagating in the forward direction, along the \( x \)-axis and in the positive direction, we can write from these two equations

\[
\left( \frac{\partial^2}{\partial x^2} - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} - \frac{\omega_p^2}{c^2} \right) \vec{E} = \frac{\omega_p^2}{c^2} H(x + ut) \vec{E}_0(\vec{r}_\perp, x).
\]

(6.62)

In order to solve this equation, let us introduce a time Fourier transformation defined by

\[
\vec{E}(x, t) = \int \vec{E}_\omega(x) e^{-i\omega t} \frac{d\omega}{2\pi}.
\]

(6.63)

The one-dimensional wave equation becomes

\[
\frac{\partial^2}{\partial x^2} \vec{E}_\omega + \left( \frac{1}{c^2} (\omega^2 - \omega_p^2) \right) \vec{E}_\omega = \frac{\omega_p^2}{c^2} \vec{E}_0(x) \int H(x + ut) e^{i\omega t} dt.
\]

(6.64)

The time integral in the source term can easily be solved and we are led to the following equation:

\[
\frac{\partial^2}{\partial x^2} E_\omega + k^2 E_\omega = iA \left[ \exp \left[ i \left( k_0 - \frac{\omega}{u} \right) x \right] + \exp \left[ -i \left( k_0 + \frac{\omega}{u} \right) x \right] \right]
\]

(6.65)

with a wavenumber \( k \) determined by

\[
k^2 c^2 = \omega^2 - \omega_p^2
\]

(6.66)

and a source term amplitude \( A \) where

\[
A = \frac{1}{2\omega u} \frac{\omega_p^2}{c^2} (\vec{E}_0 \cdot \hat{a}).
\]

(6.67)

Here we have used the unit polarization vector \( \hat{a} = \vec{E}_\omega/|\vec{E}_\omega| \). The solution of equation (6.65), for forward propagation, is

\[
E_\omega(x) = \frac{A}{2k} e^{ikx} \int_{-\infty}^{x} e^{-ik'x'} \left[ \exp \left[ i \left( k_0 - \frac{\omega}{u} \right) x' \right] + \exp \left[ -i \left( k_0 + \frac{\omega}{u} \right) x' \right] \right] dx'.
\]

(6.68)
The asymptotic value of the radiated field, observed in the plasma side but very far away from the ionization front \((x \to \infty)\), will contain at most two spectral components:

\[
E_\omega(x) = \frac{\pi}{k} A e^{ikx} \left[ \delta \left( k - k_0 + \frac{\omega}{u} \right) + \delta \left( k + k_0 + \frac{\omega}{u} \right) \right]
\]

(6.69)

with the allowed wavenumbers determined by

\[
k = -\frac{\omega}{u} \pm k_0.
\]

(6.70)

We can see that only the positive sign is allowed here because we are considering forward propagation \((k > 0)\). This expression also implies that we have an upper limit for the frequency of the radiation produced in the plasma side: \(\omega < k_0 u\).

The value of \(\omega\) can be obtained by using this equation in the dispersion relation (6.66):

\[
\left( k_0 - \frac{\omega}{u} \right) c^2 = \omega^2 - \omega_p^2.
\]

(6.71)

The explicit result is

\[
\omega = k_0 u \gamma^2 \left[ 1 - \beta \sqrt{1 - \frac{\omega_p^2}{\gamma^2 k_0^2 u^2}} \right]
\]

(6.72)

with \(\beta = u/c\) and \(\gamma^2 = (1 - \beta^2)^{-1}\).

This result was first obtained by Mori et al [79], who used a different approach. The interest of our present approach is that we did not use any Lorentz transformation on the front frame. Let us consider the case where \(\omega_p^2 \ll \gamma^2 k_0^2 u^2\), which corresponds to a large gamma factor or a small plasma density.

Equation (6.72) then reduces to

\[
\omega \approx \frac{k_0 u}{2} + \frac{\omega_p^2}{2k_0 u}.
\]

(6.73)

This result is very interesting because it shows that a large value of the radiated field frequency \(\omega\) can be obtained even with very small values of \(k_0\), which means, for a long length scale of the static electric field \(\vec{E}_0(x)\), if we use \(k_0 u \ll \omega_p\), we obtain a radiation frequency \(\omega \approx \omega_p^2 / 2k_0 u \gg \omega_p^2\).

The result described by the present model can be seen as a special case of photon acceleration: (virtual) photons initially with zero frequency, and associated with the static electric field (6.56), are accelerated into high frequencies by the relativistic ionization front and propagate along the plasma medium in the forward direction.
The conversion efficiency of the process is stated by the radiation field solution, equation (6.69):

\[ |E_\omega|^2 \sim \left( \frac{\pi}{k} A \right)^2 = \frac{\pi^2}{4k^2} \left( \frac{\omega p}{c} \right)^4 \frac{|E_0|^2}{\omega^2 u^2}. \] (6.74)

Let us now consider the field radiated into the neutral gas side, for \( x < ut \), and propagating in the backward direction. If we restrict again our attention to the one-dimensional problem, this field is determined by the wave equation

\[ \left( \frac{\partial^2}{\partial x^2} - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) \vec{E} = \frac{\omega^2 p}{c^2} H(x + ut) \vec{E}_0(x). \] (6.75)

Following the above procedure, we can write the asymptotic solution, valid far away from the ionization front, for \( x \to -\infty \), as

\[ E_\omega(x) \simeq \frac{\pi}{k} A e^{-ikx} \left[ \delta \left( k + k_0 - \frac{\omega}{u} \right) + \delta \left( k - k_0 - \frac{\omega}{u} \right) \right]. \] (6.76)

The two possible spectral components are

\[ k = \frac{\omega}{u} \pm k_0. \] (6.77)

In contrast with the previous case where the resulting radiation was propagating in the plasma side, here the waves propagate in a vacuum and have to satisfy the vacuum dispersion relation \( \omega = kc \). Using this in the above condition, this leads to

\[ \omega = \frac{k_0 u}{1 - \beta}. \] (6.78)

This means that, for relativistic ionization fronts such that \( (1 - \beta) \sim \gamma^2 \gg 1 \), very high frequency radiation fields can eventually be emitted. However, the total energy associated with this new wave is much smaller than the energy of the lower frequency emitted into the plasma side, because the value of \( k \) appearing in equation (6.76) is now much larger, typically by a factor of \( \gamma^2 \).

The apparatus necessary to produce this kind of radiation process can be based on an array of capacitors, periodically spaced along the \( x \)-axis with periodicity \( 2\pi/k_0 \), in order to create the static periodic electric field defined in equation (6.56). Such a configuration can be named a dark source [79] because it transforms a static field into very high frequency photons propagating in both the plasma and the vacuum region.

However, other configurations can also be imagined, based on the same principle, as will be illustrated in the following pages. Let us then generalize the above procedure, by replacing the static periodic electric field by an arbitrary electrostatic field:

\[ \vec{E}_0(\vec{r}) = \int \tilde{E}_q(\vec{r}_\perp) e^{iq\cdot\vec{r}} \frac{dq}{2\pi}. \] (6.79)
The previous case obviously corresponds to

\[ \vec{E}_q(\vec{r}_\perp) = \pi \vec{E}_0 [\delta(q - q_0) + \delta(q + q_0)] . \]  

(6.80)

The one-dimensional wave equation for the time Fourier component of the radiated field, valid in the plasma region for this case of an arbitrary electrostatic field, is

\[ \frac{\partial^2}{\partial x^2} E_\omega + \frac{1}{c^2} (\omega^2 - \omega_p^2) E_\omega = i \int A_q e^{i(q - \omega/u)x} \frac{dq}{2\pi} \]  

(6.81)

with

\[ A_q = \frac{\omega \omega_p^2}{u c^2} (\vec{E}_q \cdot \hat{a}) . \]  

(6.82)

The general solution for radiation in the forward direction is then given by

\[ E_\omega(x) = \frac{1}{2k} e^{ikx} \int_{-\infty}^{\infty} dx' \int dq \frac{A_q}{2\pi} e^{-i(k-q+\omega/u)x'} . \]  

(6.83)

Asymptotically, for \( x \to \infty \), we get

\[ E_\omega(x) = \pi k A_0 e^{ikx} \]  

(6.84)

where \( A_0 = A_q \) for \( q = q_0 \), and \( q_0 \) is determined by

\[ q_0 = k + \frac{\omega}{u} . \]  

(6.85)

A similar result could equally well be obtained for radiation emitted in the backward direction and propagating in the vacuum region.

As an example of an application of this more general formulation of the problem, let us consider the case of an electric field acting on a very small region of space, around some point \( x = x_0 \). This could, for instance, be obtained by a capacitor of infinitesimal width (two pointlike electrodes) located at that position:

\[ \vec{E}_0(\vec{r}) = \vec{E}_0 \delta(x - x_0) . \]  

(6.86)

This can be described by equation (6.79) by using an infinite Fourier spectrum with amplitudes

\[ \vec{E}_q(\vec{r}_\perp) = 2\pi \vec{E}_0 e^{-iqx_0} . \]  

(6.87)

In this case, we could generate an infinitely large spectrum of radiation, in both the forward and the backward direction. Such a configuration, different (but very similar in its principle) from the original idea of a dark source using a capacitor array as described above, could be interesting for the production of ultra-short (or even sub-cycle) radiation pulses, if the resulting broad spectrum of radiation was subsequently compressed by some appropriate optical system.
Exploring further this idea of producing high-frequency radiation out of a sharp ionization front moving with relativistic velocity, we can even imagine a situation where the static electric field is absent. This means that we do not need to consider any capacitor system acting on the gas medium: \( E_0(\vec{r}) = 0 \). But now, some other ingredient has to be introduced in order to replace this field.

We can, for instance, assume that the density of the background neutral gas medium is modulated in space. Such a modulation can be obtained, for instance, by producing a sound wave, or by forcing the gas to flow through a parallel grid before entering the interaction zone.

When the ionization front moves across the gas, a space modulation of the electron plasma density will take place. The resulting electron current in the plasma region left behind the front is now described by

\[
\vec{J} = -en_0[1 + \epsilon \cos(k_0x)]H(x + ut)\vec{v} \quad (6.88)
\]
where $\epsilon$ is the amplitude of the density modulation and $k_0$ determines the period of the space modulation.

A radiation field $\vec{E}$ can eventually result from this configuration, as determined by the wave equation (6.60). But now the electron velocity $\vec{v}$ is determined by equation (6.59) with $\vec{E}_0(\vec{r}) = 0$.

Instead of equation (6.61), we will be led to a Mathieu-type wave equation, which shows unstable solutions inside some region of the space of parameters. In this case, a dark source radiation instability will occur. A brief discussion of the Mathieu equation is postponed to the end of the next chapter.
Chapter 7

Non-stationary processes in a cavity

In this new chapter devoted to the full wave theory of photon acceleration, we will explore a simple theoretical model for mode coupling inside an electromagnetic cavity. This is formally analogous to the elementary quantum theory of collisions and it has the merit of reducing the space–time-varying evolution problem to a purely time-varying problem.

Moreover, this cavity model can also be adequately applied to several experimental configurations. It was initially developed in references [67, 100].

7.1 Linear mode coupling theory

Let us consider an electromagnetic cavity with metallic walls containing a neutral gas, which can be ionized by some external agent (for instance, by an intense laser pulse or by a high voltage applied to adequate electric probes). In quite general conditions, we can describe the electric field associated with the electromagnetic modes contained in the cavity by the following equation:

\[
\left( \nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) \vec{E} = \mu_0 \frac{\partial \vec{J}}{\partial t}. \tag{7.1}
\]

The electric field has to satisfy certain boundary conditions and its value will be determined by the source term which is described by the electric current \( \vec{J} \). The boundary conditions will imply that the general solution of this equation can take the form of a superposition of eigenmodes, such that

\[
\vec{E}(\vec{r}, t) = \sum_l e_l(t) \vec{E}_l(\vec{r}) \tag{7.2}
\]

where \( e_l(t) \) are time-dependent amplitudes, and \( \vec{E}_l(\vec{r}) \) are the cavity eigenmodes depending on three quantum numbers labelled by \( l \).

In order to be more specific, let us assume the simplest possible example of a rectangular cavity with the length of the three sides given by \( L_x, L_y, \) and \( L_z \). If we
restrict our discussion to transverse electric modes, the fields $\mathcal{E}_l(\vec{r})$ are determined by

$$\mathcal{E}_{lx}(\vec{r}) = \mathcal{E}_0 \cos(m\pi x/L_x) \sin(n\pi y/L_y) \sin(p\pi z/L_z),$$

$$\mathcal{E}_{ly}(\vec{r}) = \mathcal{E}_0 \frac{m}{n} \frac{L_y}{L_x} \sin(m\pi x/L_x) \cos(n\pi y/L_y) \sin(p\pi z/L_z),$$

(7.3)

$$\mathcal{E}_{lz}(\vec{r}) = 0.$$

The quantities $m$, $n$ and $p$ are integers and, in this case, we have $l \equiv (m, n, p)$. The generalization of the present discussion to another type of cavity, and the inclusion of transverse magnetic modes, is straightforward.

In order to guarantee that the eigenmodes are normed and orthogonal we define the constant $\mathcal{E}_0$ as

$$\mathcal{E}_0 = \frac{\sqrt{8V}}{\sqrt{1 + \frac{m^2 L_y^2}{n^2 L_x^2}}}^{1/2}$$

(7.4)

where we have introduced the cavity volume $V = L_x L_y L_z$. This choice for $\mathcal{E}_0$ allows us to write the orthonormality condition

$$\int_V \mathcal{E}_l(\vec{r}) \cdot \mathcal{E}_{l'}(\vec{r}) \, d\vec{r} = \delta_{ll'}.$$  

(7.5)

Let us now turn to the electric current appearing in equation (7.1). If we make some simple and plausible assumptions for the gas ionization process, this source term can be written as a function of the cavity electric field $\vec{E}(\vec{r}, t)$ [7].

We first notice that the plasma created out of the neutral gas can be seen as containing an infinity of electronic species, corresponding to the electrons created at different times:

$$\vec{J} = -e \sum_i \Delta n_i \vec{v}_i.$$  

(7.6)

The density $\Delta n_i$ of each of these electron populations is determined by

$$\Delta n_i = \left( \frac{\partial n}{\partial t} \right)_{t_{i}} \Delta t$$

(7.7)

where $\Delta t$ is the elementary time interval around $t_i$ during which these populations are created.

The velocity $\vec{v}_i$ of the electrons created at the successive instants $t_i$ is determined by

$$\vec{v}_i(t) = -\frac{e}{m} \int_{t_{i-1}}^{t_{i}} \vec{E}(t') \, dt' + \vec{v}_{i0}.$$  

(7.8)

We can replace this integral inside equation (7.7), assume that the electrons are created initially with zero kinetic energy, $\vec{v}_{i0} = 0$, and take the limit $\Delta t \to 0$. The result is

$$\vec{J} = \frac{e^2}{m} \int_{-\infty}^{t} dt' \left( \frac{\partial n}{\partial t} \right)_{t'} \int_{t'}^{t} dt'' \vec{E}(t'').$$

(7.9)
If we take the time derivative of the current, we get
\[
\frac{\partial \vec{J}}{\partial t} = \frac{e^2}{m} \left[ \int_{-\infty}^{t'} \left( \frac{\partial n}{\partial t'} \right) \vec{E}(t') \, dt' + \int_{t'}^{t} \vec{E}(t'') \, dt'' \right].
\] (7.10)

The second term in this expression is obviously equal to zero, and therefore the equation reduces to
\[
\frac{\partial \vec{J}}{\partial t} = \frac{e^2}{m} \int_{-\infty}^{t'} \left( \frac{\partial n}{\partial t'} \right) \vec{E}(t') \, dt'.
\] (7.11)

If the electric field varies much faster than the electron density (which implies once again the existence of two timescales), this expression reduces to
\[
\frac{\partial \vec{J}}{\partial t} = \epsilon_0 \omega_p^2(t) \vec{E}(t).
\] (7.12)

This allows us to write the field equation (7.1) in the following closed form:
\[
\left( \nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) \vec{E} = \omega_p^2 \vec{E}.
\] (7.13)

We can now replace the mode decomposition (7.2) in this equation and, after using the orthonormality condition (7.5), we obtain
\[
\left( \frac{\partial^2}{\partial t^2} + k_l^2 c^2 \right) e_l(t) = - \sum_{l' \neq l} C_{ll'}(t) e_{l'}(t)
\] (7.14)
where we have used
\[
k_l^2 \equiv k_{lmp}^2 = \left( \frac{m \pi}{L_x} \right)^2 + \left( \frac{n \pi}{L_y} \right)^2 + \left( \frac{p \pi}{L_z} \right)^2.
\] (7.15)

This equation describes the time evolution of the mode amplitudes due to the linear mode coupling induced by the ionization of the gas inside the cavity. The mode coupling coefficients $C_{ll'}$ are determined by
\[
C_{ll'}(t) = \int_V \omega_p^2(\vec{r}, t) \vec{E}_l(\vec{r}) \cdot \vec{E}_{l'}(\vec{r}) \, d\vec{r}.
\] (7.16)

The mode coupling equation (7.14) can also be written in the following form:
\[
\left[ \frac{\partial^2}{\partial t^2} + \omega_l^2(t) \right] e_l(t) = - \sum_{l' \neq l} C_{ll'}(t) e_{l'}(t).
\] (7.17)
Here we have used the time-dependent mode frequency

$$\omega_l^2(t) = k_l^2 c^2 + C_{ll}(t). \quad (7.18)$$

Here, the self-coupling coefficient ($l' = l$) corresponds to a kind of averaged plasma frequency, taken over the mode space configuration

$$C_{ll} = \int \omega_p^2(\vec{r}, t) |\vec{E}_l(\vec{r})|^2 \, d\vec{r}. \quad (7.19)$$

The mode coupling equation (7.17) is the basic equation of the present model, and can be used for a detailed description of the spectral changes inside the electromagnetic cavity. Its physical content and its relevance to our problem will be discussed in the next few sections.

### 7.2 Flash ionization in a cavity

The simplest possible model of plasma formation inside a cavity is to admit that ionization is uniform over the entire volume of the cavity: $\omega_p^2(\vec{r}, t) \equiv \omega_p^2(t)$. In this case, from equation (7.16), we have

$$C_{ll}(t) = \omega_p^2(t) \delta_{ll}. \quad (7.20)$$

This means that the cavity eigenmodes are decoupled from each other and that they evolve according to the equation

$$\frac{\partial^2 e_l}{\partial t^2} + \omega_l^2(t) e_l = 0 \quad (7.21)$$

where $\omega_l^2(t) = k_l^2 c^2 + \omega_p^2(t)$.

Assuming that the plasma frequency $\omega_p$ changes over a slow timescale, we can integrate this equation and obtain the following WKB solution:

$$e_l(t) = E_l \sqrt{k_l c/\omega_l(t)} \exp \left[-i \int_0^t \omega_l(t') \, dt' \right]. \quad (7.22)$$

Here $E_l$ is a constant amplitude. In order to be more specific, let us use the following explicit law for the plasma creation inside the cavity:

$$\omega_p^2(t) = \omega_{p0}^2 \left(1 - e^{-\gamma t} \right). \quad (7.23)$$

This means that the plasma is formed on a timescale of $1/\gamma$. The integral in equation (7.22) can now be written as

$$\int_0^t \omega_l(t') \, dt' = k_l c \left\{ \frac{1}{2} + \frac{1}{2} \left( \frac{\omega_{p0}}{k_l c} \right)^2 t + \frac{1}{2\gamma} \left( \frac{\omega_{p0}}{k_l c} \right)^2 e^{-\gamma t} \right\}. \quad (7.24)$$
Let us see what happens during the first stage of the plasma formation when we have $\gamma t \ll 1$. We simply get
\[
e_l(t) \simeq E_l \exp \left( -ik_\perp ct - i\frac{\omega_0^2}{2\gamma k_\perp c} \right). \tag{7.25}
\]

This means that, in this short time limit, the cavity eigenmode keeps oscillating at the same frequency, but suffers a small phase shift. In the opposite limit of very long times, such that $\gamma t \gg 1$, we have
\[
e_l(t) \simeq E_l \sqrt{\frac{k_\perp c}{\omega_\perp(\infty)}} \exp(-i\omega_\perp(\infty)t) \tag{7.26}
\]
where $\omega_\perp(\infty)$ is the asymptotic value of the mode eigenfrequency for very large times: $\omega_\perp(\infty) = k_\perp^2 c^2 + \omega_0^2$.

We can see that this WKB solution gives, for long times, a result which coincides with that of the simple theory of flash ionization outlined in previous chapters: the frequency shift of a given eigenmode of an electromagnetic cavity, where a plasma is uniformly created by some external agent, is simply determined by the asymptotic value of the plasma frequency.

On the other hand, in order to compare this new approach with the previous one, we should not forget that an eigenmode in a cavity is equivalent to two travelling waves propagating in opposite directions. This can be seen from equations (7.3), where the factor $\sin(\frac{p\pi z}{L_z})$ can be decomposed into the two factors $\exp(\pm ik_z z)$, with $k_z = \frac{p\pi}{L_z}$, representing propagation along the $z$-axis in opposite directions.

However, as we will see next, this view of flash ionization is still too simple and we have to refine it. A more realistic model for flash ionization inside a cavity will have to contain the description of some spatial structure. In general, the plasma creation will not be completely uniform over the entire cavity volume, and we have to retain the space dependence of $\omega^2(\vec{r}, t)$. This is illustrated in figure 7.1.

Let us then return to the mode coupling equation (7.17) and try a WKB solution of the form (7.22), but where $E_l$ represents a time-dependent amplitude. Taking the second time derivative of this new solution we get
\[
\frac{\partial^2 e_l}{\partial t^2} \simeq -\omega_0^2 e_l - 2i\sqrt{\omega_0 k_\perp c} \frac{\partial E_l}{\partial t} \exp \left[ -i \int t' \omega_\perp(t') \, dt' \right]. \tag{7.27}
\]

Using this in the mode coupling equation, we obtain an equation for the slowly varying amplitude, in the form
\[
\frac{\partial E_l}{\partial t} = -i \sum_{l' \neq l} B_{ll'}(t) E_{l'}. \tag{7.28}
\]

The new mode coupling coefficients are determined by
\[
B_{ll'}(t) = \frac{C_{ll'}(t)}{2\sqrt{\omega_0(t)\omega_\perp(t)}} \exp \left( -i \int t' \left[ \omega_0(t') - \omega_\perp(t') \right] \, dt' \right). \tag{7.29}
\]
Let us examine the simple but physically meaningful case where a given mode $l = l_0$ pre-exists in the cavity for $t < 0$, and all the other modes are absent before the plasma formation. If the coupling is not too strong, the amplitude of this mode can still be considered as approximately constant for times $t \geq 0$.

Using this parametric approximation, we can write from equation (7.27) that, for any other mode $l \neq l_0$, the amplitudes are

$$E_l(t) = -i E_{l_0} \int_0^t B_{ll'}(t') \, dt'.$$  \hfill (7.30)

This equation allows us to calculate explicitly, and in a simple way, the mode coupling efficiency. The explicit calculation can be performed by using the following model for non-uniform ionization inside the cavity:

$$\omega^2_p(\vec{r}, t) = \omega^2_{p_0} (1 - e^{-\gamma t}) \exp[-a(\vec{r} - \vec{r}_0)^2].$$  \hfill (7.31)

Here $1/\gamma$ is the timescale for plasma formation and $a^{-1/2}$ is the dimension of the ionized region around some point $\vec{r}_0$. According to their definition, the mode coupling coefficients $C_{ll'}(t)$ can be split into two factors, one containing the time dependence and the other containing the spatial mode coupling.

Using equations (7.31) and (7.16), we obtain

$$C_{ll'}(t) = \omega^2_{p_0} (1 - e^{-\gamma t}) I_{ll'}$$  \hfill (7.32)

where

$$I_{ll'} = \int e^{-a(\vec{r} - \vec{r}_0)^2} \vec{E}_l(\vec{r}) \cdot \vec{E}_{l'}(\vec{r}) \, d\vec{r}.$$  \hfill (7.33)

Using the eigenmodes (7.3), or any others, this quantity can then be explicitly evaluated. From our analysis, two new aspects relevant to flash ionization can be clearly identified [67].
First, the ionization processes inside a cavity not only produce a shift in the frequency of a pre-existing mode but also give rise to a large spectrum of radiation associated with the amplitudes $e_l(t)$, for $l \neq l_0$, due to linear mode coupling. Second, the frequency shift associated with each mode is not simply determined by the asymptotic value of the plasma frequency $\omega_{p0}$ but by the self-coupling coefficient $C_{ll} < \omega_{p0}$ defined by equation (7.19), which is a kind of plasma frequency averaged over the eigenmode spatial field distribution. This means that the spectrum generated by flash ionization inside a cavity is broader, and the frequency shift of the pre-excited mode is smaller, than predicted by single photon dynamics. These two qualitative aspects are well confirmed by experimental results in microwave cavities, where the observed frequency shifts were always smaller than the expected $\omega_l = \sqrt{k_l^2 c^2 + \omega_{p0}^2}$, and a broad spectrum of radiation was observed.

### 7.3 Ionization front in a cavity

Let us now turn to the problem of an ionization front travelling across the cavity, as illustrated in figure 7.2. Then $\omega_p^2(\vec{r}, t)$ will be of the general form $\omega_p^2(\vec{r} - \vec{v}t)$.

In the simplest but physically realistic case of a front which is uniform in the planes $z = \text{const}$, and starts its motion at the position $z = L_z$, moving along the $z$-axis with a velocity $v$, we can write

$$\omega_p^2(\vec{r}, t) = \omega_{p0}^2 f(z + vt)$$  \hspace{1cm} (7.34)$$

where $f(z + vt)$ describes the form of the front.

In this case, the coupling coefficients (7.16) can be written as

$$C_{ll}(t) = \frac{2}{L_z} \omega_{p0}^2 \delta_{mm'} \delta_{nn'} I_{pp'}(t)$$  \hspace{1cm} (7.35)$$

where the integral $I_{pp'}(t)$ is determined by

$$I_{pp'}(t) = \int_0^{L_z} \sin(p \pi z/L_z) \sin(p' \pi z/L_z) f(z + vt) \, dz.$$  \hspace{1cm} (7.36)$$
In order to have an order of magnitude estimate of the amplitude of the cavity modes excited by the ionization front, we can use the simple model for the front form

\[ f(z + vt) = H(z + vt - L_z) \]  

(7.37)

where \( H(z - a) \) is the Heaviside function and the particular value \( a = L_z - vt \) is chosen in order to describe a sharp front starting its motion at \((z = L_z, t = 0)\) and moving across the cavity along the \(z\)-axis towards the point \(z = 0\) with a negative velocity.

For this particular case, the integral (7.36) can be easily calculated and gives

\[ I_{pp'}(t) = -\frac{L_z}{2\pi} \frac{1}{p - p'} \sin \left[ (p - p') \pi \left( 1 - \frac{vt}{L_z} \right) \right] \]

\[ + \frac{L_z}{2\pi} \frac{1}{p + p'} \sin \left[ (p + p') \pi \left( 1 - \frac{vt}{L_z} \right) \right]. \]  

(7.38)

It can be noticed from equation (7.35) that the mode coupling is only associated with the quantum numbers \( p \) and \( p' \), leaving the other two quantum numbers \( m \) and \( n \) invariant. This is due to the fact that the plasma frequency is constant along the \(x\)- and the \(y\)-axis with which these two quantum numbers are associated. This means that the mode coupling will only occur along the direction of the electron density gradient.

Using this expression in equation (7.35) and noting that \( k_z = p \pi / L_z \) and \( k_z' = p' \pi / L_z \), we obtain

\[ C_{ll'}(t) = -\frac{\omega^2}{\pi} \frac{p_0}{2p} \delta_{mm'} \delta_{nn'} \]

\[ \times \left\{ \frac{(-1)^{p-p'}}{p - p'} \sin[(k_z - k_z')vt] - \frac{(-1)^{p+p'}}{p + p'} \sin[(k_z + k_z')vt] \right\}. \]  

(7.39)

This expression is valid for \( p \neq p' \). In the case of \( p = p' \), it is replaced by

\[ C_{ll'}(t) = -\frac{\omega^2}{2p\pi} \left[ 2k_z \sin[2k_z L_z(1 - vt/L_z)] \right]. \]  

(7.40)

In order to discuss the physical meaning of this result, let us go back to the evolution equation (7.17). Let us also assume that the mode \( l' \), pre-existing in the cavity for times \( t < 0 \), is still the dominant mode for subsequent times (which implies that the mode coupling is not very efficient).

For our qualitative discussion it is appropriate to neglect the slow variation of the frequency eigenmode, such that we can use the approximate expression

\[ e_{l'}(t) \simeq E'l e^{-i\omega_l' t}. \]  

(7.41)
We can then see that only four distinct forced terms exist, for which the mode amplitudes \( e_l \) are resonantly excited, and these terms verify the resonance condition

\[
\omega_l = \omega_{l'} \pm [(k_z + k_z')v]t.
\]

If we were in a free space configuration, and not inside a cavity, we would simply have \( k_z = \omega_l/c \) and \( k_z' = \omega_{l'}/c \), which means that this resonance condition would reduce to the well-known expression for the relativistic mirror:

\[
\omega_l = \frac{\omega_{l'} + \beta}{1 - \beta}
\]

where \( \beta = v/c \).

The only and significant difference with respect to the relativistic mirror effect is that here we generally have partial and not total reflection. The four resonance conditions therefore have a very simple explanation: the pre-existing cavity mode would correspond in free space to two travelling waves with the same frequency, but propagating in opposite directions. Each of these travelling waves interacts with the front and, from its partial reflection, two new waves result, propagating in opposite directions and with distinct frequencies.

Let us come back to the mode coupling equation and retain one of the four resonant terms. We can then write

\[
\left( \frac{d^2}{dt^2} + \omega_l^2 \right) e_l = E' e^{-i\omega_l t}
\]

where \( E' \) depends on the coupling with the pre-existing mode \( l' \), and \( \omega_l \) is given by one of the possible four choices of equation (7.42).

Using

\[
e_l(t) = E_l(t) e^{-i\omega_l t}
\]

we obtain the following saturation amplitude for the resonant mode \( p \gg p' \), after the completed journey of the ionization front across the cavity:

\[
E_l(\text{sat}) \approx \frac{\omega_l^2 p_0}{4\pi} \frac{E'}{p\omega_l} \frac{L_z}{v}
\]

We can see that a larger value for the front velocity \( v \) corresponds to a larger value for the quantum number \( p \) compatible with the resonance condition, and to a smaller saturation amplitude. This qualitative discussion suggests that the resonant mode with a lower frequency shift will have a larger saturation amplitude than the resonant mode with a larger frequency shift. This eventually explains the absence of this mode in the first experiments of ionization fronts in a microwave cavity [95].

But, apart from the resonant modes which are more strongly coupled with the pre-existing mode in the cavity, many other modes can also be excited by
linear mode coupling, leading to an electromagnetic energy cascade over a large spectral width, as shown by numerical integration of the above mode coupling equations [100], and qualitatively confirmed by experiments. See figure 7.3 for a numerical example.

7.4 Electron beam in a cavity

Instead of considering ionization processes inside a cavity, we can also obtain a similar moving boundary if an electron beam is sent across the cavity. The mode coupling due to an electron beam is formally analogous to that due to an ionization front. However, the two processes also present very distinctive features.

First of all, it should be noticed that the field equation (7.1) can also be written as

$$
\left( c^2 \nabla^2 - \frac{\partial^2}{\partial t^2} \right) \vec{A} = - \vec{J} \tag{7.47}
$$

where $\vec{A}$ is the vector potential.

In our discussion of the flash ionization and the ionization front we used equation (7.12), which can be rewritten as

$$
\vec{J} = -\frac{e^2}{m} \int_{-\infty}^{t} \left( \frac{\partial n}{\partial t} \right)_{t'} \left[ \vec{A}(t) - \vec{A}(t') \right] dt'. \tag{7.48}
$$

Using this expression in equation (7.47) leads to our previous field equation (7.13). However, the current associated with an electron beam cannot be
described by the same source current because equations (7.12, 7.48) were derived for electrons created at specific times and positions, with a velocity equal to zero.

In contrast, the electrons of an electron beam will exist for all times, and will always move with a non-negligible velocity. Using the equation of motion for the beam electrons we can easily obtain the following new expression for the electric current:

$$\vec{J} = -en(\vec{r}, t)\vec{v} = \frac{e^2 n(\vec{r}, t)}{m} \vec{v}. \quad (7.49)$$

Using it in equation (7.47), we obtain

$$\left( \frac{e^2}{m} \nabla^2 - \frac{\partial^2}{\partial t^2} \right) \vec{A} = \omega_p^2 (\vec{r}, t) \vec{A}. \quad (7.50)$$

This is formally identical to equation (7.13), but with the electric field replaced by the vector potential. Because the spatial eigenfunctions for the electric field and for the vector potential are identical, we can again use a linear expansion for $\vec{A}$ of the form

$$\vec{A}(\vec{r}, t) = \sum_l a_l(t) \vec{E}_l(\vec{r}). \quad (7.51)$$

The evolution equation for the mode amplitudes can now readily be found:

$$\left( \frac{\partial^2}{\partial t^2} + \omega_l^2(t) \right) a_l(t) = -\sum_{l' \neq l} C_{ll'}(t)a_{l'}(t). \quad (7.52)$$

We see that it is formally identical to equation (7.17), but with a different physical meaning, the mode amplitudes $a_l(t)$ being related to the vector potential eigenmodes. We can then repeat the calculations of the previous section. The result is that the frequency spectrum generated by the electron beam will be identical to that generated by the ionization front, because the modes with the same frequency are coupled in the same way.

However, the energy content of each mode is different because the vector potential amplitudes are related to the electric field amplitude by $e_l(t) = a_l(t)\omega_l$. This means that, for instance, the saturation amplitude obtained after the completed journey of the electron beam front across the cavity is now determined by

$$A_l(\text{sat}) \approx \frac{\omega_p^2 A'_p}{4\pi} \frac{L_z}{p_0 \nu} \quad (7.53)$$

where $A'_p$ is the amplitude of the source term and where we have assumed that $a_l(t) \approx A_l(t) \exp(-i\omega_l t)$.

Again, this is formally identical to equation (7.46), with the electric field amplitudes replaced by vector potential amplitudes. But, if we rewrite this expression in terms of the electric field amplitudes, we realize that the saturation amplitude is now larger, by a factor of $\omega_p/\omega_l$, than that for the ionization front.
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This means that the electron beam is a much more efficient way to up-shift the electromagnetic energy in the frequency domain, not because the frequency up-shift itself is different, but because the amplitudes of the shifted modes are much larger. This can be illustrated by a numerical integration of the coupled mode equations for both cases [100]. Using the same argument we can also conclude that the down-shifted modes will have, in contrast, a much lower amplitude in the case of the electron beam.

The physical differences between these two processes of frequency up-shifting can be better understood if we consider the total magnetic field generated inside the cavity. We know that the magnetic field is determined by \( \vec{B} = \nabla \times \vec{A} \) and, using equation (7.51), we can write, for the case of the electron beam

\[
\vec{B}(\vec{r}, t > L_z/v) = \sum_l [\nabla \times \vec{E}_l(\vec{r})] A_l \exp(-i\omega_l t).
\] (7.54)

This means that the total magnetic field is just the sum of the magnetic fields associated with each of the modes excited in the cavity.

A different situation occurs for the case of an ionization front. If we write the total magnetic field in terms of the total electric field, we get

\[
\vec{B}(\vec{r}, t) = -\nabla \times \int_0^t \vec{E}(\vec{r}, t') - \sum_l [\nabla \times \vec{E}_l(\vec{r})] \int_0^t e_l(t') dt'.
\] (7.55)

The asymptotic value for this magnetic field will then be

\[
\vec{B}(\vec{r}, t > L_z/v) = \sum_l \frac{1}{i\omega_l} [\nabla \times \vec{E}_l(\vec{r})]
\times \left( \delta_{ll'} + i\omega_l \int_0^{L_z/v} e_l(t') dt' - E_l e^{-i\phi_l} + E_l e^{-i\omega_l t} \right)
\] (7.56)

where we have \( \phi_l = \omega_l L_z/v \).

It can be seen from this expression that the last term, which oscillates at the frequencies \( \omega_l \), corresponds to the sum of the magnetic fields associated with each of the modes excited in the cavity. But, the remaining terms describe a static magnetic field which was excited by the ionization process and which can be identified with the magnetic mode discussed in the previous chapter.

This means that, in the case of the ionization front, a large amount of energy is transferred to the static magnetic field, which explains why this process of frequency up-shifting is much less efficient than that of an electron beam where such a static field is absent.

Finally, we should keep in mind that other possible non-stationary processes occurring inside the cavity, which do not create new electron populations, are described by the same mode coupling equations as the electron beam case. This is,
for instance, the situation where, in a pre-existing plasma medium, a space–time variation of the plasma density is produced, associated with an electron plasma wave with relativistic velocity (wake field). As shown in the above discussion, the up-shifting frequency effect will be as efficient as in the case of the electron beam and no static magnetic field will be excited.

### 7.5 Fermi acceleration in a cavity

The linear mode coupling formalism explored in this chapter allows us to give a new description of the Fermi acceleration of photons, using a full wave description [101]. Let us then assume that, due to some externally applied perturbation, the neutral gas inside the cavity is ionized in a limited domain near the boundary \( z = L_z \), in such a way that the width of the plasma region oscillates in time with a frequency \( \Omega_1 \), much smaller than the cavity mode eigenfrequencies \( \omega_l \).

This can be described by the following space–time distribution for the electron plasma frequency:

\[
\omega_p^2(\vec{r}, t) = \omega_{p0}^2 H[z - L_z + A(1 - \cos \Omega_1 t)].
\]  

(7.57)

Here we have used the Heaviside function \( H(z - a) \). This simple law describes a plasma with constant plasma frequency \( \omega_{p0} \) but oscillating in a region of the cavity between \( L_z \) and \( L_z - 2A \).

The coupling coefficients (7.39) now take the form, for \( p \neq p' \),

\[
C_{ll'} = -\frac{\omega_{p0}^2}{\pi} \delta_{mm'} \delta_{nn'} \left\{ \frac{1}{p - p'} \sin[\pi(p - p')(1 - \epsilon(1 - \cos \Omega_1 t))] \right\} \left\{ \frac{1}{p + p'} \sin[\pi(p + p')(1 - \epsilon(1 - \cos \Omega_1 t))] \right\}
\]

(7.58)

where \( \epsilon = A/L_z \). For \( p = p' \), equation (7.41) becomes

\[
C_{ll} = \epsilon \omega_{p0}^2 (1 - \cos \Omega_1 t) - \frac{\omega_{p0}^2}{2p\pi} \sin[2p\pi \epsilon(1 - \cos \Omega_1 t)].
\]  

(7.59)

Using this explicit expression in the mode coupling equations (7.17) we can calculate the time evolution of the eigenmode field amplitudes. Let us start by neglecting the mode coupling and let us study the evolution of a single mode \( \psi_l(t) \), when according to equation (7.59), the effective value of plasma frequency is modulated by a much lower frequency \( \Omega_1 \). Notice that mode coupling would be absent if the plasma frequency were oscillating uniformly over the entire cavity volume.

In this case, we can write the single mode evolution equation as

\[
\frac{d^2}{dt^2} \psi_l(t) + \left( k_l^2 c^2 + \epsilon \omega_{p0}^2 (1 - \cos \Omega_1 t) \right) \psi_l(t) = 0.
\]
Here it is appropriate to use a dimensionless time variable \( \tau = \frac{\Omega_{1}}{2} t / \Omega_{1} \), and to introduce two parameters:

\[
\delta = \frac{4}{\Omega_{1}^2} (k_{l}^2 + \epsilon \omega_{pl}^2), \quad \gamma_0 = 2 \epsilon \omega_{pl}^2 / \Omega_{1}^2.
\]

Equation (7.60) can then be reduced to a more familiar form:

\[
\frac{d^2}{d\tau^2} e_{l}(\tau) + \left\{ \delta - 2\gamma_0 \cos(2\tau) - \frac{2\gamma_0}{2p\pi \epsilon} \sin(2p\pi \epsilon (1 - \cos(2\tau))) \right\} e_{l}(\tau) = 0.
\]

For high-frequency cavity modes such that \( 2p\pi \epsilon \gg 1 \) the last term can be neglected and this reduces to the well-known Mathieu equation. In order to illustrate the main physical processes in the cavity let us first restrict our discussion to this equation.

It is well known [81] that the Mathieu equation has bounded solutions, as well as unbounded ones, depending on the values of the two parameters \( \delta \) and \( \gamma_0 \). The existence of unbounded (or unstable) solutions is physically very interesting because this means that it is possible to excite cavity modes, starting from the noise level up to arbitrary amplitudes. The energy source responsible for the creation of this electromagnetic field, nearly out of nothing, can only be identified with the external source producing the plasma oscillations.

The stability diagram of the Mathieu equation shows that the most favourable modes to be excited verify the resonance condition \( k_{l} c \simeq m / \Omega_{1} / 2 \), where \( m \) is some positive integer. However, because we are assuming that \( \Omega \) is much smaller than the eigenmode frequencies \( \omega_{l} \), this resonance condition implies that \( m \) has to be quite large. Also, in this case, we known from the properties of the Mathieu equation that the unstable domain in the parameter space \( (\delta, \gamma_0) \) is extremely narrow and very difficult to experimentally satisfy. This means that, in principle, generation of electromagnetic energy inside an oscillating and empty cavity is possible, but it is very unlikely to be observed, due to the fact that it will only occur inside very narrow regions of the parameter space.

We now turn to the stable regions of the parameter space, where it is possible to derive approximate analytical expressions for the time evolution of the amplitude of a given uncoupled mode \( e_{l}(t) \), and to describe the entire frequency spectrum associated with this single mode. Due to the frequency modulations of the self-coupling coefficient (7.59), the frequency spectrum of a single mode no longer corresponds to a well-defined frequency \( \omega_{l} \), but to an infinite number of frequencies.

This can be clearly seen if we assume that the mode amplitude \( e_{l}(t) \) is described by

\[
e_{l}(t) = \sum_{k} e_{lk} \exp[-i(\delta_{l} + k\Omega) t]
\]
where we have used \( \bar{\omega}^2 = k^2 c^2 + \epsilon \alpha^2_\rho_0 \), and have assumed that the amplitudes \( e_{lk}(t) \) vary over a timescale much larger than \( 1/\bar{\omega} l \).

Using this solution in the single mode evolution equation (7.62), and retaining only the terms with the same fast timescale, we can easily derive an equation for the new amplitudes \( e_{lk}(t) \):

\[
- 2i(\bar{\omega} l + k \Omega) \frac{d}{dt} e_{lk} + [\alpha^2_\rho_0 - (\bar{\omega} l + k \Omega)^2] e_{lk} \\
- \frac{\epsilon}{2l} \alpha^2_\rho_0 (e_{l,k-1} - e_{l,k+1}) + i \frac{\alpha^2_\rho_0}{4p\pi} \sum_m J_m(2p\pi \epsilon) \\
\times \left[ i^m e^{2i\pi\epsilon} e_{l,k-m} - i^{-m} e^{-2i\pi\epsilon} e_{l,k+m} \right] = 0. 
\]

In order to obtain this expression we have used the expansion of the sine term of equation (7.62) in Bessel functions of integer order \( J_m \). We can simplify it considerably if we notice that, for \( \Omega \ll \bar{\omega} l \), the second term (proportional to \( e_{lk} \)) can be neglected. On the other hand, if the oscillation parameter \( \epsilon \) is small and if the quantum number \( p \) is large, in such a way that the inequality \( 2p\pi \epsilon \ll 1 \) is satisfied, we can also neglect the term containing the sum over the Bessel functions.

With these two simplifying assumptions, we can reduce equation (7.64) to

\[
\frac{d}{dt} e_{lk} = \epsilon \frac{\alpha^2_\rho_0}{4\omega_k} (e_{l,k-1} - e_{l,k+1}) 
\]

where we have used \( \omega_k = \bar{\omega} l + k \Omega \).

This system of coupled equations for the amplitudes \( e_{lk} \) can be easily integrated by noting that it is formally identical to the well-known recurrence relation for Bessel functions \( J_k \) [84]. This means that it satisfies the following solution:

\[
e_{lk}(t) = J_k \left( \epsilon \frac{\alpha^2_\rho_0}{2\omega_k} \right). 
\]

Let us now consider the opposite limit of small \( \epsilon \) and large \( p \), such that \( 2p\pi \epsilon \gg 1 \). In this case, the sum term dominates over the term proportional to \( \epsilon \) in equation (7.64). Moreover, we also have \( J_1(2p\pi \epsilon) \gg J_m(2p\pi \epsilon) \), for \( m \neq 1 \), which means that we can also neglect all the terms in the series expansion except those for \( m = \pm 1 \).

The resulting equation is

\[
\frac{d}{dt} e_{lk} = i \frac{\alpha^2_\rho_0}{4p\pi \omega_k} J_1(2p\pi \epsilon) \cos(2p\pi \epsilon)(e_{l,k-1} + e_{l,k+1}). 
\]

Here again, the integration becomes possible because of the formal analogy with the recurrence relation between the Bessel functions with purely imaginary
argument $I_k$. The solution can now be written as

$$e_{l\xi}(t) = (-1)^{k_{\xi} - k_k} J_{\xi} \left( \frac{\omega_p^2}{2p\pi \omega_k} \cos(2p\pi \epsilon) J_1(2p\pi \epsilon) \right). \quad (7.68)$$

We clearly see from these solutions that, in the two opposite limits of the parameter $(2p\pi \epsilon)$, an infinitely large spectrum of frequencies with decreasing amplitudes can be generated out of a single mode contained in a variable cavity. This means that Fermi acceleration results in a considerable line broadening.

This effect of energy spreading over the frequency domain is even more dramatic when we include the linear mode coupling associated with the coefficients $C_{ll'}$ established above. Once again, it is not possible to integrate the resulting mode equations, unless we introduce some simplifying assumptions.

First of all, let us assume that the cavity contains a dominant mode characterized by the index $l'$, such that coupling occurs mainly between this and the other cavity modes. We can write the amplitude $e_{l'}$ of the dominant mode in the form

$$e_{l'}(t) = E_{l'} e^{-i\bar{\omega}_{l'} t} \quad (7.69)$$

where $E_{l'}$ can be assumed nearly constant.

The amplitudes of all the other modes, $l \neq l'$, can then be described by

$$\left[ \frac{d^2}{dt^2} + \omega_l^2(t) \right] e_l(t) = -C_{ll'} E_{l'} e^{-i\bar{\omega}_{l'} t} \quad (7.70)$$

where $\omega_l^2(t)$ and $C_{ll'}(t)$ are determined by equations (7.18, 7.58).

We can see from here that the modes which are excited with a larger amplitude satisfy the nearly resonant condition

$$\omega_l(t) \simeq \bar{\omega}_l = \bar{\omega}_{l'} \pm m \Omega \quad (7.71)$$

where $m$ is an integer.

For these nearly resonant modes, we can write the following evolution equation:

$$\left[ \frac{d^2}{dt^2} + \omega_l^2(t) \right] e_l(t) = \pm i E_{l'} \frac{\omega_p^2}{2\pi} \left\{ \frac{J_m((p + p')\pi \epsilon)}{p + p'} - \frac{J_m((p - p')\pi \epsilon)}{p - p'} \right\} e^{-i\bar{\omega}_{l'} t}. \quad (7.72)$$

This equation can easily be integrated if we neglect the slow time evolution of the eigenfrequency $\omega_l \simeq \bar{\omega}_l$, and assume that

$$e_l(t) = E_l e^{-i\bar{\omega}_l t} \quad (7.73)$$
where $E_l(t)$ is the slow amplitude of the nearly resonant modes.

In this approximation, the solution for short times is given by

$$E_l(t) = \mp E'_l \frac{\omega_0^2}{4\pi \bar{\omega}} \left\{ \frac{J_m((p + p')\pi \epsilon)}{p + p'} - \frac{J_m((p - p')\pi \epsilon)}{p - p'} \right\} t.$$ (7.74)

This result shows that the modes that are more easily excited are those for which, in addition to the resonance condition (7.71), we have $p \simeq p'$. Of course, for low modulation frequencies $\Omega \ll \omega_l$, these resonance conditions are satisfied by several modes. In the limit $\Omega \ll (\omega_l + 1 - \omega_l)\omega_l$ all the modes in the cavity will be nearly resonant, with an amplitude approximately given by equation (7.74).

If we complement this with the tendency of each mode considered individually to suffer a considerable resonant broadening, as shown by the above discussion of the single mode evolution, we conclude that Fermi acceleration inside an oscillating cavity provides an efficient mechanism for generating a broad spectrum of electromagnetic radiation.

This is in qualitative agreement with our previous discussion of the Fermi photon acceleration using the Hamiltonian approach, where it was shown that the photon trajectories would become stochastic under certain conditions. Here the particle stochastic behaviour is replaced by the mode coupling, in the same way as stochasticity in classical particle motion is replaced by a non-stochastic description based on the wave equation for a quantum particle.
Chapter 8

Quantum theory of photon acceleration

In order to complete our theoretical framework, it is important to show that photon acceleration is not a result of the classical or semi-classical approximations, but that it can easily be identified and described in purely quantum grounds.

As an introduction to this chapter, we will describe first the well-known quantization procedure of the electromagnetic field [37, 61], with small changes, in order to adapt the notation to our specific needs. We will also describe the less well-known procedure for the field quantization in a plasma.

We will then examine the quantum theory of space and time refraction, which not only confirms the main features of the classical theory, but also identifies intrinsic quantum processes such as the possibility of photon creation from the vacuum.

8.1 Quantization of the electromagnetic field

8.1.1 Quantization in a dielectric medium

We consider an infinite, non-dispersive and non-dissipative dielectric medium, characterized by a real dielectric constant, $\epsilon$. We give a phenomenological description of the problem of the field quantization in this medium, by assuming that $\epsilon$ is a well-known constant, given a priori and not explicitly calculated by a microscopic theory. This approach will be useful for our problem.

We start with Maxwell’s equations which can be written, in the absence of charge and current distributions, as

\[
\nabla \times \vec{E} = -\frac{\partial \vec{B}}{\partial t}, \quad \nabla \cdot \vec{D} = 0
\]

\[
\nabla \times \vec{H} = \frac{\partial \vec{D}}{\partial t}, \quad \nabla \cdot \vec{B} = 0
\]  

\[
\text{with } \vec{D} = \epsilon \vec{E} \text{ and } \vec{B} = \mu_0 \vec{H}.
\]

(8.1)
We define the scalar and the vector potentials, $\phi$ and $\vec{A}$, such that
\[
\vec{E} = -\frac{\partial \vec{A}}{\partial t} - \nabla \phi, \quad \vec{B} = \nabla \times \vec{A}.
\] (8.2)

It is convenient to choose the Coulomb gauge, defined by the condition
\[
\nabla \cdot \vec{A} = 0.
\] (8.3)

In this case, we can derive from equations (8.1) the following equations for the scalar and vector potentials:
\[
\nabla^2 \phi = 0 \quad (8.4)
\]
\[
\nabla^2 \vec{A} - \frac{n^2}{c^2} \frac{\partial^2 \vec{A}}{\partial t^2} = \frac{n^2}{c^2} \nabla \frac{\partial \phi}{\partial t} \quad (8.5)
\]

with $n = \sqrt{\epsilon/\epsilon_0}$.

This obviously implies that $\phi = 0$, and
\[
\nabla^2 \vec{A} - \frac{n^2}{c^2} \frac{\partial^2 \vec{A}}{\partial t^2} = 0. \quad (8.6)
\]

We know that, in classical theory, the general solution of this equation can be written as
\[
\vec{A} (\vec{r}, t) = 2 \int \vec{A}_k \text{e}^{i(\vec{k} \cdot \vec{r} - \omega_k t)} \frac{d\vec{k}}{(2\pi)^3} \quad (8.7)
\]
where $\omega_k = (kc/n)$.

In this expansion, the integration extends over both the negative and the positive values of the three components of the wavevector $\vec{k}$. But we know that, in order to guarantee that the electromagnetic fields are real quantities, we have to assume that $\vec{A}_{-\vec{k}} = \vec{A}_\vec{k}^\ast$.

This allows us to rewrite the above general solution as
\[
\vec{A} (\vec{r}, t) = \int \vec{A}_k (\vec{r}, t) \frac{d\vec{k}}{(2\pi)^3} \quad (8.8)
\]
with
\[
\vec{A}_k (\vec{r}, t) = \left[ \vec{A}_k \text{e}^{i(\vec{k} \cdot \vec{r} - \omega_k t)} + \vec{A}_k^\ast \text{e}^{-i(\vec{k} \cdot \vec{r} - \omega_k t)} \right]. \quad (8.9)
\]

The corresponding electric and magnetic fields are, according to equations (8.2),
\[
\vec{E} (\vec{r}, t) = \int \vec{E}_k (\vec{r}, t) \frac{d\vec{k}}{(2\pi)^3}, \quad \vec{B} (\vec{r}, t) = \int \vec{B}_k (\vec{r}, t) \frac{d\vec{k}}{(2\pi)^3} \quad (8.10)
\]
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with

\[ E_k(\vec{r}, t) = -i \omega_k \left[ \tilde{\mathbf{A}}_k e^{i(\vec{k} \cdot \vec{r} - \omega_k t)} - \tilde{\mathbf{A}}_k^* e^{-i(\vec{k} \cdot \vec{r} - \omega_k t)} \right] \]  \tag{8.11}

\[ B_k(\vec{r}, t) = i\vec{k} \times \left[ \tilde{\mathbf{A}}_k e^{i(\vec{k} \cdot \vec{r} - \omega_k t)} - \tilde{\mathbf{A}}_k^* e^{-i(\vec{k} \cdot \vec{r} - \omega_k t)} \right]. \]  \tag{8.12}

Let us now consider the total electromagnetic energy density

\[ W = \int W_k \frac{d\vec{k}}{(2\pi)^3} \]  \tag{8.13}

with

\[ W_k = \frac{1}{2} \left[ \epsilon |\vec{E}_k(\vec{r}, t)|^2 + \frac{1}{\mu_0} |\vec{B}_k(\vec{r}, t)|^2 \right] = 2\epsilon \omega_k^2 (\vec{A}_k \cdot \vec{A}_k^*). \]  \tag{8.14}

We know that the amplitudes of the vector potential are, in general, complex quantities and it is useful to consider their real and imaginary parts separately, by defining

\[ q_k = \sqrt{\epsilon} (A_k + A_k^*), \quad p_k = i\omega_k \sqrt{\epsilon} (A_k - A_k^*). \]  \tag{8.15}

Here we have considered scalar quantities, by using \( \tilde{\mathbf{A}}_k = A_k \hat{e}_k \), where \( \hat{e}_k \) is the unit polarization vector. From these two quantities, we can write

\[ A_k = \frac{1}{4\epsilon \omega_k} (\omega_k q_k + ip_k). \]  \tag{8.16}

Using this in equation (8.14), we obtain for the energy density of the mode \( \vec{k} \)

\[ W_k = \frac{1}{2} (p_k^2 + \omega_k^2 q_k^2). \]  \tag{8.17}

This is formally identical to the energy of a one-dimensional oscillator with unit mass, frequency \( \omega \), position \( q \) and momentum \( p \):

\[ W = H(q, p) = \frac{p^2}{2} + \frac{\omega^2 q^2}{2}. \]  \tag{8.18}

The first term represents the kinetic energy and the second term the parabolic potential. This classical oscillator can be quantized by defining a Hamiltonian operator \( \hat{H} \), such that

\[ \hat{H} = \frac{1}{2} (\hat{p}^2 + \omega^2 \hat{q}^2) \]  \tag{8.19}

where the position and the momentum operators satisfy the commutation relations

\[ [\hat{q}, \hat{p}] \equiv \hat{q} \hat{p} - \hat{p} \hat{q} = i\hbar. \]  \tag{8.20}
The Hamiltonian operator can also be written in terms of the destruction and creation operators, $\hat{a}$ and $\hat{a}^+$, such that

$$\hat{q} = \sqrt{\frac{\hbar}{2\omega}}(\hat{a} + \hat{a}^+), \quad \hat{p} = -i\sqrt{\frac{\hbar \omega}{2}}(\hat{a} - \hat{a}^+).$$  \hspace{1cm} (8.21)

This is equivalent to

$$\hat{a} = \frac{1}{\sqrt{2\hbar \omega}}(\omega \hat{q} + i \hat{p}), \quad \hat{a}^+ = \frac{1}{\sqrt{2\hbar \omega}}(\omega \hat{q} - i \hat{p}).$$  \hspace{1cm} (8.22)

From this and from equations (8.17, 8.20), we have

$$\hat{a}^+ \hat{a} = \frac{1}{2\hbar \omega}(\omega^2 \hat{q}^2 + \hat{p}^2 + i\omega[\hat{q}, \hat{p}]) = \frac{1}{\hbar \omega} \left(\hat{H} - \frac{1}{2} \hbar \omega\right).$$  \hspace{1cm} (8.23)

We also have

$$\hat{a} \hat{a}^+ = \frac{1}{\hbar \omega} \left(\hat{H} + \frac{1}{2} \hbar \omega\right).$$  \hspace{1cm} (8.24)

This leads to the following commutation relation:

$$[\hat{a}, \hat{a}^+] = \hat{a} \hat{a}^+ - \hat{a}^+ \hat{a} = 1.$$  \hspace{1cm} (8.25)

From equations (8.19, 8.24) we can also write the Hamiltonian operator in the form

$$\hat{H} = \hbar \omega \left(\frac{1}{2} + \hat{N} \right)$$  \hspace{1cm} (8.26)

where $\hat{N}$ is the quantum number operator

$$\hat{N} = \hat{a}^+ \hat{a}.$$  \hspace{1cm} (8.27)

Returning to the electromagnetic field, we see that we can associate with each mode $\vec{k}$ a one-dimensional quantum oscillator with destruction and creation operators $\hat{a}_k$ and $\hat{a}_k^+$, such that the field amplitude operators for each mode are established by the equivalence

$$\vec{A}_k \rightarrow \sqrt{\frac{\hbar}{2\epsilon \omega_k}} \hat{a}_k \vec{e}_k, \quad \vec{A}_k^* \rightarrow \sqrt{\frac{\hbar}{2\epsilon \omega_k}} \hat{a}_k^+ \vec{e}_k^*.$$  \hspace{1cm} (8.28)

At this point we should notice that the electromagnetic radiation has two independent polarization vectors. In order to take them both into account we change the operators in the following way:

$$\hat{a}_k \vec{e}_k \rightarrow \sum_{\lambda = 1, 2} a(\vec{k}, \lambda) \vec{e}(\vec{k}, \lambda).$$  \hspace{1cm} (8.29)
From now on, we will remove the hat in the operator notation. The two unit polarization vectors are orthogonal:
\[ \vec{e}(\vec{k}, \lambda) \cdot \vec{e}(\vec{k}, \lambda') = \delta_{\lambda \lambda'}. \] (8.30)

An obvious choice of these two orthogonal polarization vectors is two linear polarizations in the plane perpendicular to the direction of wave propagation:
\[ \vec{k} \cdot \vec{e}(\vec{k}, \lambda) = 0 \quad (\lambda = 1, 2) \] (8.31)
\[ \vec{e}(\vec{k}, 1) \times \vec{e}(\vec{k}, 2) = \vec{k}/|\vec{k}|. \] (8.32)

The total vector potential operator will then be given by
\[ \vec{A}(\vec{r}, t) = \sum_{\lambda=1,2} \int \frac{d\vec{k}}{(2\pi)^3} \sqrt{\frac{\hbar}{2\epsilon_0 k}} \left[ a(\vec{k}, \lambda) \vec{e}(\vec{k}, \lambda) e^{i(\vec{k} \cdot \vec{r} - \omega_k t)} + a^+ (\vec{k}, \lambda) \vec{e}^*(\vec{k}, \lambda) e^{-i(\vec{k} \cdot \vec{r} - \omega_k t)} \right]. \] (8.33)

From equations (8.2) we can also establish the electric and the magnetic field operators:
\[ \vec{E}(\vec{r}, t) = i \sum_{\lambda=1,2} \int \frac{d\vec{k}}{(2\pi)^3} \sqrt{\frac{\hbar\omega_k}{2\epsilon}} \left[ a(\vec{k}, \lambda) \vec{e}(\vec{k}, \lambda) e^{i(\vec{k} \cdot \vec{r} - \omega_k t)} - a^+ (\vec{k}, \lambda) \vec{e}^*(\vec{k}, \lambda) e^{-i(\vec{k} \cdot \vec{r} - \omega_k t)} \right], \] (8.34)

and
\[ \vec{B}(\vec{r}, t) = i \sum_{\lambda=1,2} \int \frac{d\vec{k}}{(2\pi)^3} \sqrt{\frac{\hbar}{2\epsilon_0 \omega_k}} \left[ a(\vec{k}, \lambda) \vec{k} \times \vec{e}(\vec{k}, \lambda) e^{i(\vec{k} \cdot \vec{r} - \omega_k t)} - a^+ (\vec{k}, \lambda) \vec{k} \times \vec{e}^*(\vec{k}, \lambda) e^{-i(\vec{k} \cdot \vec{r} - \omega_k t)} \right]. \] (8.35)

These field operators are strictly equivalent to those obtained for propagation in a vacuum, the only difference being the replacement of the vacuum permittivity \( \epsilon_0 \) by the appropriate dielectric constant of the medium, \( \epsilon \).

### 8.1.2 Quantization in a plasma

We consider an infinite, homogeneous and unmagnetized plasma. In contrast with the previous case, we are now dealing with a dispersive medium. Instead of using the plasma dielectric function, it is more appropriate to describe this medium as a vacuum plus charge and current distributions. Maxwell’s equations, which are the
starting point of our quantization procedure, can then be written in the following form:

\[ \nabla \times \vec{E} = -\frac{\partial \vec{B}}{\partial t}, \quad \nabla \cdot \vec{E} = \frac{\rho}{\varepsilon_0} \quad (8.36) \]

\[ \nabla \times \vec{H} = \vec{J} + \varepsilon_0 \frac{\partial \vec{E}}{\partial t}, \quad \nabla \cdot \vec{B} = 0 \quad (8.37) \]

with \( \vec{B} = \mu_0 \vec{H} \).

Assuming that the plasma ions are at rest, with a mean density \( n_0 \), we can write the charge and current densities as

\[ \vec{J} = -en\vec{v}, \quad \rho = -e(n - n_0). \quad (8.38) \]

The electron density and mean velocity are described by the continuity and the momentum conservation equations:

\[ \frac{\partial n}{\partial t} + \nabla \cdot n\vec{v} = 0 \quad (8.39) \]

\[ \frac{\partial \vec{v}}{\partial t} + \vec{v} \cdot \nabla \vec{v} = -\frac{e}{m} (\vec{E} + \vec{v} \times \vec{B}) - S_e^2 \nabla \ln n. \quad (8.40) \]

We define here the electron thermal velocity by the quantity \( \nu_e = \sqrt{T/m} \), where \( T \) is the plasma temperature, and use \( S_e^2 = 3\nu_e^2 \). By treating the plasma electrons as a fluid we are neglecting the resonant particle effects which can, for instance, lead to purely kinetic effects such as the electron Landau damping. The inclusion of these effects would require a more refined and purely microscopic quantization procedure.

Apart from the fluid approach, we will also restrict our discussion to low field intensities. This allows us to linearize the fluid equations (8.39, 8.40) around the equilibrium state.

Using \( n = n_0 + \tilde{n} \), where \( |\tilde{n}| \ll n_0 \) is the density perturbation, we get

\[ \frac{\partial \tilde{n}}{\partial t} + n_0 \nabla \cdot \tilde{\vec{v}} = 0 \]

\[ \frac{\partial \tilde{\vec{v}}}{\partial t} = -\frac{e}{m} \vec{E} - \frac{S_e^2}{n_0} \nabla \tilde{n}. \quad (8.41) \]

The linearized electron current and charge densities are

\[ \tilde{\vec{J}} = -en_0 \tilde{\vec{v}}, \quad \tilde{\rho} = -e\tilde{n}. \quad (8.42) \]

Let us introduce the scalar and vector potentials \( \phi \) and \( \vec{A} \), by using equations (8.2), and retain the Coulomb gauge, defined by the condition (8.3). The
corresponding potential equations can be derived from equations (8.37) and take the form

\[ \nabla^2 \phi = \frac{e}{\epsilon_0} \tilde{n} \]  
(8.43)

\[ \left( \nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) \tilde{A} = \frac{e n_0}{c^2 \epsilon_0} \tilde{v}_\perp \]  
(8.44)

where \( \tilde{v}_\perp \) is the transverse part of the electron velocity, determined by the condition

\[ \nabla \cdot \tilde{v}_\perp = 0. \]  
(8.45)

On the other hand, from the electron fluid equations we can easily derive

\[ \left( \frac{\partial^2}{\partial t^2} - S^2 e \nabla^2 \right) \tilde{n} = -\frac{e n_0}{m} \nabla^2 \phi \]  
(8.46)

\[ \frac{\partial^2 \tilde{v}_\perp}{\partial t^2} = \frac{e}{m} \frac{\partial^2 \tilde{A}}{\partial t^2}. \]  
(8.47)

This allows us to write

\[ \left( \frac{\partial^2}{\partial t^2} - S^2 e \nabla^2 \right) \tilde{n} = -\omega_p^2 \tilde{n} \]  
(8.48)

\[ \tilde{v}_\perp = \frac{e}{m} \tilde{A}. \]  
(8.49)

which, according to equations (8.43, 8.44), implies that

\[ \left( \nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) \phi = \frac{\omega_p^2}{S^2 e} \phi \]  
(8.50)

\[ \left( \nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) \tilde{A} = \frac{\omega_p^2}{c^2} \tilde{A}. \]  
(8.51)

We notice here that, if the electron thermal velocity could be made equal to \( c/\sqrt{3} \), such that \( S^2 e = c^2 \), these two equations would reduce to a single Klein–Gordon equation for the four-vector potential \( \tilde{A}^\nu \equiv (\phi/c, \tilde{A}) \), in the form

\[ \left( \nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) \tilde{A}^\nu = \frac{m_{\text{eff}} c}{\hbar} \tilde{A}^\nu \]  
(8.52)

where \( m_{\text{eff}} = \omega_p \hbar / c^2 \) would be the mass of the vector field.

However, it is obvious that we have \( S^2 e \neq c^2 \) for general plasma conditions, which means that the electromagnetic field in a plasma will not be exactly equivalent (but it will be similar) to a massive vector field. In order to prepare for the field
quantization procedure we can write the general solution of equations (8.50, 8.51)
in the form

\[ \vec{A}(\vec{r}, t) = \int \vec{A}_k(\vec{r}, t) \frac{d\vec{k}}{(2\pi)^3}, \quad \phi(\vec{r}, t) = \int \phi_k(\vec{r}, t) \frac{d\vec{k}}{(2\pi)^3} \]  

(8.53)

with

\[ \vec{A}_k(\vec{r}, t) = \left[ \vec{A}_k e^{i(\vec{k} \cdot \vec{r} - \omega_k t)} + \vec{A}^*_k e^{-i(\vec{k} \cdot \vec{r} - \omega_k t)} \right] \]  

(8.54)

and

\[ \phi_k(\vec{r}, t) = \left[ \phi_k e^{i(\vec{k} \cdot \vec{r} - \omega_k t)} + \phi^*_k e^{-i(\vec{k} \cdot \vec{r} - \omega_k t)} \right] \]  

(8.55)

These two equations for the vector and the scalar potentials are formally identical to each other. But it should be noticed that, according to equations (8.50, 8.51), the frequencies for the vector potential (the first equation) are determined by the dispersion relation

\[ \omega_k = \sqrt{k^2 c^2 + \omega^2_p} \]  

(8.56)

and for the scalar potential (the second equation) by

\[ \omega_k = \sqrt{k^2 S_k^2 + \omega^2_p}. \]  

(8.57)

The corresponding electric and magnetic fields are still represented by equations (8.2, 8.10), but now equation (8.12) is replaced by

\[ \vec{E}_k(\vec{r}, t) = i\omega_k \vec{A}_k(\vec{r}, t) - i\vec{k} \phi_k(\vec{r}, t), \quad \vec{B}_k(\vec{r}, t) = i\vec{k} \times \vec{A}_k(\vec{r}, t). \]  

(8.58)

Let us now consider the total energy density

\[ w_k = \frac{1}{2} \epsilon_0 |\vec{E}_k(\vec{r}, t)|^2 + \frac{1}{\mu_0} |\vec{B}_k(\vec{r}, t)|^2 + w_{\text{part}}(\vec{r}) \]

\[ = 2\epsilon k^2 \phi_k \phi_k^* + 2\omega_k^2 \vec{A}_k \cdot \vec{A}_k^*. \]  

(8.59)

Here, the first term corresponds to longitudinal (or electrostatic) oscillations, and the second term to the transverse electromagnetic waves. For convenience, we have added to the purely electromagnetic energy the kinetic energy of the particles associated with the oscillations of the scalar potential.

It is well known from plasma theory that, in the electron plasma oscillations, the averaged energy is equally divided between the electrostatic field energy and the kinetic energy of the plasma electrons. The result is the appearance of a factor of 2 in the first term of this equation.

Field quantization is obtained by introducing destruction and creation operators \(a(\vec{k}, \lambda)\) and \(a^+(\vec{k}, \lambda)\), for each of the three distinct modes, such that we have, for the transverse modes (\(\lambda = 1, 2\)),

\[ \vec{A}_k \rightarrow \sqrt{\frac{\hbar}{2\epsilon_0 \omega_k}} a(\vec{k}, \lambda) \vec{e}(\vec{k}, \lambda), \quad \vec{A}_k^* \rightarrow \sqrt{\frac{\hbar}{2\epsilon_0 \omega_k}} a^+(\vec{k}, \lambda) \vec{e}^*(\vec{k}, \lambda) \]  

(8.60)
and, for the longitudinal mode \((\lambda = 3)\),

\[
\phi_k \rightarrow \sqrt{\frac{\hbar}{2\epsilon_0 k}} a(\vec{k}, \lambda), \quad \phi_k^* \rightarrow \sqrt{\frac{\hbar}{2\epsilon_0 k}} a^+(\vec{k}, \lambda).
\]  

(8.61)

The total vector potential operator will then be determined by

\[
\vec{A}(\vec{r}, t) = \sum_{\lambda=1,2} \int d\vec{k} \left( \frac{2\pi}{\omega_k} \right)^3 \sqrt{\frac{\hbar}{2\epsilon_0 k}} \left[ a(\vec{k}, \lambda) \vec{e}(\vec{k}, \lambda) e^{i(\vec{k} \cdot \vec{r} - \omega_k t)} + a^+(\vec{k}, \lambda) \vec{e}^*(\vec{k}, \lambda) e^{-i(\vec{k} \cdot \vec{r} - \omega_k t)} \right].
\]  

(8.62)

The total scalar potential operator is

\[
\phi(\vec{r}, t) = \int \frac{d\vec{k}}{(2\pi)^3} \sqrt{\frac{\hbar}{2\epsilon_0 k}} \left[ a(\vec{k}, 3) \vec{e}(\vec{k}, \lambda) e^{i(\vec{k} \cdot \vec{r} - \omega_k t)} + a^+(\vec{k}, 3) \vec{e}^*(\vec{k}, \lambda) e^{-i(\vec{k} \cdot \vec{r} - \omega_k t)} \right].
\]  

(8.63)

The resulting total energy operator will be given by

\[
W = \sum_{\lambda=1}^3 \int \frac{d\vec{k}}{(2\pi)^3} \hbar \omega_k(\lambda) \left[ a^+(\vec{k}, \lambda) a(\vec{k}, \lambda) + \frac{1}{2} \right]
\]  

(8.64)

such that

\[
\omega_k(\lambda) = \sqrt{k^2 c^2(\lambda) + \omega_p^2}
\]  

(8.65)

with \(c^2(\lambda = 1, 2) = c^2\), and \(c^2(\lambda = 3) = S_e^2\).

The first two modes correspond to the two transverse photons and the third mode corresponds to plasmons (or longitudinal photons). Here we find the three independent polarization states of a massive vector field (which has spin one) [88], but with two distinct characteristic velocities: for the transverse particles it is the speed of light \(c\), and for the plasmons it is the thermal velocity \(S_e\).

The similarities of the electromagnetic field quantization in a plasma with the quantization of a massive vector field was noticed long ago by Anderson [5]. It has served as a phenomenological model for the theory of the Higgs boson [88].

8.2 Time refraction

8.2.1 Operator transformations

Let us consider a time discontinuity in an infinite dielectric medium such that, at time \(t = 0\), the dielectric constant suddenly changes from a value \(\epsilon_1\) to a new value \(\epsilon_2\). This transformation law can be described by the expression

\[
\epsilon(t) = \epsilon_1 H(-t) + \epsilon_2 H(t)
\]  

(8.66)
where $H(t)$ is the Heaviside function.

We know from equation (8.34) that, for a given polarization state of the photons in the dielectric medium ($\lambda = 1$, or $\lambda = 2$), the electric field operator can be written as

$$
\tilde{E}(\vec{r}, t) = i \sqrt{\frac{\hbar \omega_k}{2 \epsilon}} \left[ a(\vec{k}, t) e^{i \vec{k} \cdot \vec{r}} - a^+(\vec{k}, t) e^{-i \vec{k} \cdot \vec{r}} \right] \tilde{e}_k. \tag{8.67}
$$

Here we have used a real polarization vector $\tilde{e}_k = \tilde{e}^*_k$, and introduced time-dependent destruction and creation operators

$$
a(\vec{k}, t) = a(\vec{k}) e^{-i \omega t}, \quad a^+(\vec{k}, t) = a^+(\vec{k}) e^{i \omega t}. \tag{8.68}
$$

We also know that the displacement vector and the magnetic field operators can be determined by

$$
\tilde{D}(\vec{k}, t) = \epsilon \tilde{E}(\vec{k}, t), \quad \tilde{B}(\vec{k}, t) = \frac{\tilde{k}}{\omega_k} \times \tilde{E}(\vec{k}, t). \tag{8.69}
$$

This means that we can write

$$
\tilde{D}(\vec{k}, t) = i \tilde{e}_k \sqrt{\frac{\hbar}{2 \epsilon \omega_j \epsilon_j}} \left[ a_j(\vec{k}, t) e^{i \vec{k} \cdot \vec{r}} - a^+_j(\vec{k}, t) e^{-i \vec{k} \cdot \vec{r}} \right] \tag{8.70}
$$

and

$$
\tilde{B}(\vec{k}, t) = i (\vec{k} \times \tilde{e}_k) \sqrt{\frac{\hbar}{2 \omega_j \epsilon_j}} \left[ a_j(\vec{k}, t) e^{i \vec{k} \cdot \vec{r}} - a^+_j(\vec{k}, t) e^{-i \vec{k} \cdot \vec{r}} \right]. \tag{8.71}
$$

For $t < 0$ we use the index $j = 1$, and for $t > 0$, we use $j = 2$, in these expressions. Our main problem is to relate the new operators $a_2$ and $a^+_2$, to the old ones, $a_1$ and $a^+_1$. These operators are different from each other because the meaning of a photon (or of an elementary excitation of the field) changes with the refractive index at $t = 0$.

In order to obtain such a relation we use the continuity conditions for the fields

$$
\tilde{D}(\vec{r}, t = 0^-) = \tilde{D}(\vec{r}, t = 0^+), \quad \tilde{B}(\vec{r}, t = 0^-) = \tilde{B}(\vec{r}, t = 0^+). \tag{8.72}
$$

Noting that these equalities are independent of $\vec{r}$, we can easily reduce them to the following relations between the new and the old operators:

$$
\sqrt{\omega_1 \epsilon_1} [a_1(\vec{k}) - a^+_1(\vec{k})] = \sqrt{\omega_2 \epsilon_2} [a_2(\vec{k}) - a^+_2(\vec{k})] \tag{8.73}
$$

$$
\sqrt{\omega_1 \epsilon_1} [a_1(\vec{k}) + a^+_1(\vec{k})] = \sqrt{\omega_2 \epsilon_2} [a_2(\vec{k}) + a^+_2(\vec{k})]. \tag{8.74}
$$

Let us define the parameter

$$
\alpha = \sqrt{\frac{\omega_1 \epsilon_1}{\omega_2 \epsilon_2}} = \frac{n_2 \epsilon_1}{n_1 \epsilon_2} = \frac{n_1}{n_2}. \tag{8.75}
$$
Equations (8.74) can be rewritten as
\[
\alpha \left[ a_1(k) - a_1^+(\tilde{k}) \right] = a_2(k) - a_2^+(\tilde{k})
\]
\[
a_1(k) + a_1^+(\tilde{k}) = \alpha [a_2(k) + a_2^+(\tilde{k})].
\]
(8.76)

By adding and subtracting these two equations, we obtain
\[
a_1(k) = A a_2(k) - B a_2^+(\tilde{k})
\]
\[
a_1^+(\tilde{k}) = A a_2^+(\tilde{k}) - B a_2(k).
\]
(8.77)

Here we have used the real coefficients \( A \) and \( B \), defined by
\[
A = \frac{1 + \alpha^2}{2\alpha}, \quad B = \frac{1 - \alpha^2}{2\alpha}.
\]
(8.78)

The reciprocal relations can also be obtained:
\[
a_2(k) = A a_1(k) + B a_1^+(\tilde{k})
\]
\[
a_2^+(\tilde{k}) = A a_1^+(\tilde{k}) + B a_1(k).
\]
(8.79)

This shows that each field mode existing for \( t < 0 \), with a given wavevector \( \tilde{k} \), will be coupled to two modes existing for \( t > 0 \), with wavevectors \( k \) and \( -\tilde{k} \). Such a coupling provides an explanation, at the quantum level, of the effect of time reflection obtained with the classical theory of chapter 6.

### 8.2.2 Symmetric Fock states

It is particularly important to look at the behaviour of the number states, or Fock states, when we go through a time discontinuity. They are defined as the eigenstates of the number operator \( N_{\tilde{k}} = a^+(\tilde{k})a(\tilde{k}) \):
\[
a^+(\tilde{k})a(\tilde{k})|n_{\tilde{k}}\rangle = n_{\tilde{k}}|n_{\tilde{k}}\rangle.
\]
(8.80)

The eigenvalues \( n_{\tilde{k}} \) of the number operator are the occupation numbers, or the number of photons in the mode \( \tilde{k} \). The energy eigenvalues are
\[
\langle n_{\tilde{k}}|H_{\tilde{k}}|n_{\tilde{k}}\rangle = \hbar \omega_{\tilde{k}} \left( n_{\tilde{k}} + \frac{1}{2} \right).
\]
(8.81)

The ground state, corresponding to an occupation number equal to zero, \( n_{\tilde{k}} = 0 \), is called the vacuum state. It is well known (and can easily be derived from the above equations) that the eigenvectors \( |n_{\tilde{k}}\rangle \), corresponding to an arbitrary excited state, can be derived by applying \( n_{\tilde{k}} \) times the creation operator \( a^+(\tilde{k}) \) to the vacuum eigenstate \( |n_{\tilde{k}} = 0\rangle \equiv |0_{\tilde{k}}\rangle \).

For normalized eigenvectors we can write
\[
|n_{\tilde{k}}\rangle = \frac{1}{\sqrt{n_{\tilde{k}}!}} [a^+(\tilde{k})]^{n_{\tilde{k}}} |0_{\tilde{k}}\rangle.
\]
(8.82)
We have shown that, in the process of time discontinuity, the modes $\mathbf{k}$ and $-\mathbf{k}$ are coupled to each other. It is then useful to introduce the following symmetric state vectors:

$$|n, n'\rangle_j \equiv |n_k, n'_{-k}\rangle_j = |n_k\rangle_j |n'_{-k}\rangle_j.$$  \hspace{1cm} (8.83)

The index $j = 1$ pertains to the Fock states valid for $t < 0$, and $j = 2$ to the Fock states valid for $t > 0$. Using equation (8.71), we can then define these symmetric Fock states in terms of the symmetric vacuum:

$$|n, n'\rangle_j = \frac{1}{\sqrt{n!n'!}} [a^+_j(\mathbf{k})]^n [a^+_j(-\mathbf{k})]^{n'} |0, 0\rangle_j.$$ \hspace{1cm} (8.84)

This expression means that, if we want to establish a relation between some initial symmetric state $|n, n'\rangle_1$ and some final symmetric state $|m, m'\rangle_2$, we have to establish a relation between the symmetric vacuum states, before and after the time discontinuity, $|0, 0\rangle_1$ and $|0, 0\rangle_2$. This can be achieved by representing the initial vacuum states $|0, 0\rangle_1$ in terms of the final state vectors

$$|0, 0\rangle_1 = \sum_{m, m'} C_{m,m'} |m, m'\rangle_2.$$ \hspace{1cm} (8.85)

It is obvious that such a development has to be perfectly symmetric with respect to the modes $\mathbf{k}$ and $-\mathbf{k}$, simply because the vacuum is a state of zero total momentum. This implies that

$$C_{m,m'} = C_m \delta_{mm'}.$$ \hspace{1cm} (8.86)

If we apply the destruction operator $a_1(\mathbf{k})$ to equation (8.85), and use equation (8.77), we obtain

$$a_1(\mathbf{k}) |0, 0\rangle_1 \equiv 0 = \sum_m C_m \left[Aa_2(\mathbf{k}) - Ba_2^+(-\mathbf{k})\right] |m, m\rangle_2$$

$$= C_m \left[A\sqrt{m}|m - 1, m\rangle_2 - B\sqrt{m + 1}|m, m + 1\rangle_2\right]$$

$$= (AC_{m+1} - BC_m)\sqrt{m + 1}|m, m + 1\rangle_2.$$ \hspace{1cm} (8.87)

This leads to the following recurrence relation for the coefficients $C_m$:

$$C_m = \frac{B}{A} C_{m-1} = \left(\frac{B}{A}\right)^m C_0.$$ \hspace{1cm} (8.88)

The initial symmetric vacuum states (8.85) can then be represented as

$$|0, 0\rangle_1 = C_0 \sum_{m=0}^{\infty} \left(\frac{B}{A}\right)^m |m, m\rangle_2.$$ \hspace{1cm} (8.89)
Now, we can use the normalization condition in order to determine the remaining coefficient:

\[
1 \langle 0, 0 | 0, 0 \rangle_1 = |C_0|^2 \sum_{m=0}^{\infty} \left( \frac{B}{A} \right)^{2m} = |C_0|^2 \frac{1}{1 - (B/A)^2} = 1. \tag{8.90}
\]

This means that

\[
C_0 = e^{i\theta_0} \sqrt{1 - (B/A)^2} \tag{8.91}
\]

where \( \theta_0 \) is an arbitrary phase.

Using equation (8.89), and assuming that \( \theta_0 = 0 \), we can write the final expression for the symmetric vacuum decomposition (8.85) as

\[
|0, 0\rangle_1 = \sqrt{1 - (B/A)^2} \sum_{m=0}^{\infty} \left( \frac{B}{A} \right)^m |m, m\rangle_2. \tag{8.92}
\]

This result shows that a time boundary at \( t = 0 \) will be able to generate, from an initial vacuum state described by the vector states \( |0, 0\rangle_1 \), a number of \( 2m \) photons which will appear in symmetric pairs of modes, \( \vec{k} \) and \( -\vec{k} \). According to the above equation, the probability of finding such a symmetric Fock state with \( 2m \) photons at times \( t > 0 \), will be given by

\[
p(m) = 2 \langle m, m | 0, 0 \rangle_1 \langle 0, 0 | m, m \rangle_2 = \left[ 1 - \left( \frac{B}{A} \right)^2 \right] \left( \frac{B}{A} \right)^{2m}. \tag{8.93}
\]
In order to have a more precise idea of the physical consequences of this result, let us assume the following plausible situation of a very small time perturbation of the refractive index of the medium, such that $n_2 = n_1(1 + \delta)$, with $\delta \ll 1$:

$$\alpha = \sqrt{\frac{n_1}{n_2}} \simeq 1 - \frac{\delta}{2}. \tag{8.94}$$

It means that we have $(B/A) \simeq (\delta/2)$, which leads to

$$p(m) \simeq \left(\frac{\delta}{2}\right)^{2m}. \tag{8.95}$$

This gives an order of magnitude estimate for the probability of creation of photons out of the vacuum due to a sudden change of the refractive index. This probability decreases with the number of photons $m$ according to a power law. The possible generation of photons out of the vacuum inside an optical cavity with a time-dependent dielectric was recently considered in reference [19].

### 8.2.3 Probability for time reflection

The above results on the transformation of an initial vacuum by a time discontinuity can be generalized to an arbitrary initial state $|\phi_1\rangle \equiv |n, n'\rangle_1$, not necessarily perfectly symmetric ($n \neq n'$). The probability of observing a given final state $|\phi_2\rangle \equiv |m, m'\rangle_2$ is determined by

$$p(m, m') = \langle m, m'|\phi_1\rangle \langle \phi_1|m, m'\rangle_2. \tag{8.96}$$

In order to remain as close as possible to our previous discussion of the classical model for time reflection, we will concentrate on initial completely asymmetric states, where $n \neq 0$ photons pre-exist in the mode $\vec{k}$ and no photons at all propagate in the opposite direction, which means that $n' = 0$. This corresponds to an initial photon beam propagating along $\vec{k}$ for $t < 0$. The initial photon state is $|\phi_1\rangle = |n, 0\rangle_1$.

Using equations (8.84, 8.92), we obtain

$$|n, 0\rangle_1 = \frac{1}{\sqrt{n!}} [a^+_1(\vec{k})]^n |0, 0\rangle_1$$

$$= \frac{1}{\sqrt{n!}} \sqrt{1 - (B/A)^2} \sum_{m=0}^{\infty} \left(\frac{B}{A}\right)^m [a^+_1(\vec{k})]^m |m, m\rangle_2. \tag{8.97}$$

We can now use equation (8.77) and, noting that the operators $a^+_2(\vec{k})$ and $a_2(-\vec{k})$ commute, we obtain, after a binomial expansion

$$[a^+_1(\vec{k})]^n = A^n \sum_{r=0}^{n} \frac{n!}{(n-r)!r!} (-1)^{n-r} \left(\frac{B}{A}\right)^r [a^+_2(\vec{k})]^{n-r} [a_2(-\vec{k})]^r. \tag{8.98}$$
Using this in equation (8.97), we arrive at

\[ |n, 0\rangle_{1} = \sum_{r=0}^{\infty} \sum_{s=0}^{\infty} b_{sr}(n) |n + s, s\rangle_{2} \]  

(8.99)

where we have used the new index \( s = m - r \), and the coefficients

\[ b_{sr}(n) = \frac{1}{\sqrt{n!}} A^{n} \sqrt{1 - (B/A)^{2}} \frac{n!}{(n-r)!r!} (-1)^{n-r} \left( \frac{B}{A} \right)^{r+2r}. \]  

(8.100)

From this we can calculate the probability for observing at a time \( t > 0 \) a given photon state \( |n + s, s\rangle_{2} \):

\[ p(n, s) = \langle n + s, s|n, 0\rangle_{1} \langle n, 0|n + s, s\rangle_{2} = \left| \sum_{r=0}^{n} b_{sr}(n) \right|^{2}. \]  

(8.101)

This result shows that, after the occurrence of a sudden time change at \( t = 0 \) of the refractive index of an infinite dielectric medium, there is a probability \( p(n, 0) \neq 1 \) of observing a state \( |n, 0\rangle_{2} \) with the same number of photons propagating with the same wavevector (but with a shifted frequency).

But there is also a finite probability \( p(n, s) \neq 0 \) of observing a number \( s > 0 \) of photons propagating in the opposite direction \(-\vec{k}\). This gives us the quantum explanation for the effect of time reflection already described with the classical theory of chapter 6.

The above discussion can easily be generalized to include the case of coherent states. It is well known that these particular quantum states have the advantage of tending to a classical field in the limit of large occupation numbers.

By definition, a coherent state for a given field mode \( \vec{k} \) is

\[ |\alpha\rangle = e^{-|\alpha|^{2}/2} \sum_{n=0}^{\infty} \frac{\alpha^{n}}{\sqrt{n!}} |n \rangle_{k}. \]  

(8.102)

This means that we can, in our symmetric representation, define an initial coherent state as

\[ |\alpha, 0\rangle_{1} = e^{-|\alpha|^{2}/2} \sum_{n=0}^{\infty} \frac{\alpha^{n}}{\sqrt{n!}} |n, 0\rangle_{1}. \]  

(8.103)

Using equation (8.99) we can write this state vector in terms of the final states

\[ |\alpha, 0\rangle_{1} = e^{-|\alpha|^{2}/2} \sum_{n,m=0}^{\infty} \sum_{r=0}^{n} \frac{\alpha^{n} b_{sr}(n)}{\sqrt{n!}} |n + s, s\rangle_{2}. \]  

(8.104)

This expression shows that, in general, an initial coherent state will not lead to time-transmitted and time-reflected coherent states. This means that the time discontinuity does not preserve the classical-like properties of the initial
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However, it is also obvious that, for very large values of the initial occupation number $n \equiv n_k$ the transmitted state will be very similar to the initial one and close to a similar coherent state, propagating in a similar direction but with a shifted frequency. This problems would deserve a detailed numerical study [74].

Furthermore, the non-conservation of the classical-like properties of the initial states has to be related to the creation of squeezed states (states with no classical counterpart), which is also associated with the time discontinuity. This problem is not directly related to photon acceleration and will not be discussed here.

8.2.4 Conservation relations

We conclude the quantum theory of time refraction by briefly discussing the energy and momentum conservation relations. Let us first consider the total energy operator

$$W = \int w_k \frac{d\vec{k}}{(2\pi)^3} = \hbar \omega_1 \left[ a^+ (\vec{k}) a (\vec{k}) + \frac{1}{2} \right] \frac{d\vec{k}}{(2\pi)^3}. \quad (8.105)$$

For an initial state $|n, 0\rangle_1$, the expectation value of this operator is

$$\langle W \rangle_1 = \langle n, 0 | W | n, 0 \rangle_1 = \hbar \omega_1 \left( \langle n_k | a^+ (\vec{k}) a (\vec{k}) | n_k \rangle + \langle 0 | a^+ (-\vec{k}) a (-\vec{k}) | 0 \rangle + 1 \right) = \hbar \omega_1 (n_k + 1) \quad (8.106)$$

with $\omega_1 = |k| c / n_k$.

We have seen that the time discontinuity generates final states $|n + s, s\rangle_2$, with a finite probability $p(n, s)$. The expectation value for the energy operator for $t > 0$ will then be

$$\langle W \rangle_2 = \langle n + s, s | W | n + s, s \rangle_2 = \hbar \omega_2 \left( \langle n + s + s | a^+ (\vec{k}) a (\vec{k}) | n + s \rangle + \langle s | a^+ (-\vec{k}) a (-\vec{k}) | s \rangle + 1 \right) = \hbar \omega_2 (n_k + 2s + 1) \quad (8.107)$$

with $\omega_2 = |k| c / n_2$.

This means that the energy variation introduced by the time discontinuity of the medium on the electromagnetic spectrum is

$$\Delta W = \langle W \rangle_2 - \langle W \rangle_1 = \hbar \Delta \omega n_k + \hbar \omega_2 2s. \quad (8.108)$$

We see that the energy is not conserved for two distinct reasons. The first one was already observed in the classical description and corresponds to the frequency shift $\Delta \omega = \omega_2 - \omega_1$ of the $n_k$ photons initially existing in the medium. The second
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Let us consider next the total momentum operator

\[ P = \int p_k \frac{d^3k}{(2\pi)^3} = \int \hat{h} \hbar \left[ a_+^+(\vec{k})a(\vec{k}) + \frac{1}{2} \right] \frac{d^3k}{(2\pi)^3}. \] (8.109)

Using the same kind of approach we can calculate the initial and the final expectation values of this operator. The result is

\[ \langle P \rangle_1 = \hbar k n_k, \quad \langle P \rangle_2 = \hbar k (n + s - s). \] (8.110)

This means that the total momentum is conserved, as expected:

\[ \Delta P = \langle P \rangle_2 - \langle P \rangle_1 = 0. \]

8.3 Quantum theory of diffraction

Let us consider a sharp boundary between two stationary dielectric media with no dispersion. For simplicity, we assume that the media, with dielectric constants equal to \( \epsilon_1 \) and \( \epsilon_2 \), have a boundary at \( x = 0 \), and that the propagation is along the \( x \)-axis.

If photons with frequency \( \omega \) and initial wavevector \( k_i \) are propagating in medium 1 and interact with this boundary, we can write for the associated electric field operator, valid in the semi-infinite region \( x < 0 \), and for a given polarization (\( \lambda = 1, \) or \( 2 \))

\[ \vec{E}(x, t) = \vec{E}_i(x, t) + \vec{E}_r(x, t) \] (8.111)

where the incident and the reflected field operators are

\[ \vec{E}_i(x, t) = i \sqrt{\frac{\hbar \omega}{2\epsilon_1}} \left[ a_1(k_i, t) e^{ik_ix} - a_1^+(k_i, t) e^{-ik_ix} \right] \vec{e}(k_i) \] (8.112)

\[ \vec{E}_r(x, t) = i \sqrt{\frac{\hbar \omega}{2\epsilon_1}} \left[ a_1(k_r, t) e^{ik_rx} - a_1^+(k_r, t) e^{-ik_rx} \right] \vec{e}(k_i) \] (8.113)

with \( k_i = \omega n_1/c \) and \( k_r = k_i \).

In the second medium (\( x > 0 \)), we can define the electric field operator associated with the transmitted wave as

\[ \vec{E}_t(x, t) = i \sqrt{\frac{\hbar \omega}{2\epsilon_2}} \left[ a_2(k_t, t) e^{ik_tx} - a_2^+(k_t, t) e^{-ik_tx} \right] \vec{e}(k_i) \] (8.114)

with \( k_t = \omega n_2/c = k_i(n_2/n_1) \).
The corresponding magnetic field operators are determined by similar expressions:

$$\vec{B}_i(x, t) = \frac{k_i}{\omega} E_i(x, t) [\vec{e}_x \times \vec{e}(k_i)]$$  \hspace{1cm} (8.115)$$

$$\vec{B}_r(x, t) = \frac{k_r}{\omega} E_r(x, t) [\vec{e}_x \times \vec{e}(k_r)]$$  \hspace{1cm} (8.116)$$

and

$$\vec{B}_t(x, t) = \frac{k_t}{\omega} E_t(x, t) [\vec{e}_x \times \vec{e}(k_t)].$$  \hspace{1cm} (8.117)$$

The quantization of the electromagnetic field is based on the assumption that the field operators satisfy Maxwell’s equations. This means that the boundary conditions for these operators have to be formally identical to those for the classical fields. We know, from classical theory, that the components of the electric and magnetic fields tangent to the boundary between the two media are continuous.

Using equation (8.117) and noting that the field is polarized in the perpendicular direction $\vec{e}(k_i) = \vec{e}(k_r) = \vec{e}(k_t)$, we obtain

$$E_i(0, t) + E_r(0, t) = E_t(0, t), \quad B_i(0, t) + B_r(0, t) = B_t(0, t).$$  \hspace{1cm} (8.119)$$

At this point we notice that the time-dependent destruction and creation operators in equations (8.113, 8.114) are of the form

$$a(k, t) = a(k) e^{-i\omega t}, \quad a^+(k, t) = a^+(k) e^{i\omega t}.$$  \hspace{1cm} (8.120)$$

Equating separately the terms with the same time dependence, we obtain

$$a_1(k_i) + a_1(-k_i) = a^2 a_2(k_i)$$

$$a_1(k_i) - a_1(-k_i) = a^2 a_2(k_i)$$  \hspace{1cm} (8.121)$$

with

$$\alpha = \sqrt{n_1 n_2} = (\frac{\epsilon_1}{\epsilon_2})^{1/4}. \hspace{1cm} (8.122)$$

From this we obtain

$$a_2(k_i) = \frac{2}{1 + \alpha^2} a_1(k_i), \quad a_1(-k_i) = -\frac{1 - \alpha^2}{1 + \alpha^2} a_1(k_i).$$  \hspace{1cm} (8.123)$$

These expressions can be seen as the Fresnel formulae relating the incidence, the transmission and the reflection destruction operators. We can easily realize that the same expressions are valid for the creation operators. We can then derive
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from (8.123) a more familiar version of the Fresnel formulae, by multiplying them by \( \exp(-i\omega t) \), and by adding their Hermitian conjugates. We therefore get

\[
E_i(0, t) + E_r(0, t) = E_i(0, t), \quad E_i(0, t) - E_r(0, t) = \frac{1}{\alpha^2} E_i(0, t).
\]  

This is nothing but a different version of equation (8.119). From this, we get

\[
R \equiv \frac{E_i(0, t)}{E_r(0, t)} = -\frac{1 - \alpha^2}{1 + \alpha^2}, \quad T \equiv \frac{E_t(0, t)}{E_i(0, t)} = \frac{2\alpha^2}{1 + \alpha^2}.
\]  

These operator relations are equivalent to equation (8.123), and they are formally identical to the Fresnel formulae for the classical fields. The same result could be obtained by using a different method [94].

For comparison with the time reflection case, it is interesting to consider the energy and momentum conservation relations. Let us start with the number operator associated with the incident photon states:

\[
N_i \equiv a^+_i(k_i) a(k_i).
\]

By using equations (8.123) and noting that \( a^+_2(k_t) \) and \( a_1(-k_i) \) commute, we obtain

\[
N_i = [a^+_i(-k_i) + a_2(k_i)] [a_1(-k_i) + a_2(k_i)] = a^+_i(-k_i) a_1(-k_i) + a^+_2(k_i) a_2(k_i) = N_r + N_t.
\]  

We see from here that, for a generic quantum state of the radiation field, the expectation value of the incident number operator \( N_i \) is equal to the sum of the expectation values of the reflected and transmitted photons:

\[
n_i = n_r + n_t.
\]

In addition, because the photons maintain their frequency upon reflection and refraction, the total energy is also conserved:

\[
\Delta W = (W_r + W_t) - W_i = \hbar \omega (n_r + n_t) - \hbar \omega n_i = 0.
\]  

We see that photon creation from a vacuum around a space boundary cannot exist, in contrast with the case of a time boundary. On the other hand, the total momentum is not conserved, in agreement with the results of the classical theory:

\[
\Delta P = (P_r + P_t) - P_i = \hbar (k_r n_r + k_t n_t) - \hbar k_i n_i
\]

\[
= \hbar (k_i + k_t)n_t = \hbar k_i \left( 1 + \frac{1}{\alpha^2} \right) n_t.
\]  

Let us conclude with a comment on the more general case of a moving space boundary. It is clear from the above results that we can follow the approach used in the classical theory: first, we make a Lorentz transformation to the reference frame moving with the dielectric boundary. Second, we repeat the above quantization procedure in the moving frame and, finally, we make an inverse Lorentz transformation back to the rest frame. The result cannot be other than a relation between the incidence, reflection and transmission field operators identical to that obtained for the classical fields.
This leads us to the conclusion that the quantum theory of photon refraction at a moving boundary will not predict the creation of photons from a vacuum, because such an effect is already absent in the moving frame (or for a boundary at rest). This is in contrast with the quantum theory of section 8.2 which shows that such an effect is present for a time discontinuity, or equivalently, for a boundary moving with an infinite velocity.
Chapter 9

New developments

The theory of photon acceleration, as presented in its various versions in the present book, has recently been extended to new and exciting areas of physics. Two examples are given here.

One example is related to the new field of neutrino interactions with dense plasmas [13]. Here, the striking similarities between the photon and the neutrino dispersion relations in a plasma can be explored [68]. A considerable amount of theoretical work has already been performed by several authors, leading to an already quite coherent view of the collective neutrino–plasma interactions [106].

The other example concerns the coupling between photons and the gravitational field. Of particular interest is the attempt to describe photon acceleration processes associated with gravitational waves [72]. Given the extreme difficulty of this subject, these results have to be received with some caution, and can be considered as merely tentative. But, we firmly believe that these attempts can be very positive for the progress of knowledge in this yet quite unexplored area.

9.1 Neutrino–plasma physics

The neutrino interaction with very dense plasmas is of considerable importance in the early universe and during supernova explosions. The mechanisms for photon acceleration in non-stationary media can easily be transposed to neutrino–plasma physics.

It is well known that, in the presence of matter, the neutrino effective mass is changed due to the weak-current interaction. In particular, the charged current couples the electron neutrinos with the electrons existing in a dense plasma.

In order to describe this weak coupling we can use the dispersion relation of a neutrino in a plasma, relating its momentum \( \vec{p} \) and its energy \( E \) [10, 119]:

\[(E - V)^2 - p^2 c^2 - m^2 c^4 = 0 \quad (9.1)\]
where \( m_\nu \) is the (eventually existing) neutrino rest mass and \( V \) is an equivalent potential energy such that

\[
V = \sqrt{2G_F e_0 m_e^2} \omega_p^2 \equiv g \omega_p^2.
\]

(9.2)

Here \( G_F \) is the Fermi constant for weak interactions, \( e \) and \( m \) are the electron charge and mass and \( \epsilon_0 \) is the vacuum permittivity. Because the coupling constant \( g \) is very small, we can assume, even for extremely dense plasmas, that the equivalent potential energy \( V \) is always much smaller than the total neutrino energy \( E \).

We also know that the standard theory for electro-weak interactions assumes a zero value for the neutrino rest mass \( m_\nu \) [88], but some recent observations of solar neutrinos point to the existence of a small rest mass [32]. For that reason, we opt here for retaining the rest mass in the neutrino dispersion relation. This relation can be rewritten in terms of the neutrino frequency \( \omega \) and of the neutrino wavevector \( \vec{k} \) (using \( \hbar = 1 \)), for a space- and time-varying plasma, as

\[
\omega(\vec{r}, \vec{k}, t) = \sqrt{k^2 c^2 + m_\nu^2 c^4 + g \omega_p^2(\vec{r}, t)}.
\]

(9.3)

This is indeed very similar to the photon dispersion relation. Here we can also use the ray equations for the neutrino field, which are formally identical to the equations for single photon trajectories. In the presence of electron plasma perturbations moving with a velocity \( \vec{u} \), the electron plasma frequency is such that \( \omega_p^2(\vec{r}, t) \equiv \omega_p^2(\vec{\eta}) \), with \( \vec{\eta} = \vec{r} - \vec{u} t \).

Following the procedure described in chapter 3, we can establish an invariant for the neutrino trajectories in the form \( I = \omega - \vec{k} \cdot \vec{u} \). From this we conclude that the total energy exchange between the neutrino and the background plasma medium, when it crosses the moving plasma boundary (for instance, during the collapse of an exploding neutron star) is

\[
\Delta E = g \omega_p^2 \frac{\beta}{1 - \beta}.
\]

(9.4)

where \( \beta = |u|/c \) and where we have supposed counter-propagation between the neutrino and the plasma front.

It should be noticed that, as before for the photon case, this process of energy exchange between the particle and its background plasma medium is linear and not resonant, which means that all the particles with the same initial energy will exchange the same amount of energy with the medium.

This simple approach is based on the classical description of the neutrino, equivalent to the geometric optics approximation for the photon field. This is clearly valid as long as the plasma space and timescales are much larger than those characterizing the neutrino state.

But we can do better and use a quantum mechanical description of this non-resonant interaction between the neutrinos and the plasma medium. For that
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purpose, we derive from the above dispersion relation (9.1) a Klein–Gordon wave equation by making the usual replacement:

\[ \vec{p} \rightarrow -i\hbar \frac{\partial}{\partial r}, \quad E \rightarrow i\hbar \frac{\partial}{\partial t}. \]  

(9.5)

From this we get

\[ \left( \hbar^2 c^2 \nabla^2 - m_n^2 c^4 - \hbar^2 \frac{\partial^2}{\partial t^2} \right) \psi = 2i\hbar V \frac{\partial \psi}{\partial t} \]  

(9.6)

where \( \psi \) is the normalized wavefunction associated with the neutrino field.

We could improve our quantum description of the neutrino field by replacing this Klein–Gordon equation by a more adequate Dirac equation. But, the present formulation stays valid as long as we neglect the coupling between different helicity states.

We are interested in the case where the effective potential \( V(\vec{r}, t) \) is associated with a plasma perturbation moving with a velocity \( \vec{u} \). If the perturbation is nearly uniform in the plane perpendicular to its velocity, we can choose the \( x \)-axis as parallel to \( \vec{u} \) and reduce the wave equation with its one-dimensional version:

\[ \left( \frac{\partial^2}{\partial x^2} - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} - m_n^2 c^2 \right) \psi(x, t) = \frac{2i\hbar}{c^2} V(x - ut) \frac{\partial}{\partial t} \psi(x, t). \]  

(9.7)

Let us now use the D’Alembert transformation of variables:

\[ \xi = x - ut, \quad \eta = x + ut. \]  

(9.8)

We can easily see that

\[ \left( \frac{\partial^2}{\partial x^2} - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) = (1 - \beta^2) \left( \frac{\partial^2}{\partial \xi^2} + \frac{\partial^2}{\partial \eta^2} \right) + 2(1 + \beta) \frac{\partial^2}{\partial \eta \partial \xi}. \]  

(9.9)

When \( u = c \), or \( \beta = 1 \), this reduces to the expression

\[ \left( \frac{\partial^2}{\partial x^2} - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) = 4 \frac{\partial^2}{\partial \eta \partial \xi}. \]  

(9.10)

When written in terms of the new variables, the wave equation (9.7) becomes

\[ \left[ (1 - \beta^2) \left( \frac{\partial^2}{\partial \xi^2} + \frac{\partial^2}{\partial \eta^2} \right) + 2(1 + \beta) \frac{\partial^2}{\partial \eta \partial \xi} - m_n^2 c^2 \right] \psi(\xi, \eta) = \frac{2i\beta}{\hbar c} V(\xi) \left( \frac{\partial}{\partial \eta} - \frac{\partial}{\partial \xi} \right) \psi(\xi, \eta). \]  

(9.11)
Because the potential $V$ is independent of the variable $\eta$, we can introduce a Fourier transformation in that variable, such that

$$\psi(\xi, \eta) = \int \psi_q(\xi) e^{iq\eta} \frac{dq}{2\pi}. \quad (9.12)$$

This means that we can reduce the wave equation to

$$\left[ (1 - \beta^2) \left( \frac{\partial^2}{\partial \xi^2} - q^2 \right) + 2i\beta (1 + \beta^2) \frac{\partial}{\partial \xi} - \frac{m^2 c^2}{\hbar^2} \right] \psi_q(\xi)$$

$$= \frac{2i\beta}{hc} V(\xi) \left( i\eta - \frac{\partial}{\partial \xi} \right) \psi_q(\xi). \quad (9.13)$$

In order to understand the meaning and to test the validity of this form of wave equation, let us first briefly consider the particular case of neutrino motion in a vacuum: $V(\xi) = 0$. In this trivial case, we can perform a Fourier transformation in the remaining variable, $\xi$, of the form

$$\psi_q(\xi) = \int \psi_{qp} e^{ip\xi} \frac{dp}{2\pi}. \quad (9.14)$$

The wave equation then leads to a neutrino dispersion relation of the form

$$(1 - \beta^2)(p^2 + q^2) + 2(1 + \beta^2) pq + \frac{m^2 c^2}{\hbar^2} = 0. \quad (9.15)$$

This strange expression has to be equivalent to the dispersion relation (9.3), with $\omega_p = 0$, which means it is equivalent to

$$\omega^2 - k^2 c^2 = \frac{m^2 c^4}{\hbar^2} = 0. \quad (9.16)$$

In order to be convinced of such an equivalence, we notice that

$$\frac{\partial}{\partial x} = \frac{\partial}{\partial \xi} + \frac{\partial}{\partial \eta}, \quad \frac{\partial}{\partial t} = u \frac{\partial}{\partial \eta} - \frac{\partial}{\partial \xi}. \quad (9.17)$$

This leads to the two relations

$$k = p + q, \quad \omega = u(p - q). \quad (9.18)$$

Using this in equation (9.15), we obtain equation (9.16). It means that this is indeed the neutrino dispersion relation in a vacuum, written in terms of the more complicated quantities $p$ and $q$.

The physical meaning of these new variables is given by (9.18): their sum is the neutrino momentum and their difference is its energy divided by its velocity.
If the neutrino rest mass was made equal to zero, these two quantities, \( k \) and \( \omega/u \), would be identical.

We can now return to the non-trivial case of a slowly varying potential, \( V(\xi) \neq 0 \). Here, we can try a WKB solution for the wave equation (9.13) of the form

\[
\psi_q(\xi) = \psi_{q0} \exp \left( \int \frac{p(\xi')}{\xi'} \, d\xi' \right).
\]

(9.19)

With this, we can obtain a dispersion relation, which is locally valid in \( \xi \):

\[
(1 - \beta^2) \left[ p(\xi)^2 + q^2 \right] + 2(1 + \beta^2) p(\xi) q + \frac{m^2 c^2}{\hbar^2} = \frac{2\beta}{hc} V(\xi) [q - p(\xi)].
\]

(9.20)

For this type of solution to be valid, equations (9.18) have to be replaced by similar ones, valid only locally, and which can be written as

\[
2q = k(\xi) - \frac{\omega(\xi)}{u}, \quad 2p(\xi) = k(\xi) + \frac{\omega(\xi)}{u}.
\]

(9.21)

Here, the quantities \( k(\xi) \) and \( \omega(\xi) \) represent the local values of the wavenumber and frequency for a given neutrino state characterized by the quantity \( q \). This quantity remains constant over the entire trajectory. Due to the existence of such an invariant (which also appeared in the classical theory), we can easily calculate the change of the neutrino energy when it interacts with a non-stationary plasma background, in the same way as we have established the photon frequency shift in a non-stationary optical medium.

In particular, if we assume that the plasma potential tends to zero at infinity, \( V(\xi \to \infty) = 0 \), and if in the other side of the discontinuity at \( \xi = 0 \) its value is \( V_0 \), then we can derive from the invariance of \( q \) an energy shift equal to the one given by equation (9.4). But, apart from confirming the classical results for the energy variation, the quantum description can also reveal a qualitative new effect, namely the possibility of quantum reflection at the moving plasma boundary.

Using equations (9.21), we can easily obtain a relation between the energy of the incident and the reflected energy states, \( E_i = \hbar \omega_i \) and \( E_r = \hbar \omega_r \):

\[
-2qu = k_i u + \omega_i = -k_r u + \omega_r.
\]

(9.22)

Assuming that we nearly have \( kc = \omega_i \), we get from this the relativistic mirror relation \( \omega_r = \omega_i (1 + \beta)/(1 - \beta) \). According to the same equations (9.21), the values of the quantum number \( p \) associated with the incident and the reflected wave solution, for the same value of \( q \), are different:

\[
2p_i u = k_i u - \omega_i \simeq -\omega_i (1 - \beta), \quad 2p_r u = -k_r u - \omega_r \simeq -\omega_i (1 + \beta).
\]

(9.23)

Using the above relativistic mirror relation, we obtain

\[
p_r \simeq p_i \frac{(1 + \beta)^2}{(1 - \beta)^2}.
\]

(9.24)
New developments

The probability amplitudes for the reflected neutrino state can also be derived from the wave equation, by using a mode coupling approach. If we assume wave function solutions of the form

$$\psi_q(\xi) = \sum_{j=1,2} \psi_{qj}(\xi) e^{i \int \xi p_j(\xi') d\xi'},$$  \hspace{1cm} (9.25)

where $\psi_{qj}(\xi)$ are slowly varying amplitudes such that

$$\frac{\partial \psi_{qj}}{\partial \xi} \ll p_j \psi_{qj},$$  \hspace{1cm} (9.26)

this means that we can write

$$\frac{\partial^2}{\partial \xi^2} \psi_{qj} \simeq -p_j^2 \psi_{qj} + i p_j \frac{\partial \psi_{qj}}{\partial \xi}.$$  \hspace{1cm} (9.27)

Using the solution (9.25) in the wave equation (9.13), and assuming that the local dispersion relation (9.20) stays valid for both the incident and the reflected particle state, we obtain

$$\sum_j \left[ (1 - \beta^2) p_j(\xi) \right] \frac{\partial \psi_{qj}}{\partial \xi} e^{i \int \xi p_j(\xi') d\xi'} \simeq \frac{2 \beta}{\hbar c} V(\xi) \sum_{l \neq j} [q - p_l(\xi)] \psi_{ql} e^{i \int \xi (p_l - p_j) d\xi'}. \hspace{1cm} (9.28)$$

We know that the neutrino–plasma interaction is very weak, even for very dense plasmas, due to the extremely small value of the Fermi constant $G_F$. This means that we can assume, in quite general conditions, that the incident mode $\psi_{q1}$ is dominant, and that its amplitude is only slightly perturbed by the interaction with the moving plasma discontinuity.

We can then write the evolution equation for the reflected mode in the parametric form

$$\frac{\partial \psi_{q2}}{\partial \xi} = w(\xi) \psi_{q1}$$  \hspace{1cm} (9.29)

where the coupling coefficient is determined by

$$w(\xi) = \frac{2 \beta}{\hbar c (1 - \beta^2)} \frac{V(\xi)}{p_1(\xi)} e^{i \int \xi (p_1 - p_2) d\xi'}. \hspace{1cm} (9.30)$$

This expression shows that the coupling between the initial and the reflected state is proportional to the velocity of the moving plasma perturbation, or equivalently to the value of $\beta$. It is also proportional to the Fourier component of the potential $V(\xi)$ for $p = p_1 - p_2$. 
This can be seen by integrating equation (9.29) and assuming that the initial value of the reflected state amplitude is zero (or $\psi_{q2}(\xi_0) = 0$):

$$\psi_{q2}(\xi) = \psi_{q1} \int_{\xi_0}^{\xi} w(\xi') \, d\xi'.$$  \hspace{1cm} (9.31)

We can further explore the analogy between the neutrino and the photon coupling with a non-stationary background plasma by developing a kinetic theory for the neutrino gas present in the medium. The result is a neutrino kinetic equation, or neutrino fluid equations, similar to those derived in chapter 4 for the photon gas [112].

We should also keep in mind that the neutrino gas will react back on the plasma electrons. This can be described by a neutrino pressure term, similar to the radiation pressure considered before, which has to be added to the electron equations of motion. Associated with this pressure term we can likewise define an equivalent electric charge for the neutrino gas [69, 83, 85, 113].

The result of this mutual coupling between the neutrino and the electron gas in a plasma leads to the possibility of neutrino Landau damping of relativistic electron plasma oscillations [73], and to the possibility of transferring a considerable fraction of the energy of a neutrino beam into the plasma, by exciting electron plasma waves in the medium [102]. Other surprising results arising from the study of this collective neutrino plasma are the generation of magnetic fields and inhomogeneities in the early stages of the universe [105].

9.2 Photons in a gravitational field

The large variety of effects leading to a frequency shift (or to a spectral change) of the electromagnetic radiation, which we have classified under the name of photon acceleration, present some analogies with the well-known gravitational frequency shift occurring when photons escape from regions of strong gravitational fields. Even if the gravitational effects are described by a completely different theoretical approach, one can question the possible connections between these gravitational frequency shifts and our concept of photon acceleration.

Such a question is relevant, not only because it can lead to a deeper and more global view of photon dynamics, but also because it is known that, at least in some limit, a gravitational field can be adequately described as a dielectric medium in a flat space [55, 126]. We can then make the bridge between the photon propagation in a dielectric medium (in the absence of a gravitational field) as described in this book, and the photon propagation in the presence of a gravitational field (and in the absence of a medium).

9.2.1 Gravitational redshift

We show first that the Hamiltonian ray theory can be easily extended to include the influence of the gravitational fields. This can be done by choosing a convenient
definition for the photon frequency, as explained below. This new theoretical approach will then provide an alternative derivation of the gravitational redshift. Once this question is clarified, we can eventually use a kinetic photon theory in a gravitational field, in the same way as we did for plasmas and for other dielectric media.

Let us consider an electromagnetic wavepacket characterized by the four-vector \( k^i \equiv (\omega/c, \vec{k}) \), where \( \omega \) is the mean frequency and \( \vec{k} \) the mean wavevector. We know that, in a vacuum and in the absence of a gravitational field, the absolute value of this four-vector vanishes:

\[
k^i k_i = 0.
\] (9.32)

If a wave is propagating in a slowly varying gravitational field we can introduce an eikonal \( \psi \), such that:

\[
k_i = \partial \psi / \partial x^i.
\] (9.33)

If we replace this in the above condition for the absolute value of \( k^i \) we obtain the eikonal equation [55]

\[
g^{ik} \partial \psi / \partial x^i \partial \psi / \partial x^k = 0
\] (9.34)

where \( g^{ik} \) are the components of the metric tensor.

We will illustrate our ideas by using a very simple metric tensor such that, for an arbitrary but constant gravitational field, the spatial coordinate system is Cartesian at a given point and at a given time: \( g^{ik} = -\delta_{ik} \), where the indices \( i \) and \( k \) are supposed to take the values 1, 2, and 3, corresponding to the space coordinates. As concerns the time coordinates, we use \( g^{00} \neq 1 \). More realistic (but also more complicated) metric tensors will be discussed at the end of this section.

If we define the frequency of the electromagnetic wave \( \omega \) as the derivative of the eikonal function \( \psi \) with respect to the time variable

\[
\omega = -c \partial \psi / \partial x^0,
\] (9.35)

we obtain from equation (9.34) the following dispersion relation:

\[
\omega^2 = k^2 c^2 g^{00}
\] (9.36)

where we noticed that \( g^{00} = 1 / g_{00} \).

The same result could be obtained by noting [55, 126] that the influence of a (quasi-static) gravitational field on the electromagnetic wave propagation is equivalent to the change of the dielectric constant of a vacuum from \( \varepsilon_0 \) to \( \varepsilon_0 / \sqrt{g_{00}} \), and a similar change of the magnetic permeability of a vacuum from \( \mu_0 \) to \( \mu_0 / \sqrt{g_{00}} \).
Introducing a scalar potential \( V \), such that \( g_{00} = 1 + 2V/c^2 \), we can rewrite this photon dispersion relation as

\[
\omega = kc \sqrt{1 + 2 \frac{V}{c^2}} \simeq kc + \frac{k}{c} V. \tag{9.37}
\]

We know that the frequency \( \omega = \omega(\vec{r}, \vec{k}, t) \) can be used as the photon Hamiltonian for the ray equations written in the canonical form

\[
\frac{d\vec{r}}{dt} = \frac{\partial \omega}{\partial \vec{k}} \simeq \left( c + \frac{V}{c} \right) \frac{\vec{k}}{\vec{k}} \tag{9.38}
\]

\[
\frac{d\vec{k}}{dt} = -\frac{\partial \omega}{\partial \vec{r}} \simeq -\frac{k}{c} \frac{\partial V}{\partial \vec{r}}.
\]

For the total time derivative of the Hamiltonian function, we can also write

\[
\frac{d\omega}{dt} = \frac{\partial \omega}{\partial t} \simeq \frac{k}{c} \frac{\partial V}{\partial t} \tag{9.39}
\]

This equation shows that, for a static gravitational field, the frequency \( \omega \), as defined by equation (9.35), is a constant of motion. This will be discussed in more detail below.

If the potential \( V \) is due to a single massive object (for instance a star), of mass \( M \) and radius \( R \), we can write \( V(\vec{r}) = -GM/r \), for \( r \geq R \). One photon emitted at the surface of that star will have the initial wavenumber \( k_1 \) such that \( \omega = k_1c - (k_1/c)GM/R \). This photon will be observed on earth with a wavenumber \( k_2 \), such that \( (r \to \infty) \omega = k_2c \).

We obtain from these two expressions of \( \omega \) the following change in the wavenumber:

\[
\Delta k = k_2 - k_1 = -(k_1/c)GM/R < 0. \tag{9.40}
\]

This means that the observed wavelength observed on earth will be larger than the one emitted at the star surface \( \Delta \lambda > 0 \). This is the well-known gravitational redshift.

In the present formulation, we could be led to the conclusion that the gravitational redshift appears only as a shift in wavelength, and not a shift in frequency, because the photon frequency \( \omega \), as defined by equation (9.35), is an invariant. However, this apparent contradiction with the conventional description of the gravitational redshift disappears if we notice that we are using a different definition for the photon frequency. It is well known that the conventional view is based on the photon "proper frequency" \( \omega_\tau \), which is defined as the derivative of the eikonal with respect to the proper time \( \tau \) (notice that this is the observer proper time and not the photon proper time):

\[
\omega_\tau = -\frac{\partial \psi}{\partial \tau} = \frac{\partial \psi}{\partial x^0} \frac{\partial x^0}{\partial \tau} = \frac{\omega}{\sqrt{g_{00}}} \tag{9.41}
\]
With this local definition of frequency we get $\omega_r = kc$ everywhere, meaning that $\Delta \omega_r = \Delta kc$. In this way, the gravitational redshift becomes a frequency shift as well.

We propose to use the universal time $\omega$, instead of the proper time $\omega_r$, because it coincides with the Hamiltonian function appearing in the photon canonical equations (9.38). In addition, as discussed below, these equations can easily be extended to other situations and used to describe several other important effects, such as the photon bending in the vicinity of a star or the photon acceleration by a gravitational wavepacket.

### 9.2.2 Gravitational lens

Let us first discuss a gravitational lens, or photon bending near a massive star. The massive astrophysical objects that can produce important light bending are also very often surrounded by dense and warm plasmas. It is then useful to study the photon equations of motion in a plasma and in a gravitational field. In order to keep the discussion formally simple, we include the plasma dispersive effects but neglect the influence of static magnetic fields.

For $V = 0$, the dispersion relation for photons in a non-magnetized plasma is simply: $\omega_r^2 \equiv \omega^2 = k^2 c^2 + \omega_p^2$, where $\omega_p$ is the electron plasma frequency. If a static gravitational field is also present, we have $V \neq 0$, and, using the above metric transformation, we obtain $\omega^2 = \left[k^2 c^2 + \omega_p^2\right]g_{00}$, or more explicitly

$$\omega = \sqrt{\left(k^2 c^2 + \omega_p^2\right) \left(1 + 2 \frac{V}{c^2}\right)}.$$ (9.42)

Let us again assume that the static gravitational field is related to a star of mass $M$ and radius $R$. We can then replace $V(r) = -GM/r$, for $r > R$ in this dispersion relation and use it as the appropriate Hamiltonian function for the photon canonical equations

$$\omega \equiv \omega(\vec{r}, \vec{k}) = \sqrt{\left(k^2 c^2 + \omega_p^2\right) \left(1 - \frac{\alpha}{r}\right)}$$ (9.43)

with $\alpha = 2GM/c^2$.

In general, the plasma density will decay exponentially away from the surface of the star $(r > R)$, according to a Boltzmann distribution. This means that we can rewrite it as

$$\omega_p^2 = \omega_{p0}^2 e^{-mV(r)/T} \approx \omega_{p0}^2 \left(1 - \frac{\beta}{r}\right)$$ (9.44)

where $T$ is the plasma temperature, $\beta = mGM/T$ and the approximate expression is valid for a warm plasma such that $T \gg mV(r)$. 
The photon equations of motions (9.38) can now be written as

\[
\frac{d\vec{r}}{dt} = \frac{c^2}{\omega} \left( 1 - \frac{\alpha}{r} \right) \vec{k},
\]

\[
\frac{d\vec{k}}{dt} = -\frac{\partial \omega}{\partial r} \vec{e}_r.
\] (9.45)

In the second of these equations we have used spherical coordinates \( \vec{r} = (r, \theta, \phi) \). For motion in the plane \( \phi = \text{const} \), we can write

\[
\vec{k} = k_r \vec{e}_r + \left( \frac{L}{r} \right) \vec{e}_\theta
\] (9.46)

where \( L = \text{const} \) is the angular momentum of the photon trajectory. Assuming that along the photon trajectory we always have \( (\alpha/r) \ll 1 \) and neglecting the term in \( 1/r^2 \), we obtain an approximate expression for the Hamiltonian:

\[
\omega \simeq c \sqrt{k_r^2 + \frac{L^2}{r^2} + m_{\text{eff}}^2 c^2 - \frac{a}{r}}.
\] (9.47)

Here we have used the photon equivalent mass in a plasma: \( m_{\text{eff}} = \omega_{p0}/c^2 \). We have also introduced the new parameter

\[
a = \alpha \omega \left[ 1 - \frac{\omega_{p0}^2}{\omega^2} \left( 1 - \frac{\beta}{\alpha} \right) \right].
\] (9.48)

This approximate photon Hamiltonian is formally identical to that of a relativistic particle with mass \( m_{\text{eff}} \), moving in a Coulomb field. The corresponding trajectories are well known from the textbooks [55] and it is not necessary to state them here.

What is important to notice is that this description of photon motion around a massive object generalizes the usual description of gravitational bending for the case of a plasma in a gravitational field. Notice also that diffraction due to plasma inhomogeneities around a star can dominate over purely gravitational bending if \( \beta \ll \alpha \). In this case we have \( a \simeq \beta \omega_{p0}^2/\omega \). In the absence of a plasma, we recover the well-known results concerning light bending by a star.

### 9.2.3 Interaction of photons with gravitational waves

It is already quite surprising and rewarding that we could rederive, from our simple photon equations of motion, the gravitational redshift and the gravitational lens effects, and moreover, that we could easily include the plasma refraction effects. The inclusion of plasma effects is quite interesting because stars or other massive objects are usually surrounded by warm and dense plasmas which can eventually influence the total lensing effect.
Let us now consider a much less obvious case, where the static gravitational field of the previous two cases is replaced by a time-dependent gravitational field. This is, in general, a difficult problem because in order to solve it, we have to make explicit use of the Einstein equations of general relativity.

However, if this time-varying field is due to an infinitesimal gravitational wavepacket, propagating in an otherwise flat space–time, we can still define a universal frequency and use the dielectric description of gravitation as an acceptably good approximation [126]. This means that we can use, as a first-order approximation, a flat space where the spatial part of the metric tensor is still Euclidian and the temporal metric component \( g_{00} \) becomes a function of time.

Let us neglect plasma effects and consider the propagation of a photon in a vacuum. Equation (9.36) shows that the universal photon frequency \( \omega \) is no longer a constant, and the same will happen to the proper photon frequency \( \omega_\tau \). We can then say that, for a time variation \( g_{00} \), photon acceleration (or energization) by the gravitational field can eventually occur.

In order to derive explicit results, let us use the following scalar potential:

\[
V(\vec{r}, t) = V_0 + \tilde{V}(\vec{r} - \vec{v}_f t).
\]

Here \( \vec{v}_f \) is the velocity of the infinitesimal gravitational field perturbation and \( \tilde{V} \) its amplitude. In analogy with several other similar occasions, we can introduce a canonical transformation from \((\vec{r}, \vec{k})\) to a new pair of variables \((\vec{\eta}, \vec{p})\), such that \( \vec{\eta} = \vec{r} - \vec{v}_f t \) and \( \vec{p} = \vec{k} \).

The photon equations of motion become

\[
\frac{d\vec{\eta}}{dt} = \frac{\partial \omega'}{\partial \vec{p}}, \quad \frac{d\vec{p}}{dt} = -\frac{\partial \omega'}{\partial \vec{\eta}}.
\]

The new Hamiltonian associated with these canonical equations is

\[
\omega'(\vec{\eta}, \vec{p}) = \omega(\vec{\eta}) - \vec{v}_f \cdot \vec{p}
= \left\{ \left( p^2 c^2 + \omega_p^2 \right) \left[ 1 + 2 \frac{V_0}{c^2} + 2 \frac{\tilde{V}(\vec{\eta})}{c^2} \right] \right\}^{1/2} - \vec{v}_f \cdot \vec{p}.
\]

Several physical configurations can be studied with these Hamiltonian formulations and all lead, even for very small moving gravitational perturbations, to strong photon acceleration. This is due to the nearly resonant character of the photon–gravitational-wave interaction because of their close group and phase velocities. Moreover, such an interaction takes place over extremely large distances, which enhances the process of photon acceleration.

In order to illustrate this general feature, let us consider two different situations. In the first one we assume that, near some radiating source (for instance
a collapsing star), a gravitational shock wave starts to form before being radiated away, and interacts with the surrounding photons. Strictly speaking, this first example is not quite compatible with our assumption of a small gravitational perturbation travelling in a flat space. However, we will keep it here as a first and illustrative attempt to formulate a new problem that will be interesting for a future and more accurate solution.

We will retain the flat space approximation and describe the shock front in the following simple form of a potential perturbation:

$$\tilde{V}(\vec{n}) = \frac{\tilde{V}}{2}[1 + \tanh(\vec{k}_f \cdot \vec{n})]. \quad (9.52)$$

Here $\vec{k}_f$ determines the scale of the moving shock front. The photon equations of motion (9.50) could be solved numerically. However, because we are concerned with order of magnitude estimates, based on a very rough description, it is more interesting to extract some results from the invariance of $\omega'$. This will allow us to discuss the relevant properties of the photon motion.

If the photons are emitted at some point $\eta \ll 0$, their initial frequency $\omega_1$ is such that

$$\omega' = \omega_1 - \vec{v}_f \cdot \vec{k}_1 \quad (9.53)$$

where we assume that the shock front velocity $\vec{v}_f$ and the initial photon wavevector $\vec{k}_1$ are nearly parallel.

After crossing the entire shock front, the photons will acquire a final frequency $\omega_2$ and a final wavevector $\vec{k}_2$, such that

$$\omega' = \omega_2 - \vec{v}_f \cdot \vec{k}_2. \quad (9.54)$$

Equating these two different expressions for the invariant $\omega'$, we obtain

$$\omega_2 = \omega_1 \frac{1 - \beta(1 - \delta)}{1 - \beta(\cos \theta_2 / \cos \theta_1)(1 - \delta + \tilde{V}/c^2)} \quad (9.55)$$

where $\theta_1$ and $\theta_2$ are the initial and final angles between the photon wavevector and the front velocity, and where we have introduced the following auxiliary parameters:

$$\beta = \frac{v_f}{c} \cos \theta_1, \quad \delta = \frac{V_0}{c^2} + \frac{\omega_p^2}{2k_1^2c^2}. \quad (9.56)$$

In order to have an estimate of the total frequency up-shift, let us assume that $\theta_1 = 0$ and that $\beta \sim 1$. We obtain

$$\Delta \omega = \omega_2 - \omega_1 = \omega_1 \frac{\tilde{V} \beta}{c^2(1 - \beta)} \quad (9.57)$$

For a perturbation $\tilde{V}/c \approx 10^{-1}$ and $\epsilon = 1 - \beta \approx 10^{-8}$, this leads to $\omega_2 \approx \omega_1 \times 10^7$, which means that the background infrared or visible photons
existing near the exploding star can be accelerated up to the gamma ray frequency range. Notice that the time necessary for the photon to cross the front will be, in this case, equal to \(\tau = (2/k_f)\) seconds, if \(k_f\) is given in cm\(^{-1}\).

As a second example, let us consider photons interacting in a vacuum with an infinitesimal gravitational wavepacket. In contrast with the previous example this is now well inside the domain of validity of the dielectric model for the gravitational field. Because we are considering propagation in a vacuum, we use \(\omega_p = 0\) and write

\[
\tilde{V} = \tilde{V} \cos(\vec{k}_f \cdot \vec{\eta}).
\] (9.58)

The photon frequency shift will occur when it travels from a region of gravitational wave maximum to a wave minimum. In this case, the same kind of analysis leads to a maximum frequency shift which is twice the value given by equation (9.57).

But now we have a much smaller field perturbation (\(\tilde{V}/c^2 \ll 1\)) and, because the photons and the gravitational wave travel almost exactly at the same speed, we have to assume that the angles \(\theta_1\) and \(\theta_2\) are small but not exactly zero. Otherwise, the total frequency shift would be zero.

We can then write

\[
\Delta \omega \simeq \omega_1 \frac{4}{\theta_2^2} \frac{\tilde{V}}{c^2}.
\] (9.59)

For an extremely small perturbation \(\tilde{V}/c^2 \simeq 10^{-9}\) we still obtain photon accelerations up to the gamma ray energies \(\omega_2 \simeq 4\omega_1 \times 10^7\) for a very small angle between the photon wavevectors and the gravitational wavevector: \(\theta_2 \simeq 10^{-8}\) radians. The distance necessary for the photons to travel from a maximum to a minimum of the gravitational wavepacket will be \(d \simeq k_f^{-1} \times 10^{-2}\) parsecs, which is quite small on a cosmological scale.

We should point out that in these estimates we have neglected the focusing effects associated with the difference between the initial and the final angles, \(\theta_1\) and \(\theta_2\). However these two angles can easily be related, due to the existence of a second invariant for the photon trajectories, as discussed in chapter 3. This invariant states the conservation of the transverse photon wavevector, and can be written as \(k_1 \sin \theta_1 = k_2 \sin \theta_2\).

The result of this two-dimensional effect is to focus the photon trajectories in the direction of the gravitational wave propagation, leading to a decrease in the local angles \(\theta\) and an increase in the effective \(\beta\). This is due to the fact that the photon acceleration process increases the parallel photon wavevector, while the transverse one is kept constant. It then enhances the acceleration process (at the expense of a larger interaction distance) and broadens the region of photon phase space with a significant frequency up-shift.

Notice that the value of \(\beta = 1\) is never exactly attained by these trajectories. This means that the exactly resonant condition between the photons and the gravitational waves, for which no acceleration exists, is an ensemble of zero measure.
in the photon phase space and, quite fortunately, is physically irrelevant to this problem.

It should be noted that, for arbitrary field amplitudes, the wave solutions of the Einstein equations generally imply that, apart from $g_{00}$, other time-dependent components of the metric tensor should also be included. This is equivalent to saying that, in general, a universal frequency cannot be defined. This will lead to the necessity of using a different dispersion relation.

9.2.4 Other metric solutions

Let us briefly show how the above description of photon motion in a gravitational field can be improved, by using more accurate metric tensors. First of all, we should notice that the general dispersion relation in a vacuum (9.34) can be explicitly written as

$$g^{00} \omega^2 - 2g^{0\alpha} \omega k_{\alpha} c + g^{\alpha\beta} k_{\alpha} k_{\beta} c^2 = 0 \quad (9.60)$$

where $\alpha = 1, 2, 3$, $\omega = -ck_0$, and we have used the symmetry $g^{0\alpha} = g^{\alpha0}$.

If the vacuum was replaced by a plasma medium, we would have to replace the zero, in the right-hand side of this equation, by $\omega_p^2$, due to the existence of a cut-off frequency. We can then use the explicit form of the Hamiltonian function $\omega = \omega(k_{\alpha}, x_{\alpha}, t)$, where $t = x^0/c$ in the photon canonical equations (2.97).

These equations (9.60, 2.97) are valid in quite general conditions. Let us give some examples of metric solutions, which can be physically more accurate than the simple example used above.

For instance, if we have a weak gravitational field, the interval is determined by

$$ds^2 = g_{ij} dx^i dx^j = \left(1 + \frac{V}{c^2}\right) c^2 dt^2 - \left(1 - \frac{V}{c^2}\right) dr^2. \quad (9.61)$$

If the field is created by a star with mass $M$, we have $V = -2GM/r$, as stated above. The corresponding metric tensor will have components $g_{00} = (1 + V/c^2)$ and $g_{\alpha\alpha} = -(1 - V/c^2)$, for $\alpha = 1, 2, 3$. The dispersion relation in a plasma will be given by

$$\omega^2 = \left(\omega_p^2 - \frac{k^2c^2}{g_{\alpha\alpha}}\right) g_{00}. \quad (9.62)$$

This is not very much different from equation (9.42). Let us now consider a Schwarzschild type of metric, which is valid for a non-rotating spherical distribution of mass. The interval can be written in spherical coordinates as

$$ds^2 = A(r)c^2 dt^2 - B(r) dr^2 - r^2 d\theta^2 - r^2 \sin^2 \theta d\xi^2 \quad (9.63)$$

where $A(r)$ and $B(r)$ are functions of the radial coordinate $r$. 

The photon dispersion equation can now be written as

\[ \omega^2 - \frac{\alpha_p^2}{B(r)} b(r) \frac{A(r)}{B(r)} = \frac{A(r)}{r^2} k^2 \]  

(9.64)

with

\[ k^2 = k_\parallel^2 + \frac{k_\perp^2}{\sin^2 \theta} . \]  

(9.65)

This expression shows a clear asymmetry between the radial and the perpendicular propagation.

As a final example of a photon dispersion relation in a gravitational field, let us consider the metric solution of a gravitational wavepacket of the form

\[ ds^2 = c^2 dt^2 - dl^2 + f(x, t)(c dt - dx)^2 . \]  

(9.66)

We can use

\[ f(x, t) = a \cos(k_0 x^0 + k_1 x^1) = a \cos(q x - \Omega t) \]  

(9.67)

where \( a \) and \( \Omega \) are the gravitational wave amplitude and frequency.

It can easily be shown that the photon dispersion relation in a vacuum takes the form

\[ (1 - f) \left( \frac{\omega}{c} \right)^2 + 2 f \left( \frac{\omega}{c} \right) k_\parallel - (1 + f) k^2_\parallel - k^2_\perp = 0 . \]  

(9.68)

Here, we have used the photon wavenumbers parallel and perpendicular to the direction of the gravitational wave propagation: \( k_\parallel = k_1 \) and \( k^2_\perp = k^2_\parallel + k^2_3 \).

Solving for \( \omega \), we obtain

\[ \omega = - \frac{1}{1 - f} k_1 c \pm c \sqrt{\frac{k^2_\parallel}{(1 - f)^2} + \frac{k^2_\perp}{1 - f}} . \]  

(9.69)

From here we can see that, for photon propagation perpendicular to the direction of the gravitational wave, the dispersion relation is simply given by \( \omega = k_\perp c/(1 - f) \), and for parallel photon propagation, we are reduced to the case of pure vacuum \( \omega = k_\parallel c \). This last expression shows that photons with an exactly parallel motion cannot be accelerated by the gravitational wave, as already stated before.

These various examples of metric solutions, and of the corresponding photon dispersion relations, show that the exchange of energy between the electromagnetic (or photon) field and the gravitational field is possible in a variety of situations. For a stationary gravitational field, our approach leads to a new and simple derivation of the well-known gravitational redshift and gravitational lens effects.

For moving gravitational field perturbations, we have shown that the photons can resonantly interact (in a plasma or in a vacuum) with gravitational shocks and
This could eventually provide a natural explanation for the recently observed gamma ray bursts [75]. However, our estimates need to be validated by more credible metric solutions and more accurate numerical calculations.

Nevertheless, it results from our equations that such an interaction is universal, in the sense that it affects every photon moving in a gravitational field. We also believe that, apart from its specific astrophysical implications, our simple approach points to a new and fundamental coupling mechanism between the electromagnetic and the gravitational waves which should be investigated in the future.

Actually, it has been known for quite some time that a gravitational wave can be Landau damped by a background photon gas [18], but the physical consequences of such damping, which is the statistical counterpart of the acceleration of photons by a gravitational wave, has not yet been explored.

### 9.3 Mean field acceleration processes

This section contains a few concluding remarks. We have started with very simple ideas concerning the processes of time refraction and time reflection, which correspond to a natural extension of the familiar concepts of refraction and reflection into the space–time domain.

The frequency shift resulting from these basic processes is what we call photon acceleration. We have shown that it can occur in a large variety of physical situations, in plasmas, in optical fibres or other optical media, and that it is more effective when the space–time disturbance of the medium travels with a velocity nearly equal to that of the photons.

Presently, a significant fraction of the physics community is still reluctant to talk about photon acceleration and prefers to use other terms such as frequency shift or phase modulation. This is not, in principle, a big problem, because what is important in physics is to have an accurate view of the physical processes, independent of the way they are known. However, the choice of the words is never completely innocent or arbitrary, and reflects the ideas that we have about the physical reality.

We have shown in this work that the photons in a medium are subjected to a force, proportional to the time derivative of the refractive index. Furthermore, their dynamical interaction with electrostatic waves in a plasma is very similar to that of a charged particle (an electron or an ion) interacting with the same wave.

In particular, photons can oscillate and can be trapped in the wavefield. On the other hand, the plasma waves can be damped by photon Landau damping, in the same way as they are Landau damped by the electrons.

We have also found that an effective photon mass, and an equivalent electric
charge (or a dipole) for the photons in a medium, could be defined. This shows that our familiar view of photons as particles with no rest mass, and with no electric charge, can only apply to ‘bare’ photons moving in a vacuum and not to ‘dressed’ photons moving in a background medium. This means that we should not deny for photons what we accept as true for other particles: that, by receiving energy from the fields with which they interact, they are energized or, in other words, they are accelerated.

We can still argue that photons correspond to a particle description of the electromagnetic field, and that more generally, a wave description is necessary. But the same is also true for the other fields and for the other particles.

This means that the use of photon acceleration as a genuine physical concept can lead to a more global view of the physical processes and of the elementary interactions between the various particles and the various fields. What, at first sight, is seen as a more fashionable choice of terminology can lead us to ask new questions and eventually to get a deeper understanding about physics.

As an example, we could say that the equivalent charge of a photon in a plasma is nothing but a different way of describing the well-known ponderomotive force, or radiation pressure effects. However, the fact that we were able to isolate the new concept of an equivalent charge led us immediately to the problem of secondary radiation emitted by accelerated photons, such as the photon ondulator effects of the photon transition radiation. Other questions related to this concept, but not considered here, are the possibility of photon bending in a static magnetic field or the attraction between two parallel photon beams.

We can also explore the idea of photon acceleration as a particular example of particle acceleration by a time-varying mean field. Such a mean field process could operate not only with photons and the electromagnetic field, but also with other particles and with other fields. We saw in this chapter that the ideas of photon acceleration in an optical medium can be extrapolated to the case of photons interacting in a vacuum with a gravitational field, or to neutrinos moving in a dense plasma.

These different mean field processes involve the electromagnetic, the weak and the gravitational interactions. Similar processes can also be found for the strong interaction. In particular, the possibility of particle acceleration by the non-stationary nuclear matter produced by relativistic heavy ion collisions [20] is presently being explored [96].
Appendix

Derivation of the Wigner–Moyal equation

A.1 Non-dispersive media

We consider transverse electromagnetic fields \((\nabla \cdot \vec{E} = 0)\), in a non-dispersive medium, as described by

\[
\nabla^2 \vec{E} - \frac{1}{c^2} \frac{\partial^2 \vec{E}}{\partial t^2} = \frac{1}{c^2} \frac{\partial^2}{\partial t^2} (\chi \vec{E}).
\]

(A.1)

Now, we use the notation \(\vec{E}_i \equiv \vec{E}(\vec{r}_i, t_i)\) and \(\chi_i \equiv \chi(\vec{r}_i, t_i)\), for \(i = 1, 2\), and we write

\[
\begin{align*}
\left( \nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) \vec{E}_1 &= \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \chi_1 \vec{E}_1 \\
\left( \nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) \vec{E}_2 &= \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \chi_2 \vec{E}_2.
\end{align*}
\]

(A.2)  (A.3)

Let us multiply the first of these equations by \(\vec{E}_2^\ast\) and the complex conjugate of the second one by \(\vec{E}_1\). Noticing that, in the absence of losses, the refractive index is always real and for this reason we can write \(\chi_i = \chi_i^\ast\), we obtain, after subtracting the resulting two equations,

\[
\left[ \left( \nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) - \frac{1}{c^2} \left( \frac{\partial^2}{\partial t_1^2} - \frac{\partial^2}{\partial t_2^2} \right) \right] C_{12} = \frac{1}{c^2} \left( \frac{\partial^2}{\partial t_1^2} \chi_1 - \frac{\partial^2}{\partial t_2^2} \chi_2 \right) C_{12}
\]

(A.4)

with

\[
C_{12} = \vec{E}_1 \cdot \vec{E}_2^\ast.
\]

(A.5)

For convenience, let us introduce new space and time variables, such that

\[
\vec{r} = \frac{1}{2} (\vec{r}_1 + \vec{r}_2), \quad \vec{s} = \vec{r}_1 - \vec{r}_2
\]

(A.6)
and
\[ t = \frac{1}{2} (t_1 + t_2), \quad \tau = t_1 - t_2. \] (A.7)

In an equivalent manner, we could have stated that
\[ \vec{r}_1 = \vec{r} + \frac{\vec{s}}{2}, \quad \vec{r}_2 = \vec{r} - \frac{\vec{s}}{2} \] (A.8)

and
\[ t_1 = t + \frac{\tau}{2}, \quad t_2 = t - \frac{\tau}{2}. \] (A.9)

Using these variable transformations, we can easily realize that
\[ \left( \frac{\partial^2}{\partial t_1^2} \chi_1 - \frac{\partial^2}{\partial t_2^2} \chi_2 \right) = \left( \frac{1}{4} \frac{\partial^2}{\partial t^2} + \frac{\partial^2}{\partial \tau^2} \right) \left( \chi_1 - \chi_2 \right) + \frac{\partial^2}{\partial t \partial \tau} \left( \chi_1 + \chi_2 \right). \] (A.10)

This expression can be simplified by noting that \( \tau \) is a fast timescale and \( t \) is a slow timescale, as will become more obvious in the following. Furthermore, we can assume that the susceptibility \( \chi \) is a slowly varying function and that its dependence on the fast time variable \( \tau \) is negligible. Using \((\chi_1 + \chi_2) \simeq 2\chi\), we can then write this equation as
\[ 2 \left( \nabla \cdot \nabla s - \frac{\varepsilon}{c^2} \frac{\partial^2}{\partial t \partial \tau} \right) C_{12} \simeq \frac{1}{c^2} (\chi_1 - \chi_2) \frac{\partial^2}{\partial \tau^2} C_{12} + \frac{2}{c^2} \frac{\partial \chi}{\partial t} \frac{\partial}{\partial \tau} C_{12}. \] (A.11)

We know that, by making a Taylor expansion of a function of time \( f(t + \tau) \) around \( f(t) \), we can obtain
\[ f(t + \tau) = f(t) + \sum_{m=1}^{\infty} \frac{1}{m!} \tau^m \frac{\partial^m f(t)}{\partial t^m} + \cdots. \] (A.12)

Introducing an exponential operator, this can be written in a more elegant and more compact form as
\[ f(t + \tau) = \exp \left( \frac{\tau}{\partial t} \right) f(t). \] (A.13)

A power series development of this exponential operator clearly shows that this is equivalent to equation (A.12). Similarly, a function of the coordinates \( f(\vec{r} + \vec{s}) \) can be expanded around \( f(\vec{r}) \) as
\[ f(\vec{r} + \vec{s}) = \exp(\vec{s} \cdot \nabla) f(\vec{r}). \] (A.14)

This means that, by performing a double (space and time) Taylor expansion of the susceptibilities \( \chi_1 \) and \( \chi_2 \) around \( \vec{r} \) and \( t \), we obtain
\[ \chi_1 = \chi(\vec{r} + \vec{s}/2, t + \tau/2) = \exp \left( \frac{\vec{s}}{2} \cdot \nabla + \frac{\tau}{2} \frac{\partial}{\partial t} \right) \chi(\vec{r}, t) \] (A.15)
and

\[ \chi_2 = \chi(\vec{r} - \vec{s}/2, t - \tau/2) = \exp \left( -\frac{\vec{s}}{2} \cdot \nabla - \frac{\tau}{2} \frac{\partial}{\partial t} \right) \chi(\vec{r}, t). \quad (A.16) \]

This means that the difference between the two values of the susceptibility of the medium can be written as

\[ (\chi_1 - \chi_2) = 2 \sinh \left( \frac{\vec{s}}{2} \cdot \nabla + \frac{\tau}{2} \frac{\partial}{\partial t} \right) \chi = 2 \sum_{l=0}^{\infty} \frac{1}{(2l + 1)!} \left[ \left( \frac{\vec{s}}{2} \cdot \nabla \right) + \left( \frac{\tau}{2} \frac{\partial}{\partial t} \right) \right]^{2l+1} \chi. \quad (A.17) \]

At this point it is useful to introduce the double Fourier transformation of \( C_{12} \):

\[ C_{12} \equiv C(\vec{r}, \vec{s}, t, \tau) = \int \frac{d\vec{k}}{(2\pi)^3} \int \frac{d\omega}{2\pi} F(\vec{r}, t; \omega, \vec{k}) e^{i\vec{k} \cdot \vec{s} - i\omega \tau}. \quad (A.18) \]

The corresponding inverse transformation is related to the electric field as follows:

\[ F(\vec{r}, t; \omega, k) = \int d\vec{s} \int d\tau C(\vec{r}, \vec{s}, t, \tau) e^{-i\vec{k} \cdot \vec{s} + i\omega \tau} = \int d\vec{s} \int d\tau \vec{E}(\vec{r} + \frac{\vec{s}}{2}, t + \frac{\tau}{2}) \cdot \vec{E}^*(\vec{r} - \frac{\vec{s}}{2}, t - \frac{\tau}{2}) e^{-i\vec{k} \cdot \vec{s} + i\omega \tau}. \quad (A.19) \]

This quantity is the Wigner function for the electric field. Using this definition in equation (A.11), we obtain

\[ \left( \frac{\partial}{\partial t} + \frac{c^2}{2\omega} \vec{k} \cdot \nabla \right) F + \frac{\partial \ln \epsilon}{\partial t} F = \frac{\omega}{2\epsilon} (\chi_1 - \chi_2) F. \quad (A.20) \]

Using equation (A.17), we can write on the right-hand side of this equation

\[ (\chi_1 - \chi_2) F = 2 \sum_{l=0}^{\infty} \frac{F}{(2l + 1)!} \left[ \left( \frac{\vec{s}}{2} \cdot \nabla \right) + \left( \frac{\tau}{2} \frac{\partial}{\partial t} \right) \right]^{2l+1} \chi. \quad (A.21) \]

But, from the definition of \( F \), we can also write

\[ \frac{\partial^m}{\partial k^m} = (-i\vec{s})^m F, \quad \frac{\partial^m}{\partial \omega^m} = (i\tau)^m F. \quad (A.22) \]

This means that we can rewrite equation (A.21) as

\[ (\chi_1 - \chi_2) F = 2 \sum_{l=0}^{\infty} \frac{(-1)^l}{(2l + 1)!} \left[ \frac{1}{2} \frac{\partial}{\partial k} \cdot \nabla = -\frac{1}{2} \frac{\partial}{\partial \omega} \frac{\partial}{\partial t} \right]^{2l+1} \chi F. \quad (A.23) \]
Using this result in equation (A.20) we finally obtain

\[
\left(\frac{\partial}{\partial t} + \frac{e^{2\omega}}{\omega} \cdot \nabla \right) F + \left(\frac{\partial \epsilon}{\partial t}\right) F = -\omega (\epsilon \sin \Lambda F)
\]  

(A.24)

where

\[
\Lambda = \frac{1}{2} \left[ \frac{\partial}{\partial r} \cdot \frac{\partial}{\partial k} - \frac{\partial}{\partial t} \frac{\partial}{\partial \omega} \right].
\]  

(A.25)

For a linear wave spectrum, we have

\[
F \equiv F(\vec{r}, t; \omega, \vec{k}) = F_k(\vec{r}, t) \delta(\omega - \omega_k).
\]  

(A.26)

Using this in the definition of \( C_{12} \), we get

\[
C_{12} \equiv C(\vec{r}, \vec{s}, t, \tau) = e^{-i\omega k \tau} \int F_k(\vec{r}, t) e^{i\vec{k} \cdot \vec{s}} \frac{d\vec{k}}{(2\pi)^3}
\]  

\[
= e^{-i\omega k \tau} C(\vec{r}, \vec{s}, t, \tau = 0).
\]  

(A.27)

According to equation (A.19), this means that we can define \( F_k(\vec{r}, t) \) as the space Wigner function for the electric field:

\[
F_k(\vec{r}, t) = \int C(\vec{r}, \vec{s}, t, \tau = 0) e^{-i\vec{k} \cdot \vec{s}} d\vec{s}
\]

\[
= \int \vec{E}(\vec{r} + \vec{s}/2, t) \cdot \vec{E}^*(\vec{r} - \vec{s}/2, t) e^{-i\vec{k} \cdot \vec{s}} d\vec{s}.
\]  

(A.28)

### A.2 Dispersive media

In a dispersive medium, we have

\[
\left(\nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2}\right) \vec{E} = \mu_0 \frac{\partial^2}{\partial t^2} \vec{P}
\]  

(A.29)

with \( \vec{P} = \epsilon_0 \vec{E} - \vec{D} \).

Returning to the procedure followed in appendix A.1, we can see that equations (A.2, A.3) have to be replaced by

\[
\left(\nabla_i^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t_i^2}\right) \vec{E}_i = \mu_0 \frac{\partial^2}{\partial t_i^2} \vec{P}_i
\]  

(A.30)

for \( i = 1, 2 \).
Again, we can derive from here an evolution equation for the quantity $C_{12} = \vec{E}_1 \cdot \vec{E}_2^*$. The result is
\[
\left[ (\nabla_1^2 - \nabla_2^2) - \frac{1}{c^2} \left( \frac{\partial^2}{\partial t_1^2} - \frac{\partial^2}{\partial t_2^2} \right) \right] C_{12} = \mu_0 \left[ \frac{\partial^2}{\partial t_1^2} (\vec{P}_1 \cdot \vec{E}_2^*) - \frac{\partial^2}{\partial t_2^2} (\vec{P}_2^* \cdot \vec{E}_1) \right]. \tag{A.31}
\]

Let us now introduce the space and time variables defined by equations (A.6, A.7). This equation becomes
\[
2 \left( \nabla_s \cdot \nabla_s - \frac{1}{c^2} \frac{\partial^2}{\partial t \partial \tau} \right) C_{12} = \mu_0 \left( \frac{1}{4} \frac{\partial^2}{\partial t^2} + \frac{\partial^2}{\partial \tau^2} \right) \left( \vec{P}_1 \cdot \vec{E}_2^* - \vec{P}_2^* \cdot \vec{E}_1 \right) + \mu_0 \frac{\partial^2}{\partial t \partial \tau} \left( \vec{P}_1 \cdot \vec{E}_2^* + \vec{P}_2^* \cdot \vec{E}_1 \right). \tag{A.32}
\]

Here we can introduce the Fourier transformation
\[
\vec{E}_i \equiv \int \frac{d\omega_i}{2\pi} \int \frac{d\vec{k}_i}{(2\pi)^3} \vec{E}(\omega_i, \vec{k}_i) e^{i\vec{k}_i \cdot \vec{r}_i - i\omega_i t_i}. \tag{A.33}
\]

A similar transformation for the polarization vector is defined by
\[
\vec{P}_i \equiv \int \frac{d\omega_i}{2\pi} \int \frac{d\vec{k}_i}{(2\pi)^3} \vec{P}(\vec{r}_i, t_i; \omega_i, \vec{k}_i) e^{i\vec{k}_i \cdot \vec{r}_i - i\omega_i t_i}, \tag{A.34}
\]
such that
\[
\vec{P}(\vec{r}_i, t_i; \omega_i, \vec{k}_i) = \epsilon_0 \chi(\vec{r}_i, t_i; \omega_i, \vec{k}_i) \vec{E}(\omega_i, \vec{k}_i). \tag{A.35}
\]

The susceptibility of the medium $\chi(\vec{r}, t; \omega, \vec{k})$, appearing in this expression, is assumed to be a slowly varying function of space and time. We can rewrite the quantity $C_{12}$ in terms of the Fourier components of the electric field. But because this would lead to quite cumbersome expressions, we prefer to introduce new frequency and wavevector variables, such that
\[
\vec{q} = \vec{k}_1 + \vec{k}_2, \quad \vec{k} = \frac{1}{2}(\vec{k}_1 - \vec{k}_2) \tag{A.36}
\]
and
\[
\Omega = \omega_1 + \omega_2, \quad \omega = \frac{1}{2}(\omega_1 - \omega_2). \tag{A.37}
\]

Equivalently, we could have stated that
\[
\vec{k}_1 = \frac{\vec{q}}{2} + \vec{k}, \quad \vec{k}_2 = \frac{\vec{q}}{2} - \vec{k} \tag{A.38}
\]
Derivation of the Wigner–Moyal equation

\[ \omega_1 = \frac{\Omega}{2} + \omega, \quad \omega_2 = \frac{\Omega}{2} - \omega. \]  

(A.39)

As in the case of the space and time variable transformations (A.6–A.9), the Jacobian of the new transformations is equal to one: \( \text{d}\omega_1 \text{d}\omega_2 = \text{d}\Omega \text{d}\omega \) and \( \text{d}k_1 \text{d}k_2 = \text{d}q \text{d}k \). In terms of these new variables, the quantity \( C_{12} \) becomes formally identical to equation (A.18), as it should be, with the quantity \( F(\vec{r}, t; \omega, \vec{k}) \) defined now as

\[ F(\vec{r}, t; \omega, \vec{k}) = \int \frac{\text{d}\Omega}{2\pi} \int \frac{\text{d}q}{(2\pi)^3} J(\vec{q}, \vec{k}, \Omega, \omega) e^{i\vec{q} \cdot \vec{r} - i\Omega t} \]  

(A.40)

with

\[ J(\vec{q}, \vec{k}, \Omega, \omega) = \vec{E}(\omega + \Omega/2, \vec{k} + \vec{q}/2) \cdot \vec{E}(-\omega + \Omega/2, -\vec{k} + \vec{q}/2). \]  

(A.41)

Returning to equation (A.32) and retaining on its right-hand side only the dominant term, the one proportional to \( \partial^2 / \partial t^2 \), we can write

\[ 2 \left[ \nabla \cdot \nabla - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right] C_{12} = -\frac{1}{c^2} \int \frac{\text{d}\Omega}{2\pi} \int \frac{\text{d}q}{(2\pi)^3} (\eta_+ - \eta_-) \times J(\vec{q}, \vec{k}, \Omega, \omega) e^{i\vec{q} \cdot \vec{r} - i\Omega t \cdot \vec{s} - i\omega t} \]  

(A.42)

where, in order to simplify the expression, we have introduced the quantities

\[ \eta_\pm = \left( \omega \pm \frac{\Omega}{2} \right)^2 \chi(\vec{r} \pm \frac{\vec{s}}{2}, t \pm \frac{\tau}{2}; \omega \pm \frac{\Omega}{2}, \vec{k} \pm \frac{\vec{q}}{2}). \]  

(A.43)

Here, we should notice that \( |\omega| \gg |\Omega| \) because \( \omega \) is associated with the fast timescale \( \tau \), whereas the frequency \( \Omega \) is associated with the slow timescale \( t \). In the same way, we can assume that \( |\vec{k}| \gg |\vec{q}| \). Developing these quantities around the values \((\omega, \vec{k})\) and \((\vec{r}, t)\), we obtain

\[ \eta_\pm \simeq \eta_0 \pm \frac{\Omega}{2} \frac{\partial \eta_0}{\partial \omega} + \frac{\vec{q}}{2} \cdot \frac{\partial \eta_0}{\partial \vec{k}} \pm \frac{\tau}{2} \frac{\partial \eta_0}{\partial t} + \frac{\vec{s}}{2} \cdot \frac{\partial \eta_0}{\partial \vec{r}} + \cdots \]  

(A.44)

where we have considered that

\[ \eta_0 = \omega^2 \chi(\vec{r}, t; \omega, \vec{k}). \]  

(A.45)

This means that, in equation (A.42), we can use

\[ \eta_+ - \eta_- = \left( \frac{\partial \eta_0}{\partial \omega} + \vec{q} \cdot \frac{\partial \eta_0}{\partial \vec{k}} \right) + \left( \frac{\tau}{\partial t} + \vec{s} \cdot \frac{\partial \eta_0}{\partial \vec{r}} \right). \]  

(A.46)

But we also notice that the quantity \( \eta_0 \) and its derivatives are independent of \( \Omega \) and \( \vec{q} \). It means that, in equation (A.42), they can be taken out of the
integrations in these variables. This allows us to make the following replacements, in the same equation:

\[
\int \frac{d\Omega}{2\pi} \int \frac{d\tilde{q}}{(2\pi)^3} \Omega J(\tilde{q}, \tilde{k}, \Omega, \omega) e^{i\tilde{q} \cdot \tilde{r} - i\Omega t} = \frac{1}{i\partial_t} F(\tilde{r}, t; \omega, \tilde{k}) \quad (A.47)
\]

and

\[
\int \frac{d\Omega}{2\pi} \int \frac{d\tilde{q}}{(2\pi)^3} \tilde{q} J(\tilde{q}, \tilde{k}, \Omega, \omega) e^{i\tilde{q} \cdot \tilde{r} - i\Omega t} = -i\nabla F(\tilde{r}, t; \omega, \tilde{k}). \quad (A.48)
\]

The result is

\[
2 \left[ \nabla \cdot \nabla - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right] C_{12} = -\frac{1}{c^2} \int \frac{d\omega}{2\pi} \int \frac{d\tilde{k}}{(2\pi)^3} \left[ i \left( \frac{\partial \eta_0}{\partial \omega} \frac{\partial}{\partial t} - \frac{\partial \eta_0}{\partial \tilde{k}} \cdot \nabla \right) F(\tilde{r}, t; \omega, \tilde{k}) + \left( \frac{\tau}{\partial t} + \tilde{s} \cdot \nabla \eta_0 \right) F(\tilde{r}, t; \omega, \tilde{k}) \right] e^{i\tilde{k} \cdot \tilde{s} - i\omega \tau}. \quad (A.49)
\]

We can now replace \( C_{12} \equiv C(\tilde{r}, t, \tilde{s}, \tau) \) by its Fourier integral, as defined by equation (A.18), and we obtain

\[
2i \left( \tilde{k} \cdot \nabla + \frac{\omega}{c^2} \frac{\partial}{\partial t} \right) F(\tilde{r}, t; \omega, \tilde{k}) = -\frac{i}{c^2} \left( \frac{\partial \eta_0}{\partial \omega} \frac{\partial}{\partial t} - \frac{\partial \eta_0}{\partial \tilde{k}} \cdot \nabla \right) F(\tilde{r}, t; \omega, \tilde{k}) + \left( \frac{\tau}{\partial t} + \tilde{s} \cdot \nabla \eta_0 \right) F(\tilde{r}, t; \omega, \tilde{k}) \times C(\tilde{r}, t, \tilde{s}, \tau) e^{i\tilde{k} \cdot \tilde{s} - i\omega \tau}. \quad (A.50)
\]

But, it is also clear that we can write

\[
\int \tau e^{-i(\omega' - \omega) \tau} d\tau = \frac{i}{\partial \omega'} \int e^{-i(\omega' - \omega) \tau} d\tau = 2\pi i \delta(\omega' - \omega) \frac{\partial}{\partial \omega'} \quad (A.51)
\]

and

\[
\int \tilde{s} e^{i\tilde{k} \cdot \tilde{s} - i\omega \tau} d\tilde{s} = -(2\pi)^3 i \delta(\tilde{k} - \tilde{k}') \frac{\partial}{\partial \tilde{k}'}. \quad (A.52)
\]

This means that we can finally transform equation (A.51) into a closed differential equation for the Wigner function \( F \equiv F(\tilde{r}, t, \omega, \tilde{k}) \), which takes the form

\[
2\omega \left( \frac{\partial}{\partial t} + \frac{c^2 \tilde{k}}{\omega} \cdot \nabla \right) F = -\left( \frac{\partial \eta_0}{\partial \omega} \frac{\partial F}{\partial t} - \frac{\partial \eta_0}{\partial \tilde{k}} \cdot \nabla F \right) + \left( \frac{\partial F}{\partial \omega} \frac{\partial \eta_0}{\partial t} - \frac{\partial F}{\partial \tilde{k}} \cdot \nabla \eta_0 \right). \quad (A.53)
\]
After rearranging the terms in this equation, we can rewrite it in a more suitable form:

\[
\left( \frac{\partial}{\partial t} + \vec{v}_g \cdot \nabla \right) F = -\frac{2}{2\omega + \partial \eta_0 / \partial \omega} (\eta_0 \Lambda F)
\]  

(A.54)

where \(\Lambda\) is defined by equation (A.25), and

\[
\vec{v}_g = \frac{2c^2 \vec{k} - \omega^2 \partial \epsilon / \partial \vec{k}}{2\omega \epsilon + \omega^2 \partial \epsilon / \partial \omega}
\]

(A.55)

with \(\epsilon = 1 + \chi = 1 + \eta_0 / \omega^2\).
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Glossary

Dark source

This is the name of an experimental configuration where an ionization front radiates high-frequency electromagnetic waves by moving across a region filled with a static and spatially periodic electric field. This field can be produced by an array of capacitors with alternate polarities. In the language of photon acceleration, this radiation process can be seen as an acceleration of photons initially having zero frequency.

Flash ionization

When an intense laser pulse is focused into a region filled with a neutral gas it photoionizes the gas around the focal region and creates a plasma. This process of nearly instantaneous plasma creation, with the corresponding frequency up-shift of the laser frequency, is usually referred to as flash ionization. It should be contrasted with the ionization front case, where the boundaries of the plasma region can move with relativistic velocities. In some sense, flash ionization is a limiting case of an ionization front where the velocity of the front tends to infinity, because the whole plasma is created in the focal region simultaneously.

Frequency up-shift

Frequency up-shift (or the equally possible, but usually less exciting, frequency down-shift) is another name for photon acceleration. It comes naturally from the full-wave description of wave propagation in non-stationary media, where the concept of the photon is not explicitly considered. However, photon acceleration is a more suggestive concept, if we use geometric optics or quantum theory, or if we compare it with similar effects in other physical domains.
**Induced phase modulation**

This is the frequency shift of a probe laser pulse which propagates in a nonlinear optical medium in the presence of a second laser pulse. If the intensity of this second pulse is non-negligible, it produces a time-dependent phase modulation of the first pulse. If the two pulses have similar intensities they can mutually modulate their phases, and both shift their frequencies, thus leading to cross-phase modulation. These two processes of induced and cross-phase modulation can be seen as particular examples of photon acceleration.

**Ionization front**

This is the boundary between two distinct regions of a gaseous medium. On one side of the boundary the gas is neutral, and on the other side, the gas is ionized (a plasma). If the plasma state is created by an intense laser pulse propagating across a neutral gas, such a boundary can move with relativistic velocities, even if the particles in these two media stay nearly at rest. The interest of the ionization front is that it creates a moving discontinuity of the refractive index, leading to the acceleration (or frequency shift) of photons which interact with this moving boundary.

**Landau damping**

In a famous paper, Landau was able to prove that an electron plasma wave can be damped in a collisionless plasma. This damping process is due to the resonant interaction of the wave with the plasma electrons travelling with a velocity nearly equal to the wave phase velocity. Of course, for electron plasma waves with relativistic phase velocities (such as those associated with laser wakefields) the electron Landau damping is negligible because the number of resonant electrons tends to zero. However, in this case, the electron plasma waves can still be Landau damped, not by the electrons, but by the resonant photons. This surprising result is a consequence of the acceleration of those many photons resonantly interacting with a relativistic plasma wave. Its existence reveals the possibility of energy exchange between the non-stationary medium (in this case a plasma perturbed by the electron plasma wave) and the photon gas.

**Magnetic mode**

When an incident electromagnetic wave interacts with a moving ionization front it excites, not only the expected reflected and transmitted waves, but also a new kind of wave which is (in the laboratory frame of reference) a purely magnetic perturbation with zero frequency. This is called the magnetic mode. This mode has not yet been observed in experiments, but the theoretical arguments clearly
point to its existence. In the language of photon acceleration we could say that
the creation of a magnetic mode corresponds to a deceleration of the incident
high-frequency photons down to zero-frequency photons.

**Photon**

The word photon has two different meanings, depending on whether we are re-
referring to classical or quantum theory. In classical theory, it refers to an elec-
tromagnetic wavepacket with a length and time duration much shorter than the
characteristic space and timescales of the medium. In the frame of geometric
optics, the photon trajectories are determined by the ray equations. In quantum
theory, it refers to the elementary excitation of the electromagnetic
field, and can be identified with a quantum of electromagnetic energy and momentum.

**Photon acceleration**

This is the total energy variation of a photon when it moves in a non-stationary
medium. The change in energy is equivalent to a shift in the photon frequency,
with a change in the (group) velocity, which justifies the name. It should be
noticed that the total energy of a photon can be divided in two parts: a kinetic
part, associated with its wavevector, and a rest-mass part, associated with the
polarization of the medium. In inhomogeneous but stationary media, the kinetic
energy of the photon is not conserved, even if its total energy stays constant. In
this case, we cannot talk about photon acceleration. Such an acceleration can only
occur in non-stationary media.

**Photon effective mass**

A photon always moves in a material medium with a velocity less than the velocity
of light in vacuum $c$. For that reason, we can say that the photon behaves like a
particle with an effective mass. If the medium is an isotropic plasma, the photon
mass is simply proportional to the electron plasma frequency. In general, it will be
determined by the susceptibility of the medium. We should notice that, when we
say *a photon in a medium* we are referring to a complex entity, which we can call
*a dressed photon*, in contrast with the *bare photon* which only exists in a vacuum.

**Photon equivalent charge**

The electrons in a plasma are pushed away from the regions of intense electromag-
netic energy (or regions containing a large photon density) by the ponderomotive
force or radiation pressure. Alternatively, we can say that the photons behave as if
they had a negative electric charge, thus pushing away the other negative charges
(the electrons). This property can only be described with nonlinear equations, in contrast with the photon effective mass, which is intrinsically linear. We use here a different adjective (equivalent, instead of effective) in order to keep in mind the different nature of the photon charge and mass, one being linear and the other nonlinear. We can also derive a similar concept for a non-ionized medium. For instance, we can associate an electric dipole with the photons moving along an optical fibre. The main difference with respect to the plasma case is the non-existence of free electrons in the fibre.

**Self-blueshift**

The process of ionization of a neutral gas by an incident laser pulse produces a temporal change in the refractive index leading to an upshift, or a blueshift, of the laser frequency. This is a particular case of photon acceleration where the acceleration process is due to the incident photon beam itself.

**Self-phase modulation**

When an intense and short laser pulse propagates in a nonlinear optical medium (for instance along an optical fibre) it produces a nonlinear modulation of its own phase, thus leading to a significant frequency shift. The resulting spectral width can be significantly larger than that of the initial laser pulse and the final light pulses are sometimes referred to as supercontinuum radiation. Self-phase modulation can also be seen as a photon acceleration process.

**Time reflection**

A sudden change in the refractive index of a dielectric medium leads to the appearance of a wave with the same wavenumber as the pre-existing wave but propagating in the opposite direction. Fresnel formulae for time reflection, similar to the well-known Fresnel formulae for the usual (space) reflection, can be found.

**Time refraction**

A sudden change in the refractive index of a dielectric medium leads to a change in the frequency of the photons moving in this medium, but maintaining their wavevector. This is similar, but in some sense symmetric, to the case of the usual (space) refraction, where the refractive index changes in space and not in time, leading to the conservation of the photon frequency but a variation of the wavevector. A very simple and general Snell’s law for time refraction can be found.
Wakefield

We call the laser wakefield, or more simply the wakefield, the fast electron plasma wave created by a short and intense laser pulse propagating in a plasma. The phase velocity of this electron plasma wave is nearly equal to the group velocity of the laser pulse.
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