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General Information 

The 4th International Conference "Distributed Computing and Grid-technologies in Science and 
Education" was held from June 28 to July 3, 2010 in the Laboratory of Information Technologies of 
the Joint Institute for Nuclear Research (Dubna, Russia). The Conference was attended by 252 
participants from 21 countries: Armenia, Belarus, Bulgaria, Hungary, Germany, Greece, Georgia, 
Iceland, Kazakhstan, Moldova, Myanmar, Poland, Russia, Romania, USA, Uzbekistan, Ukraine, 
France, Czechia, Switzerland, Sweden as well as from CERN and JINR. Russia was presented by 
participants from 56 universities and research centers. The Conference included 8 sections: WLCG -
Worldwide LHC Computing Grid, grid-applications, grid in business, distributed computing and grid
technologies in education, GridNNN - Grid of the National Nanotechnology Network, methods and 
algorithms for distributed computing, grid-infrastructure and "cloud" computing. In frames of the 
conference round tables were organized on using grid-technologies in business and on training in grid
technologies and their application in education. A training course was held on the integrated 
infrastructure, tools and methods for support of the scientific applications development in Grid and the 
systems of voluntary distributed computing. 

Advisory Committee 
Abdinov 0. (IoP, Baku, Republic of Azerbaijan), Abramov S.M. (PSI RAS, Pereslavl-Zalesskii, Russia), 
Afanasiev A.P. (ISA RAS, Moscow, Russia), Antoniou I. (Aristotle University of Thessaloniki, Greece), 
Bird I. (CERN), Bogdanov A.V. (IHPC&DB, St.Petersburg, Russia), Brun R. (CERN), Buzatu F. (Institute 
for Atomic Physics Magurele, Romania), Chetverushkin B.N. (Keldysh Institute of Applied Mathematics, 
Moscow), Cleymans J. (Cape Town University, SA), Dimitrov V. (Sofia University, Republic of Bulgaria), 
Dulea M. (IFIN-HH, Romania), Golutvin I.A. (JINR), Gusev V.V. (IHEP, Protvino, Russia), Ilyin V.A. 
(SINP Moscow State University, Russia), Ivannikov V.P. (ISP RAS, Moscow, Russia), Jones B. (CERN), 
Kadyshevsky V.G. (JINR), Kitowski J. (CYFRONET, Republic of Poland), Klementov A. (BNL, USA), 
Kostomarov D.P. (Moscow State University, Russia), Korolev L.N. (Moscow State University, Russia), 
Kopcansky P. (IEP SAS, Kosice, Slovak Republic), Kryuchkyan G.Yu. (Yerevan State University, 
Armenia), Lakhno V.D. (IMPB Russian Academy of Sciences, Russia), Metakides G. (University of Patras, 
Greece), Manh Shat Nguyen (JINR), Musial G. (Institute of Physics, AMU, Poznan, Poland), Nergui B. 
(Institute of Informatics MAS, Mongolia), Platonov A.P. (RIPN, Moscow, Russia), Ryabov Yu.F. (PNPI, 
Gatchina, Russia), Sahakyan V.G. UAP NAS Armenia), Shumeiko N.M. (NC PREP, Minsk, Republic of 
Belarus), Shirkov D.V. (JINR), Sissakian A.N (JINR), Smimova O.G. (NDGF/University of Lund, 
Sweden), Solomonides T. (UWE, Bristol, UK), Shoukourian Yu. (UAP NAS Armenia), Vaniachine A.V. 
(Argonne National Laboratory, USA), Voevodin V.V. (SRCC Moscow State University, Russia), 
Zhizhin M.N. (CGDS RAS, Russia), Zhuchkov A.V. (IChPh RAS, Russia), Zinovjev G. (ITP, Kiev, 
Ukraine). 

Organizing Committee (JINR) 
Ivanov V.V. - Chairman, Korenkov V.V. - Vice Chairman, Strizh T.A. - Scientific Secretary, Adam S., 
Aristarkhova M.V., Bulyga N.I., Fedorova E.A., Grafov A.N., Katraseva T.I., Lukyanov S.O., 
Novikova V.K., Podgainy D.V., Prikhodko A.V., Rudneva E.M., Rumyantseva O.Yu., Streltsova 0.1., 
Tikhonenko E.A., Zrelov P.V. 

MAIN TOPICS 
• questions of creation and experience of exploitation of grid-infrastructures; 
• methods and technologies of distributed computations; architecture and algorithms; 
• network infrastructure for distributed data processing and storing; 
• algorithms and methods of solving applied problems in distributed computing media; 
• theory, models and methods of distributed data processing; 
• distributed information systems: construction technologies and usage experience; 
• Grid applications in science and education: physics, chemistry, biology, biomedicine, Earth 

sciences, etc.); 
• Grid applications in business, 
• cloud computing and consolidation of distributed resources. 
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O6m,aH nml>0pMaQHH 
qernepnUI Me:>K,nyHapOJ-lHIDI KOHq>epeHI.(lUI "Pacnpe):(eJieHHhie Bhl'IHCJieHHJI H rpHJ-l•TeXHOJIOrHH B HayKe H 
o6pa30BaHHH 11

, npOBOJ-lHMIDI pa:3 B ):(Ba ro):(a Jla6opaTOpHeil. HHq>OpMaI.(HOHHh!X TeXHOJIOrHii, npoXO):(Hna B 
O61,e):(HHeHHOM HHCTHryTe JIJ-lepHh!X HCCJie):(OBaHHii c 28 HIOHJI no 3 HIOJIJI 2010 r. KoHq>epeH!-lHJI co6pana 
252 yqacTHHKa H3 21 CTPaHhI: ApMeHHH, EenopyCCHH, EonrapHH, BeHrpHH, repMaHHH, rpe!-lHH, rpy3HH, 
11CJiaHJ-lHH, Ka:1axcTaHa, MOJIJ-laBHH, MllHMhl, ITOJihIIIH, PocCHH, PyMhlHHH, ClllA, Y36eKHCTaHa, 
YKpaHHhI, <l>paH!-lHH, qexnn, lllBeil.!-lapHH, lllBel-lHH, a Ta.JOKe I..(EPHa H OIUl.11. PoccHJI 6hrna 
npeJ-lCTaBJieHa yqacTHHKaMH H3 56-TH YHHBepcmeTOB H HCCJie):(OBaTeJihCKHX !-leHTPOB. Ha KOHq>epeH!-lHH 
6hlna opraHH30BaHa pa6orn 8 ceK!-lHii. (WLCG - BceMHpHhiil. rpHJ-l Ml! o6pa6oTKH AaHHhIX c EonhIIIOro 
MPOHHOro KOJinail.):(epa B I..(EPH, rpHA-npHJIOJKeHHJI, rpHJ-l B 6H3Hece, pacnpe):(eJieHHh!e BhltJHCJieHHJI H 
rpHA-TeXHOJIOI'llH B . o6pa30BaHHH, rpn):(HHC - rpHJ-l Hal-lHOHanhHOil. HaHoTeXHOJIOrHtJeCKOil. ceTH, 
pacnpe):(eJieHHh!e BhltJHCJieHHJI: MeTOJ-lhl n anropHTMhI, rpHA-HHq>paCTPYKrypa n «o6natJHhie» 
BhltJHCJieHHJi). Ha HhIHeIIIHeil. KOHq>epeH!-lHH 6hrnH npoBe):(eHhl Kpyrnhril. CTOJI no HCnOJih30BaHHIO rpHJ-l
TeXHOJIOrHil. B 6H3Hece H Kpyrnhril. CTOJI no BOnpocaM npHMeHeHHJI rpHJ-l•TeXHOJIOrHii B o6pa30BaHHH H 
o6yqeHHJI rpHJ-l•TeXHOJIOrHJIM. Bo BpeMJI KOHq>epeHl-lHH 6hrn npoBe):(eH TPeHHHr Ha TeMy 
«11HTerpnpoBaHHIDI HHq>pacTPyKTypa, HHCTPYMeHThl n MeTOJ-lhl MJI noMepJKKH pa3pa6oTKH HaytJHh!X 
npHJIOJKeHHii B rpHJ-l H CHCTeMax J-l06poBOJihHhIX pacnpe):(eJieHHhIX BhltJHCJieHHii». 

IIporpaMMHLiii K0MHTeT 
A6AHHOB 0. (11HCTHTYT q>H3HKH, EaKy, A3ep6ail.AJKaHCKIDI Pecny6nnKa), A6paMOB C,M. (111..(MC 11ITC 
PAH, PoccnJ1), Aq>aHaCheB A.IT. (HCA PAH, MocKBa, Poccnll), AHTOHHY 11. (YHHBepcnTeT HMeHH 
ApncT0TenJ1, CanoHHKH, rpe1-lHJ1), Eep.Ll JI. (I..(EPH), EorAaHOB · A.B. (11BBl1C, CattKT-ITerep6ypr, 
PoccnJ1), EpaH P. (I..(EPH), Ey3ary <I>. (IFIN-HH, PyMhIHHll), BattllIIIHH A.B. (AproHHCKIDI HaI.\HOHanhHIDI 
na6opaTOpHJ1, ClllA), BoeBOAHH B.B. (Hl1B1..( MrY, PoccnJ1), fonyrnnH 11.A. (OIUl.11), ryceB B.B. 
(11<1>B3, ITpornnHo, PoccnJ1), )];HMHTPOB B. (Coqinil.cKnil. yHHBepcHTeT, Pecny6nnKa Eonrapnll), )];JKoHc E. 
(I..(EPH), )];ynea M. (IFIN-HH, PyMhIHHJ!), )l{nJKHH M.H. (I..(eHTP reoq>II3HtJeCKHX J-laHHhIX PAH, PoccHJ1), 
)l(yqKoB A.B. (11X<I> PAH, PoccnJ1), 3HHOBheB r. (11T<I>, KneB, YKpanHa), l1nhHH B.A. (H11IUl.<1> MrY, 
Poccnll), KMhIIIIeBCKHii B.r. (O11J111), KHTOBCKH JI. (CIFRONET, Pecny6nnKa ITonhIIIa), Kneil.Mattc )];. 
(YHHBepcmeT, Keil.maytt, IOAP), KneMeHTOB A. (EHJI, ClllA), KocToMapoB )];.IT. (MrY, PoccHll), 
KontJaHCKHii IT. (113<1> CAH, KoIIIH!-le, CnoBaKHll), KoponeB JI.H. (MrY, Poccnll), Kp10tJKJ1H r.IO. 
(EpeBaHCKHil. yttHBepcmeT, ApMeHHll), Jlaxtto B.)];. (11MITE PAH, PoccnJ1), MeTaKHAec r. (YHHBepcnTeT 
ITaTPac, rpe!-lHll), MycJ1n r. (11<1> YHHB. 11M. A.MH!-lKeBHtJa, ITo3HaHh, ITonhIIIa), HryeH MaHh lllaT 
(OIUl.11), HJpryil. E. (11HcTHTYT HHq>opMaTHKH MAH, MoHronHJ1), ITnaTOHOB A.IT. PocHl111POC, 
MocKBa, PoccnJ1), PJ160B IO.Cl>. (ITIUl.<I> PAH, PoccnJ1), CaaKJ1H B.r. (11ITI1A, ApMeHHll), HCaKJIH A.H. 
(OIUl.11), CMHpHoBa o.r. (NDGFIYHHBepcnTeT JlyHAa, lllBe!-lHll), ConAaTOB A.A. (PHI..( Kl1, PoccnJ1), 
ConoMOHHJ-leC T. (Y3A, EpiicTonh, BennK06pHTaHHJ1), qernepyIIIKHH E.H. (11ITM HM. M.B.KeJIJ-lhIIIIa, 
MocKBa, PoccHJ1), lllnpKOB )];.B. (OIUl.11), lliYKYPllH IO. (11ITI1A, ApMeHHll), lllyMeil.Ko H.M. (HI..( <1>qB3 
ErY, MHHCK, Eenopyccnll). 

Opraun1aQnouuL1ii K0MHTeT (OIUIII) 
11BaHOB B.B. - npeACeAaTeJih, KopeHhKOB B.B. - 3aM. npeACeAaTeJIJI, CTPHJK T.A. - ytJeHhiii ceKpernph, 
AAaM r., ApncrnpxoBa M.B., Eynhrra H.11., rpaqioa A.H., 3penoB IT.B., KaTPaceBa T.11., JlyKhJIHOB C.O., 
HoBHKOBa B.K., IToAraiiHhiil. )];.B., ITpHXOJ-lhKO A.B., PyAHeBa E.M., PyMJ1H1-leBa O.IO., CTPeJih!-lOBa 0.11., 
TnxoHeHKO E.A., <l>eAopoBa E.A. 

TEMATHKA 
• BOilpOChl C03):(aHHJI H onhIT JKcnnyaTa!-lHH rpHJ-l·HHq>paCTPYKTyp; 
• MeTOJ-lhl H TeXHOJIOrHH pacnpe):(eJieHHh!X BhltJHCJieHHii, BonpOChl apXHTeKryphr; 
• ceTeBasi HHq>paCTPYKTYPa Ml! pacnpeAeneHHOil. o6pa6oTKH H xpatteHttJI J-laHHhrx; 
• anropHTMhl H MeTOJ-lhl peIIIeHHJI npHKJia):(HhlX 3a):(atJ B pacnpe):(eJieHHh!X BhltJHCJIHTeJihHh!X cpeAax; 
• TeopHll, MO):(eJIH H MeTOJ-lhl pacnpe):(eJieHHOil. o6pa60TKH J-laHHhrX; 
• pacnpe):(eJieHHh!e HHq>OpMa!-lHOHHh!e CHCTeMhI: TeXHOJIOrHH nOCTPOeHHJI H Ollh!T HCnOJih30BaHHJI; 
• rpHJ-l•IIpHJIOJKeHHJI B HayKe (q>H3HKa Bh!COKHX JHeprnil., BhltJHCJIHTeJihHIDI XHMHJI, 6HOJIOrHJI H 

6HoMe,L{Hl-lHHa, HayKH O 3eMne, H T.J-l.); 
• rpHJ-l·IIpHJIOJKeHHJI B o6pa30BaHHH; 
• rpHJ-l·IIpHJIOJKeHHJI B 6H3Hece; 
• o6natJHh!e BhltJHCJieHHJI n KOHCOJIHJ-lal-lHJI pacnpe,L{eneHHhIX pecypcOB. 
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NETWORKING, COMPUTING AND COMPUTATIONAL 
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The main tasks of the Laboratory of Information Technologies (LIT) assume the provision of the 
JINR and its partner institutions in the JINR Member States and in other countries with top 
telecommunication, network and information resources, as well as top research in computational 
mathematics and computational physics aimed at solving specific problems arising in experimental 
and th'eoretical studies conducted at JINR or with its participation. The strength and importance of 
LIT results in these fields are presented, along with the basic principles and general perspectives. 

INTRODUCTION 

The activity of the Laboratory of Information Technologies (LIT) in the Joint Institute for 
Nuclear Research (JINR) is devoted to the provision of the basic research in frontier particle, nuclear, 
and condensed matter physics conducted with direct participation of JINR with the most advanced 
working tools related to the Networking, Computing, Computational Physics. 

The great diversity of the research problems in the JINR Laboratories and Institutes in JINR 
member states asking for LIT support entails the interdisciplinary character of the LIT activity. 

Experiments at the JINR basic facilities, JINR participation in the LHC experiments and in 
other large-scale projects asked for a substantial increase of the networking and information resources 
together with the deployment of a large volume of work toward the development of the JINR Grid
segment and its integration in the Russian grid-infrastructure RDIG (Russian Data Intensive Grid) and 
in the world-wide grid-infrastructure. 

. In order to tulfi.11 these tasks, it is necessary to provide: 
development of telecommunication channels of JINR with the JINR Member States on the basis of 
national and regional telecommunication networks; 

- fault-tolerant operation and further development of the high-speed and protected local area 
network of JINR; 

- development and maintenance of the distributed high-performance computing infrastructure and 
mass storage resources; 
information, algorithmic and software support of the research-and-production activity of JINR; 

- development and reliable operation of the JINR grid-segment as a component of the global grid
infrastructure; 
development of new mathematical methods and tools for modeling physical processes and 
experimental data analysis; 

- creation of methods and numerical algorithms for modeling magnetic systems; 
- elaboration of software and computer complexes for experiment_al data processing; · 
- elaboration of numerical algorithms and software for the simulation of complex physical systems; 

development of methods, algorithms and software of computer algebra; 
- contribution to the development of the new generation computing tools; 
- application of the developed methods and algorithms to topics in other science and technology 

branches (nanotechnology, biology, medicine, economy, industry, etc.). 
The mathematical support involves the performance of top research in computational 

mathematics and computational physics, aimed at solving specific problems which arise in 
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experimental and theoretical research carried out with the direct participation of JINR. The main part 
of these activities is related to the development 'of the mathematical description and algorithmic 
reformulation of the physical models such" as to get significant numerical splutions; development of 
methods and algorithms able to extract physically insightful information from experimental data; 
simulation of physical processes within experimental installations; algorithm implementations into 
effective and reliable hardware adapted program environment. 

This subject area covers a wide spectrum of studies in the high energy physics, nuclear 
physics, solids physics and condensed matter physics, biophysics, information technologies, conducted 
in close cooperation with all JINR Laboratories and research centers from the JINR Member States. 

Following the decision concerning the radical improvement of the · computer 
telecommunication links with major partner organizations in the JINR Member States during the years 
2010-2015, adopted at the March 14-15, 2008 Session of the JINR Committee ~fthe Plenipotentiary 
Representatives, the first steps have been undertaken towards the development of a unified grid
environment of the JINR Member States. Such an infrastructure will allow all the participating sides to 
effectivelyjoin their forces for solving the foreseen fundamental and applied projects in elementary 
particle physics, .nuclear physics, condensed matter physics, computational biophysics, 
nanotechnologies, etc., the successful realization of which would be impossible without using highly 
efficient computations, new approaches to distributed and parallel computing, and large amounts of 
data storage. The formation of a unified grid-environment of the JINR Member States is a basis of the 
seven-year plan within the direction "Networks. Computing. Computational Physics". 

In 2009, in frames of this work, a new telecommunication link between Dubna and Moscow, 
on the basis of the state-of-the-art technologies DWDM and 10Gb Ethernet, was put in operat1on with 
a capacity of20 Gbps (two channels of 10 Gbps). In perspective, the mentioned technologies allow the 
creation of up to 80 channels of IO Gbps each, resulting in a total capacity of up to 800 Gbps. 

The total performance and mass storage resources of the Central Information and Computing 
Complex (CICC) were substantially increased. The CPU time monitoring in the year 2010 places the 
JINR grid-site on the 10-th place among the 163 Tier2 sites worldwide. Within the Russian Data 
Intensive Grid (RDIG) consortium, which comprises, besides the CICC JINR, fourteen Russian and 
two Ukrainian computing centres, our cluster has covered more than 43% of the RDIG share. 

There is a high degree of interest to the LIT activities in the JINR Member States. We can 
mention protocols of cooperation with INRNE (Bulgaria), ArmeSFo (Armenia), FZK Karlsruhe 
GmbH (Germany), IHEPI TSU (Georgia), NC PHEP BSU (Belarus); KFTI NASU (Ukraine), IMIT 
UAZ (Uzbekistan), WUT (Wroclav, Poland), etc., the Hulubei-Meshcheryakov programme with 
Romania, the BMBF grant "Development · of the grid-infrastructure and tools to provide joint 
investigations performed with participation of JINR and German research centers", the CERN-JINR 
Cooperation Agreement on several topics and the project "Development of grid segment for the LHC 
experiments", supported in frames of the JINR-South Africa cooperation agreement in 2006-2008. 

Work was done within the participation in common projects: CERN-INTAS projects, 
Worldwide LHC Computing Grid (WLCG), and Enabling Grids for E-sciencE (EGEEIII) project co
funded by the European Commission (under contract number INFSO-RI-222667) through the Seventh 
Framework Programme. Grants were afforded by the Russian Foundation for Basic Research and five 
contracts were concluded with the Russian Federal Agency of Science and Innovations (FASI). Work under 
the SKIF-GRID project - a programme of the Belarusian-Russian Union State was performed. LIT 
participates, in cooperation with SINP MSU, RSC "Kurchatov Institute" and PNPI, in the Grid 
National Nanotechnology Network (GridNNN) project performed under the federal target programme 
of development of the infrastructure of the nanoindustry in the Russian Federation in 2008-2010. 

NETWORKING, COMPUTING, INFORMATION SUPPORT 

The key components of the infrastructure implemented by LIT comprise the JINR 
telecommunication data links, local area network, central information and computing complex and 
basic software for integration of the Institute's information and computing resources in a unified 
information environment accessible to all users and with heavy use of grid-technologies. 
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JINR telecommunication links 

The available throughput of the telecommunication channel between JINR and Moscow was 
raised from 45 Mbps in 2003 to 20 Gbps since June 2009. The project, done in cooperation with the 
Russian Satellite Communications Company (RSCC), owner of the optical fiber, was realized with 
participation of NORTEL, JET Infosystems, Russian Institute for Public Networks (RIPN), the Computer 
Networks Interaction Center "MSK-IX". Figure 1 provides the channel scheme, with the three places 
where devices of the photonic data communication equipment were installed: the JINR Net central 
telecommunication node, the settlement Radishchevo, and Moscow Internet Exchange (MSK-IX). 

The main JINR service-provider for access to the Internet is RBNet (Russian Backbone 
Network). The parent organization on the support of the RBNet network, the RIPN, is operating the 
international channel for science and education and is the trustworthy organization for the Internet 
Exchange (IX) functioning in Moscow. 

The development of the segment of the international channels for science and education 
joining Russia with the Europe, with a throughput target of 10 Gbps in 2009, and subsequent growth 
in 2010-2016 is based on the connectivity with GEANT (pan-European Communications 
infrastructure serving Europe's research and education community). The JINR-participating 
countries develop regional and national research and educational networks, many of which are being 
connected to the GEANT. As a result of this joint activity, the integration of the grid-infrastructures 
of JINR and its Member States will be realized through the high-speed European network GEANT. 
This is the overall adopted approach to the integration of the regional networks for science and 
education in Europe. 

Dubnl 

Laboratories 
Network 

Radl1ch1vo 
Solnochnogorok 

Fig. 1: Scheme of the JINR-Moscow telecommunication channel 

JINR local area network 

The JINR Local Area Network (LAN) currently comprises about 7000 network elements. The 
continuous growth of the network and computing capacities leads to certain difficulties both in the 
management and in providing the reliable LAN operation. To overcome them, work on creating a 
reliable and protected high-speed JINR LAN is done. The provision of the fail-safe work of the JINR 
LAN is the primary goal of the network service at LIT. The gigabit networking structure of JINR 
integrates the hardware and software facilities providing the basis of the JINR network and 
information structure, upon which the mentioned infrastructure is built up and developed (figure 2). 

The gigabit networking structure solves the following tasks: 
• integration of all JINR computer resources into a unified information environment; 
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• organization and provision of remote network access to informational - computing resources for 
JINR user groups, to informational resources of Russian and foreign scientific centres; 

• creation of a unified information space of the JINR staff for data exchange among the Institute 
subdivisions and between subdivisions and JINR Directorate; 

• provision of services of remote access of JINR staff to JINR resources from home PCs. 
In 2010, the JINR LAN included 3696 users, more than 1500 .users of mailJinr.ru service and 

about 1300 users of remote access VPN. Over 120 network nodes are in round-the-clock monitoring 
(gateways, servers, basic switchboards, etc.). 15 servers are supported and over 40 user inquiries are 
served per shift. Implementation of new spam-protection systems allowed fixing about one million 
spam-messages a day at the central mail-servers. The present LAN characteristics are: high-speed 
transport (10 Gbps - lGbps) (Min. 100 Mbps to each PC);,controlled-access (Cisco FWM firewall 
module) at network entrance; general network authorization system involving many services (AFS, 
batch systems, Grid, JINR LAN remote access, etc.); wireless LAN access within the JINR territory. 

Currently the JINR network infrastructure has direct communication lines with CERN -
IO Gbps; RBnet - 10 Gbps; RASnet - 10 Gbps; RadioMSU - 10 Gbps; GEANT - 10 Gbps; GLORIAD 
- 1 Gbps; Moscow - 20 Gbps. 

JINR network security is achieved by the implementation of hard- and software products in the 
network infrastructure. To protect the computing and informational servers, user workstations and 
active routing and switching network equipment at JINR, the industry-approved AAA (Authentication, 
Authorization, and Accounting) approach is used. During the last two years, the AAA system has been 
successfully gradually integrated into the LIT-developed product IPDB - a network data base with 
multiple features of monitoring and control based on IP-addresses. The IPDB became the main tool for 
the network and system administrators to maintain their current administrative tasks. 

xDSL modems 

-'J. w. v Divisions 

Univ.Training 
Center 

JINR Gigabit Net 

Fig. 2: Current scheme of the JINR Gigabit Network 

JINR information and computing complex 

The development of the JINR Central Information and Computing Complex (CICC) is based on 
a distributed model of data processing and data storage. Such a model is in agreement with the modem 
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concept of establishing information processing centres for scientific research based on grid
technologies. The requirements of the LHC experiments stimulate the development of a global grid
infrastructure, together with the resource centers of all the cooperating organizations. To reach the 
objectives in the effective · processing and analysis of the experimental data, steep increase in the 
performance of the CICC cluster and disk space is needed. 

Starting from a CICC total performance and mass storage resources of 4.3 kSPI95 and disk 
space 7.7 TB in 2003, the present CICC installed computing power is 2800 kSI2K and the total disk 
storage capacity is ~ 1000 TB. Figure 3 shows the current structure of the CICC resources, access and 
support. 

All the CICC computing and data storage resources can be used both locally (to solve 
sequential or parallel computing applications) and globally (for distributed computations in the 
WLCG/EGEE grid infrastructure and in the Russian Data Intensive Grid consortium) for all the 
projects the JINR physicists participate in. The first CICC performance assessments using parallel 
application benchmarks [l] have been followed by practical home-made optimization of the exchange 
of information in-between the modules of the extended configuration at the end of 2008 [2]. The 
results pointed to relative performance levels at those of the TOPS00 computers in the world, with 
GigaBit Ethernet and InfiniBand interconnects respectively. The learned lessons have been used 
during the further JINR CICC development. This contributed to the prominent position of our system 
within the LHC virtual org!lnizations. 
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Fig. 3: Current structure of the CICC (resources, access and support) 

The system software has been tuned in an optimal way, providing maximal use of computing 
resources and the most universal and secure access to the data storage. The Torque batch system and 
the Maui scheduler are used for computing resources allocation and accounting. 

Basically, access to data is provided by the dCache system and partially via NFS. The access 
to the general-purpose software and user home catalogs is provided by the Andrew File System (AFS). 
The Kerberos5 system is used for registration and authentication oflocal users. 

06ieAHRenH1>1H mICTHTY: 
SI)J.epHbIX nccne)J.OBaHllU 

BHBTTVlO'fEKA 
...... --·---···- . -------· 



JINR Grid-segment 

The development of the JINR grid-segment and increase of the productivity of the JINR CICC 
have been started in 2003 as a means to fulfill the requirements of the large scale LHC experiments in 
high energy physics and relativistic nuclear physics. The JINR is an active member of the Russian 
consortium ROIG (Russian Data Intensive Grid) which was set up in September 2003 as a national 
federation in the EGEE project (http://www.eu-egee.org/). Within the ROIG consortium, which 
comprises, besides the CICC JINR, fourteen Russian and two Ukrainian computing centres, our cluster 
has covered more than 43% of the ROIG share (fig.4). 

Normalised CPU time (Spectlnt2000*hour = 1000) per 
Site 

.i.....:z \I BY-NCPHEP) 

'j ITEPI 

Fig.4: Normalised CPU time per ROIG sites for January-September 2010 

The LHC Computing Grid (LCG) has foreseen the design and creation of distributed 
information and computing systems. The LCG project entered a new phase in 2006, asking for the 
construction of a global infrastructure of the regional centers intended for processing, storage and 
analysis of data at the moment of the accelerator start-up. The project is referred to as WLCG. A three
party MoU, signed by CERN, Russia and JINR in September 2007, defined the performance targets 
requested by the participation in this.project and financial obligations assumed by Russia and JINR. 

The CICC based JINR grid-segment provides to the WLCG environment basic and special 
services, PS and testing infrastructure, as well as software for VOs. 

The JINR participation in the WLCG solved all the Pre-Challenge production tasks for the 
ALICE, ATLAS, and CMS experiments. For the running phase of these experiments, LIT JINR 
provides: computing and data storage resources; data replication to the JINR data storage system and 
participation in the Monte-Carlo physical events mass production in accordance with the JINR 
physicists' scientific program requests. 

All the necessary conditions for distributed data analysis have been met at the JINR computing 
center (grid-site JINR-LCG2) to make possible full-fledged participation of the JINR physicists in the 
experiments at the LHC running phase. The contributions, during 2010, of the JINR-LCG2 site within 
ROIG to ALICE-37%, ATLAS -46%, and CMS-37%. 
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The LIT JINR team has gained a valuable experience in the development and design of the 
grid monitoring and accounting systems [3] for ROIG (within the EGEE project) and other projects. 
The main point is to find scalable, reliable and interoperable solutions for the grid monitoring and 
accounting in real grid projects. The major part of the results obtained within this work is available as 
ready-to-use software packages. Tracking the current services' state as well as the history of state 
changes allows rapid error fixing, planning future massive productions, revealing regularities of grid 
operation and many other things. Alongside with monitoring, the accounting is an area which shows 
how the grid is utilized by virtual organizations and individual users. 

A group of LIT specialists take active part in the LHC Dashboard development (grid 
monitoring system for the LHC experiments) [4]. To get the visualization of the monitoring, this 
system maps the grid infrastructure objects, processes and events on a geographic map. By using 
geographic information system (GIS) applications like Google Earth, quite an informative and visually 
attractive representation is achieved. It shows graphically real time animated information covering 
data flows for both Monte-Carlo Production and Tier0 export, and additional information about 
running jobs on the ATLAS, CMS, LHCb and Alice (jobs only) grids [5]. 

The LIT participates in the LCG Monte-Carlo Events Data Base (MCDB) creation. MCDB is a 
special knowledge base designed to keep event samples for the LHC community. The possibility to 
make an automated Monte-Carlo simulation chain, partially based on usage of HepML [6] and LCG 
MCDB [7], was already validated for use in the CMS experiment [8]. 

The LIT home-made events database and repository of generators were also created. 
Dynamical home-page [9] has been created for testing Monte Carlo Generators of physical processes. 
The page also allows one to estimate the main properties of hadron-nucleus and nucleus-nucleus 
interactions (includes FRITIOF model, HIJING model, and tools for Glauber and Reggeon theories 
calculation). The server HEPWEB was integrated into the Dubna-grid environment. 

The TDAQ ATLAS team at LIT has brought a significant contribution to the development of 
the project TDAQ ATLAS at CERN [10]. The system of remote access in real time (SRART) for 
monitoring and quality assessment of the ATLAS data was put in operation at JINR. The methods and 
approaches developed for the remote access to the LHC experiments and the choice on their basis of a 
technique of integration of the JINR-developed SRART prototype into the experiment infrastructure 
are at the state-of-the-art level in the development of large-scale information projects on the creation 
of ge~raphically distributed grid-system data processing. They secure conditions for participation of 
the scientists from JINR and other centres in the present-day studies on nuclear physics and particle 
physics. The work was supported by the Federal Agency on Science and Innovations of Russia, state 
contract No. 02.514.11.4083 and reported to the resulting conferences in 2010 [I 1]. 

The development of an educational program on grid technologies for scientists from JINR and 
the Member States, students, PhD-students and the teaching staff of Dubna High schools is a strategic 
task. To stimulate the active usage of the WLCG resources, user support consisting in special courses, 
lectures, and trainings was organized [12]. The educational, training and testing grid infrastructure was 
built-up and is intensively used for a wide range of tasks related to the training of different groups in 
grid-technologies as well as research and development activities in this field [13]. Grid-infrastructure 
for training and education is a first step towards the creation of the JINR Member-States grid
infrastructure. At the moment it involves three grid sites located at JINR and one site in each of the 
following organizations: the Institute of High-Energy Physics - IHEP (Protvino), the Institute of 
Mathematics and Information Technologies AS of Republic of Uzbekistan - IMIT (Tashkhent, 
Uzbekistan), Sofia University "St. Kliment Ohridski" - SU (Sofia, Bulgaria), the Bogolyubov Institute 
for Theoretical Physics - BITP (Kiev, Ukraine), the National Technical University of Ukraine "Kyiv 
Polytechnic Institute" - KPI (Kiev, Ukraine). A Wiki Web-portal of this infrastructure has been 
installed (https://gridedu.jinr.ru ). 

Information and software support of the research underway at JINR 

The traditional provision of information, algorithmic and software support of the JINR 
research-and-production activity involves the development and support of the informational servers 
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WWW/FTP/DBMS of JINR and LIT, creation and storage of electronic documents related to the JINR 
scientific and administrative activity, development, creation and support of information web-sites of 
workshops and conferences, administration and support of web-sites of JINR subdivisions and various 
conferences in a hosting mode as well as support, modernization and maintenance of computer 
systems of administrative databases. 

The portal technology is a key performance technology for the modem projects due to the 
large-scale and world-wide nature of a large part of the scientific projects, especially in experimental 
nuclear and particle physics. This technology is actively used at LIT in the process of development 
and creation of various information systems with web-interfaces. For instance, within the portals of the 
journals PEPAN and PEPAN Letters http://pepanjinr.ru, a specialized interface has been designed 
for the authors, editors, referees and administrators providing interconnections with the databases of 
the journals. Work on the maintenance and modernization of the portal is in progress. 

Another long term direction of LIT activity is the development and support of the library 
JINRLIB, support of program libraries developed at other scientific centres and organizations, together 
with information and technical help to users. The modernization of CICC software and its installation 
in a 64-bit variant required a full recompilation of programs from JINRLIB library. The full 
information on the JINR program libraries is available at the specialized WWW-server 
http://wwwjinr.ru/programs/ and in the LIT Information Bulletins. 

MATHEMATICAL SUPPORT OF JINR STUDIES 

The development of adequate mathematical models for process simulations and methods for data 
analysis is an integral part of the research conducted both in experimental and theoretical physics and in 
other fields of science and technology. This activity covers a wide spectrum of investigations defined in 
the JINR Topical Plans for Research and International Cooperation, in high-energy physics, nuclear 
physics, solid state physics, condensed matter physics, biophysics, and information technologies. LIT 
carries out the specific tasks in close cooperation with all JINR Laboratories along the following main 
directions: 
·• development of new approaches and methods for simulation of physics processes and for 

experimental data analysis; 
• creation of methods and numerical algorithms for simulation of magnetic systems and charged 

particle beam transport; 
• creation of software and computer complexes for experimental data processing and their 

application in JINR experiments; 
• development of numerical schemes and software for simulation of complex physical systems; 
• development of methods, algorithms and programs of computer algebra. 

Very few results have been excerpted for inclusion in the present report. Comprehensive overviews 
can be found in the LIT Scientific Reports [14]. 

A data plotting package Gluplot, included in the JINR Program Library, can be used both as a 
graphical library and a standalone program which would allow scientists and students to visualize 
data. Gluplot handles both curves (2D) and surfaces (3D) [15]. It served, for instance, to the 
visualization of the simulations of freeze out surfaces and of the particle distributions inside the 
NICA/MPD detector. 

A new tool for the approximation of functions by piecewise continuous polynomials and the 
analysis of the experimental data by smoothing, the basic element method (BEM), has been developed 
[16]. The proposed approach results in the reduction of the computational complexity of the 
algorithms and the increase of their stability to errors by appropriate tuning of the internal relationship 
structure between variables and control parameters, via an adaptive algorithm for knot detection. On 
the basis of the algorithm, MS Visual C# components and Windows application APCA (Autotracking 
Piecewise Cubic Approximation) were implemented. 

The software toolkit Geant4 for simulation of particle propagation through matter is used by a 
large number of experiments and projects in a variety of application domains, including high energy 
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physics, astrophysics and space science, medical physics and radiation protection. Two string models 
for the simulation of high energy final states were implemented into Geant4: the Quark Gluon String 
(QGS) and substantially improved the Fritiof (FTF) model. The implementation is accessible in the 
last version 4.9.3 of the Geant4 package [17]. 

A LIT team actively participates in the elaboration of the CBM set-up in GSI (Darmstadt). 
Efficient methods of event reconstruction have been proposed which accommodate the considerable 
problem complexity coming from the expected enormous multiplicity of the generated particles and 
the heterogeneous magnetic fields. For instance, approaches to track reconstruction in the STS
detector and algorithms for track recognition in the TRD-detector and for finding Cherenkov rings in 
the RICH-detector have been developed. The particle momentum determination methods have been 
elaborated; various methods for particle identification using the TRD-detector have been conceived 
and implemented. Work is in progress on the optimization of the geometry of the installation and 
development of methods of extracting "useful" events. In order to perform an efficient analysis, fast 
tracking algorithms are essential. A parallel tracking algorithm for the muon detector was developed. 
Modem technologies and optimized for parallelization event reconstruction algorithms were used. As 
a result, a high efficiency of track and ring reconstruction was achieved. The algorithms developed 
and implemented are 487 times faster for tracking and 143 times faster for ring reconstruction. 
A number of very efficient software modules for event reconstruction have been proposed by LIT 
specialists and included in the CBM framework [18]. As part of the work on designing a magnetic 
system for the CBM experiment, calculations have been performed for various versions of the 
superconducting dipole magnet [19]. 

The increasing interest of the experimental researches on the impact of the heavy charged 
particles on materials has been followed by extensive numerical investigations done in LIT on the 
clarification of the features of the radiative sputtering, the formation of tracks and the change of the 
mechanical properties of the materials under high energy heavy ion irradiation. The "track" occurrence 
in dielectrics was undoubtedly found to originate in mechanisms predicted within a generalized 
thermal spike model, which takes into account both the electron and ion lattice subsystem motions 
inside the material [20]. 

Investigations on nanostructure simulation by methods of discrete dynamics are motivated by 
the fact that many nanostructures, in particular certain carbon and hydrocarbon molecules, are highly 
symmetric discrete formations. The discrete dynamical systems of different types, deterministic and 
non-deterministic ones, defined on such structures have been investigated and it was found that 
important properties and peculiarities of the behavior of these systems are direct results of their 
symmetries. 

The main practical tool for numerical analysis of the physical features of these compounds, a 
C program'based on the computer algebra and computational group theory methods [21] unveiled the 
role of the prehistory in the present system state and allowed adequate mathematical characterization 
of the phase transitions in nanostructural systems. 

The program packages KANTBP, POTHMF, ODPEVP [22] for computing energy values, 
reaction matrix and corresponding wave functions have been developed based on the Kantorovich 
method. They allowed the numerical analysis of various physical processes: the photo-ionization and 
recombination of a hydrogen atom in a magnetic field, the channeling problem for charged particles 
produced in a confining environment [23]; the adiabatic approach to the problem of a quantum well 
with a hydrogen-like impurity [24]. 

During the last years, LIT researchers implemented, in cooperation with colleagues from the 
Institute of Protein RAS, the Institute of Biophysics of Cell RAS and the Institute of Theoretical and 
Experimental Biophysics RAS, the project «Molecular cartography of DNA, RNA and proteins in the 
distributed computing environment». New algorithms have been developed and a software complex 
has been designed to construct molecular surfaces of spiral molecules of double-chained DNA (B
form), RNA (A-form) as well as spiral molecules of extended proteins or their fragments (for example, 
the widespread alpha-spiral form). Such a unified method of mapping the extended structures of 
nucleic acids and proteins, which supplements the known methods of 3D computer simulation of 
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molecular structures, was realized for the first time. The designed software complex allows to perform 
computations, construction and analysis of the maps of relief and functional color of the molecular 
surfaces on the basis of corresponding spatial structures of high atomic resolution. Besides, it provides 
a way for massive computations of the maps of molecular surfaces within the high-performance 
distributed computing environment of CICC JINR. This approach reduces more than 10-20 times the 
time required for research on the structures of proteins and nucleic acids as compared to the manual 
routine work with the use of ordinary graphic interfaces. The derived method was applied to the study 
of the recognition, analysis and classification of binding regions of functionally important protein-DNA 
complexes. It allows introducing the novel data bank of the molecular surfaces and electrostatic 
potentials for all transcription factors of homeodomains for wide classes of species. In this way, very 
fast analysis of recognition areas and types of their classification became possible for the large set of 
protein-DNA complexes present in the international protein data bank PDB (Protein Data Bank) and the 
nucleic acid data bank NDB (Nucleic Acid Database) [25]. 

PROSPECT OF THE FUTURE 

The formation of a unified grid-environment of the JINR Member States is a basic task for the 
Laboratory of Information Technologies within the JINR seven-year plan. This concerns all the three 
main levels within the grid-environment: network (high-speed backbones and telecommunication 
links), resource (high-performance computing clusters, and data storage systems joined in a unified 
grid-environment with the help of basic software and middleware), and applied (research topics solved 
within the grid-environment in frames of corresponding virtual organizations). 

The ongoing and upcoming experiments at the JINR basi.c facilities (Nuclotron, NICA/MPD, 
etc.), the experiments at LHC, FAIR, the theoretical research need appropriate computing 
infrastructure. To fulfill these needs there are necessary: a substantial increase of CICC grid
infrastructure at JINR; participation in building up clusters as home workgroup computing facilities, 
based on the PROOF - Parallel Root Facility for parallel distributed analysis; creation of a specialized 
MPI cluster for parallel jobs. 

A necessary condition towards the creation of a unified information environment of JINR and 
its Member States is the provision of information and primary software support of the research-and
production activity of the Institute. The specific activities planned on the mentioned problem include 
the following directions: 
- centralized support of the operating systems and compilers used at JINR; 
- elaboration of a unified technical policy in the field of licensing software products, the support and 

update of the bank of licensed and freely distributed products; 
- development and maintenance of information WWW /FTP-servers; 
- development, creation and support of information systems with web-interface: thematic portals, 

paperless document circulation, workshop and conference sites, etc.; 
- creation, development and maintenance of general-purpose and specialized program libraries, first 

of all for topics in nuclear physics, particle physics, solid state physics, condensed matter physics, 
as well as computer algebra and graphic packages; 

- support and development of object-oriented specialized software for modeling experimental 
installations and processes, as well as for. experimental data processing of problems arising in 
nuclear physics, particle physics, solid state physics and condensed matter physics; 

- support of administrative databases, creation of a unified information space for the research-and
production activities of the Institute. 

In the existing grid-systems, a virtual organization (VO) defines a collaboration of specialists 
in some area, who combine their efforts to achieve a common aim. The virtual organization is a 
flexible structure that can be formed dynamically and may have a limited life-time. Instances of VOs 
working within the WLCG project are the VOs in LHC experiments - ATLAS, CMS, Alice, LHCb, 
the first three being carried out with the noticeable and direct participation of the JINR. Nowadays, as 
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a grid-segment of the EGEE/RDIG, the JINR CICC supports computations of the VOs registered in 
RDIG (BioMed, PHOTON, eEarth, Fusion). Other supported VOs are HONE and Panda. 

The LIT support activity of the existing VOs includes: 
- cooperation with German scientific centers in grid infrastructure support and development and 

computing support for CBM, PANDA, and other experiments; 
- support and development of the JINR WLCG-segment in frames of the global WLCG 

infrastructure in context of the computing requirements for running phase of the LHC 
experiments; participation in the relevant computing activities for ALICE, ATLAS and CMS 
experiments at the running phase of LHC and continuation of the software supporting for LHC 
(ATLAS, ALICE and CMS) and non-LHC CERN experiments; 

- grid-monitoring the WLCG-infrastructure at JINR and other sites of the Russian grid-clusters; 
- user support to stimulate their active usage of WLCG resources and further development of the 

GridLab and the corresponding educational programs (GridEdu). 
The creation of new VOs gets possible and necessary under maturation of the algorithmic 

approaches to the problem solution, the development of corresponding mathematical methods and 
tools. We may assume that future VOs will be created in JINR to support the experiments within the 
NICA/MPD project, the nuclear physics and condensed matter physics research, the study of the 
nanostructure properties. The Laboratory of Information Technologies will provide qualify support to 
the emerging new VOs within the future activity frames defined by the interested user communities. 
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The paper describes the progress got at INCDTIM Cluj-Napoca, in collaboration with LIT-JINR, 
in the implementation of a Grid infrastructure center, as well as for finding solutions to nano- and 
biomolecular problems using the MPI technology. 

I. INCDTIM DATA CENTER 

The Grid activities at the National Institute for Research and Development of Isotopic and 
Molecular Technologies (INCDTIM) at Cluj-Napoca started in 1996, when the collaboration with the 
ATLAS project in CERN was agreed. Specific responsibilities to provide computing power and 
storage capacity to WLCG have been assumed through the "Memorandum of Understanding" [l], 
which defined performance targets for the local Grid site and the network connections. The capacity of 
the data center is ten racks, it has raised floor and lowered roof, a generator as backup system, 20 kV A 
cooling system and 180 kVA power capacity for network and grid activity. The present physical 
hardware consists of three Blade systems and thirty 1 U servers. The storage capacity is around 80 TB. 
The network connections are secured by a Cisco 6509E Router. The web hosting, e-mail and the 
database capacity of the Institute are processed through other five dedicated servers. 

The networking backs all Institute activities. The site RO-14-ITIM secures Grid Computing 
resources, with about 80% of time devoted to the processing of jobs from the ATLAS experiment at 
CERN. Another 20% share secures coverage of computational physics numerical simulations with 
direct application to biophysics and nanostructure research in which the Institute is involved. 

The computing power is backed up by a monitoring system, responsible for the good 
functionality of the system and datacenter. The choice of the monitoring solution proved to be an 
important point in the development of the datacenter. 

II. COMPUTING INTENSIVE RESEARCH AT INCDTIM 

After the inception of the datacenter in 2007, and the start of the Grid site in 2009, new tasks 
arose putting serious pressure on these units of INCDTIM and asking for fast and efficient solutions. 

1 Partial support by the Romanian Authority for Scientific Research (contracts POS-CEE Ingrid/2008 
and 05-6-1048-2003/2010) and the Hulubei-Meshcheryakov Programme (JINR Dubna Orders 
57/08.02.2010, p. 35 and 58/08.02.2010 p. 35) are acknowledged. 
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Particularly stringent requests coming from the research teams concerned the numerical modeling and 
parallel processing of problems in medical engineering, molecular and biomolecular modeling and 
structural analysis of solids. 

The implementation of Quantum ESPRESSO (QE) for calculating NMR Parameters was a 
first priority task. QE is an integrated suite of computer codes for electronic-structure calculations and 
material modeling at the nanoscale [2]. It is based on the density-functional theory, plane waves, and 
pseudo potentials. It is used to calculate chemical shielding effects in organic crystal structures based 
on GIPA W (Gauge Including Projector Augmented Wave) scheme implemented in these codes. A 
typical result of this type of numerical processing was the derivation of the solid state NMR chemical 
shifts of Lisinopril (N2-[(IS)-1-carboxy-3-phenylpropyl]-L-lysyl-L-proline - C21H31N3O5, with two 
molecules, i.e. 120 atoms, per unit cell) using the experimental data obtained by X-ray powder 
diffraction [3]. A computer power involving eight core processors, 16 GB RAM and 16 GB Swap has 
got the solution in a four-day run. Mention is to be made that the parameter fit securing the energy 
minimum asked for 99% of the available 32 GB memory. 

Molecular modeling [4] computational simulations, based on the atomic description of 
biological molecules, get understanding of biological processes within runs which need by far longer 
times than in the previous example and use a lot of storage, up to 700 GB, which prevents finding 
numerical solutions on desktop computers. 

The third research topic asks for numerical simulation of specific properties ( electronic energy 
levels and structure, vibrational modes) of nanoscopic scale systems of interest in nano- and 
biotechnology. Of special interest in INCDTIM is the monitoring of the presence of dynamic 
molecular structures on metallic surfaces, due to the intermolecular forces between the isolated 
molecules or in molecular crystals. 

The fourth research area is "molecular electronics" (ME) consisting of molecule-based and 
molecule-controlled [5] electronic device research. A simple molecular electronic device consists of a 
molecule connected with two metallic nano-electrodes. Computation of the current-voltage 
characteristic of a realistic nano-device roughly needs from 6 to IO GB RAM and two weeks CPU 
time. We are using the SIESTA code for processing this kind of jobs [6]. A few days are not a very 
long time, but this happens only provided the number of parameters is restricted to a minimum. If we 
would run simulations at maximum parameter numbers, the CPU time would considerably increase. 

As a rule, the available codes used by numerical simulations of computational physics are run 
under Unix-like operating systems. The codes used are mostly developed in FORTRAN. A great many 
number of such codes are developed under GNU license (such as ABINIT) or academic license 
(SIESTA, GAMESS). Commercial ones of interest are GAUSSIAN or MOLPRO. 

The MPI (Message Passing Interface) has proved to be a very good candidate for performance 
enhancement using parallel programming. The modern developments of the above mentioned codes 
are using the MPICH2 implementation of MPI in order to reach a good scaling of the computing time 
with the number of processors [7]. 

III. INCDTIM MPI CLUSTER 

The testbed consists of one HP Blade-system. The Blade system was acquired through the 
European Project POS-CCE 192 nr 42/11.05.2009 [8]. The Blade system is a HP c7000 enclosure and 
has 16 Proliant BL280c G6 servers. The MPI system has a main server, 14 worker nodes and one 
configured backup server. 

The operating system is Scientific Linux 5.3, chosen, among others, due to the existence of a 
special package dedicated to installing scientific packages afterwards. 

The hardware configuration Qf the testbed is simple: It comprises two hard disks of 250 GB 
each, 16 GB RAM, and two Quad-Core Intel Xeon 2933 MHz processors. The system has an 
environmental certificate since its power consumption is 30 percent lower as compared to the 16 1 U 
technology servers. The software configuration is not a Raid one. We are using both hard disks for 
processing jobs. There are a root partition, a location for installing the program and the home 
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directory. Approximately 420 GB space serves for the scratch file system which is dedicated to job 
processing and temporary files. The overall scratch directory from all 15 servers is around 4 TB 
storage capacity. 

The users were configured on the main server, named euler.itim-cj.ro. NFS use for the home 
directory enables a given user to log into each station, saving thus more space for programs. The 
password authentication is made via NIS so that the password and shadow files are copied on each 
station after the configuration is finished. The secure protocol "ssh" performs the connections among 
the stations. 

The communication between the servers for launching a processing job is made by the 
TORQUE-maui combination which is installed on the system. The scientific programs as: amber, 
gaussian03, molpro, vasp are installed on the server in the /opt directory. We are in train to acquire 
Vasp 5.2 and Gaussian 0.9, modules of which are installed without access to software. For assisting 
each user that has access to the MPI cluster we made a local wikipedia site with information regarding 
the use of the cluster, which for the time being is accessible inside the INCDTIM Intranet. 

[felix@cn-smpi ~]$ module avail 

----------------------------/opt/Modules/versions--------------------------· 
3.2.7 

------------------------ /opt/Modules/3.2.7/modulefiles ---------------------· 
dot module-cvs module-info modules null use.oTJn 

----------------------------/opt/Modules/compilers-------------------------· 
g95/0.91 intel/10.1 intel/11.1 pgi/8.0 pgi/9.0 

----------------------------/opt/Modules/libraries-------------------------· 
fftTJ/3.2.2/gnu/4.1 mkl/10.2.1.017 netcdf/4.0.1 
fftTJ/3.2.2/intel/11.1 netcdf/3.6.3 netcdf/4.1.1 

------------------------------- /opt/Modules/mpi 
mpich2/1.2.1/gnu/4.1 openmpi/1.3.3/gnu/4.1 openmpi/1.3.3/intel/10.1 

openmpi/1.3.3/intel/11.1 mpich2/1.2.1/gnu/4.3 openmpi/1.3.3/gnu/4.3 

amber/9.0 
dftb+/dftb 

espresso/4.1 
gaussian/g03 

/opt/Modules/compchem --------------------------· 
gaussian/g09 nTJchem/5.1,1 vasp/4.6 
molpro/2009.1 siesta/3.0-rc2 vasp/5.2 

Fig. 1: Module Environment Package 

For navigating through the system and choosing the packages for each research processing we 
installed the Module Environment Package. The program consists of a part that is able to combine the 
necessary modules for processing a job. The available modules are seen with the "module avail" 
command, figure 1. 

This kind of program is helpful for module loading and application usage because it is easy to 
install and support a large variety of shells such as: bash, ksh, zsh, sh, csh, tcsh. 

The cluster monitoring is done via the Ganglia program. The cluster is functional, and four 
different jobs are currently running on the cluster. As shown in figure 1, some of the installed modules 
are backed up by programs too. In figure 2, the load of the whole system is illustrated, while in figure 
3, the load on one work node is shown. 
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IV. CONCLUSIONS AND FUTURE WORK 

~ 
~ 

~ 

~ 
~ 

.z 
~ 

An operational MPI cluster, which is currently under use for solving parallel computing tasks 
inside the INCDTIM, was implemented. 

For the time being, the implementation of the 1Pv6 addressing schema is still under study. This 
kind of addressing will be used for an extended High Perfonnance Computing system in Romania. 

The interconnect with the R0-14-ITIM Grid site is under consideration, several problems are 
defined and they are under active scrutiny. 
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The use of distributed computing systems most effective in tasks that do . not require strong 
interaction between computational units. As examples we can point out a number of. geophysical 
applications implied the solution of inverse problems. In geophysics besides purely mathematical 
problems (nonlinearity of the inverse operator, the lack of stability and uniqueness of solutions), there are 
additional difficulties associated with lack of observational data and did not even complete the consistency 
of the model. The latter may be due to both insufficiency of necessary information about physical 
conditions in the Earth interior, and the computational complexity of calculations the direct problem. In 
addition, the general and fundamental difficulty that arises in solving inverse problems is the "curse of 
dimensionality" (the amount of computation increases very rapidly with increasing dimension of the space 
models), which significantly limits the range of problems that admit precise solution. Using of distributed 
systems dramatically improves performance of calculations that allows to increase the number of varied 
parameters and expand the number of problems which can have exact solution. 

A possible way to organize grid-application that is used to solve the inverse problem is described 
in this work. As an example, we examined the problem of determination of the mantle seismic anisotropy 
parameters using seismic wave forms inversion. As it will be shown below, such class of problems leads to 
tabulation of complicated multidimensional function. Thus, a calculation within each point of defined 
range of parameter space performs independently that is completely suitable for calculating with weak 
coupled distributed computing infrastructure. 

Seismic anisotropy of mantle structures can be used for research of geodynamic processes [1]. The 
mostly used method of it's measuring is based on analysis wave forms, SKS waves and it's related phases 
[2] (for review see [3]). It's based on conversion SV into SH on the boundary which separates isotropic 
and anisotropic environments ( or two anisotropic environments). 

Method of using P - S conversion on media inhomogeneity is also used to study the mantle 
anisotropy. The method based on converted waves application is called receiver function. After leaving the 
layer, straight and exchange waves propagate with different speed that allows us to estimate the depth of 
anisotropic layer [4, 5]. 

Using both wave forms SKS and receiver functions of converted waves to study anisotropic 
mantle properties was introduced by Vinnik et al [6]. It's main idea is based on the assumption that 
anisotropic effects observed in both types of data have one source therefore is can be explained by one 
anisotropic model. 

The inverse problem is the procedure for measuring the parameters of the model which describes 
the system according to the observed data. In a simple, but practically interesting case, the model, located 
under seismic station can be introduced as set of regular layers on regular isotropic semispace. Let's define 
criterion function as a distance between observed data and the result of calculations within the model we 
have chosen. The goal of inversion is measurement of anisotropic parameters of the each layer. 

As it was noted above, the precise measuring of the model parameters that based on observed data 
1s not always possible. Moreover, often it does not even make sense. Therefore modeling can be 
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considered as realization of random process and probability for the model parameters, which adequately 
describe the observed system, to have some fixed values is defined by density of it's distribution, which is 
called a posteriori distribution function (APDF). With such approach, cost function is considered as 
proportional to logarithm value of APDF. It is obviously that in this case phase space of APDF coincides 
with space of model parameters. At the same time, one of the particular set of the values of the model 
parameters defines a point within phase space where "probability" of realization of given parameter set 
increases as soon as the difference between calculated and observed data decreases. 

Therefore, the main point of the problem is calculation of a posteriori distribution function, that 
gives us practically complete information about interpretation of our data within the model we have 
chosen. In particular, we can not only define the model which minimizes the cost function, we can also 
investigate shape of the cost function near extremum and the value of each parameters' distribution. 
Moreover, we can calculate mean value of values of interest, also the other marginal estimations can be 
performed as well. 

The execution of introduced task virtually requires tabulation of cost functions for physically 
interesting models. Because the calculation procedure as well as process of running the task on grid-note 
has some technical complexity, it is more convenient to do it through Web-based interface. It has to allow: 

1. User authorization as a member of virtual organization, 
2. Uploading data, 
3. Parameterization setting- number of parameters, discretization degree and etc., 
4. Evaluation of calculation time for the selected number of parameters (minimum, maximum, 

considering load of grid-nodes), 
5. Running the task on one or a few grid-nodes, 
6. Downloading the task's output for further analysis. 

Such configuration needs compiling of the task code and creating the number of service programs 
and ( or) scripts in order to perform these functions. 

In order to execute calculations on distributed computing system the task needs to be separated on 
blocks which can be processed with any sequence without any interaction between each other. In our case 
each such block includes calculation of criterion function values for defined number of points from space 
of the models. The number of points in each block is mostly defined to minimize number of resources 
needed to run one block. 

For the problem of measuring seismic anisotropy parameters within parameterization we have 
selected, in practically interesting cases the model has to contain at least two anisotropic layers. It means 
that the function we have tabulated includes at least six variable parameters. The provided below 
estimations are oriented on this kind of calculations. Depending on the cluster load it takes about from I to 
IO minutes to run one block. The period of time which takes to calculate one block of entered parameters 
(one point in space of models) is less than one second, the blocks contain 100000 instructions. Therefore, 
in this case, calculations on each model were separated on 67 blocks with I 00000 instructions on each 
block. Such separation allowed to provide equal load for each unit of used cluster; estimated time needed 
to run each block were significantly less than calculation time of the task and number of blocks allowed to 
use all nodes of calculation cluster independently on load level and number of available nodes. 

In described earlier calculations both synthetic examples real data has been used [7]. In particular 
it is shown that performing of joint inversion, from one hand, significantly improves the precision of 
measuring of the main anisotropic parameters, but from the other hand, it needs careful analysis of 
consistency of different types of data. 
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1. Introduction 

Nowadays, the development of the perspective embedded systems with the heterogeneous 
memory is in the focus of interest of various companies. A computing speed in such systems can be 
faster than those in traditional systems with non-volatile memory. In systems with heterogeneous 
memory, the memory of different type has different characteristics those include a different speed of 
data read/write operations. In this paper the method of data collection required for performance 
estimation of applications running in the systems with heterogeneous memory is described. Basing on 
this method the problem of application execution time measurement on the emulator of future 
processors is considered and analyzed. 

The application operation speed can be increased significantly in the computing systems with 
heterogeneous memory of various types with different speed ofread/write operations. In this paper we 
consider computing systems with heterogeneous memory of different types. For instance these 
systems may be based on the SGI NUMA [I] architecture or some others. Such computing systems 
can consist of a few homogeneous blocks. Each block can contain one or several processors and a 
local memory unit. These memory units aggregate against each other with special high-speed 
connection switches (NumaLink). These computing systems have a single address space type. The 
direct access to the remote memory in the considering systems is supported by the hardware. The 
access time of one block to the memory of another block is depended on the blocks connection layout. 
It should be noted, that heterogeneous memory systems can be implemented not only basing on the 
SGI NUMA architecture, but also by using some other architectures, particularly by using other 
processor types, for example such as ARM [2] and MIPS [3]. Also it should be noted, that systems 
with heterogeneous memory can also be implemented by using of flash memory of various types, for 
instance, modem PRAM memory together with traditional DRAM memory. The main difference 
between PRAM memory and DRAM memory consists in a non-volatile type of PRAM memory. This 
means that data stored in such memory are not lost after the power-off. In development of the 
considering computing systems with heterogeneous memory the problem of performance estimation of 
applications running in such systems is arisen. The solution of this problem requires solution of data 
distribution problem among different parts of heterogeneous memory units during application running. 

In our article we describe the method of data collection that is required to provide performance 
analysis of applications running in the systems with heterogeneous memory. This performance 
analysis is provided by using a static method. The static method implies an interpretation of the 
information on the memory addresses those were accessed by the considering application for reading 
or writing, and how many times these accesses were made during the application run. After that, by 
using read/write characteristics of different memory types, those are used in the considering system, 
and by using the information on the program objects (variables, arrays of variables, structures, etc.) 
stored in the memory of specialized type, we can provide the estimation of the application 
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perfonnance on the real system. Also we can provide the estimation of the efficiency of data storing in 
memory for the considering applications. 

2. Review of Existing Approaches 

Recently there are two different methods for collection of infonnation on memory addresses 
those are accessed by the program. 

The first method consists in integration of the trace tool into the page-fault handler of Linux 
kernel. Linux kernel should monitor all data access from the instrumented application to the memory. 
When the instrumented application is started, all its pages are not mapped. When the application tries to 
access to some data in memory, the kernel should map required page. After the page is mapped, the 
data should be written to, or read from mapped page. The data access should be logged in the memory 
access trace. After the data access is perfonned, the page is unmapped. All above mentioned steps are 
repeated for the each memory access. 

The main disadvantage of this approach consists in a very slow velocity of work. Also it does 
not allow one to provide the tracing of data written into or read from CPU caches. 

The second method realizes mechanisms, those are used in well-known debugger as gdb [4], 
open source perfonnance analyzer dyninst [5] and also in application memory profiler valgrind [6]. 
These mechanisms work in the address space of the application. They consist in the substitution of the 
addresses of the memory read/write instructions by the addresses of the instructions with the special 
wrappers. These wrappers collect all required infonnation and pass the control flow back to the main 
application running in the computing system. 

Let us note that methods, defined above, have a variety of significant disadvantages. Namely 
they are: 

• By using of these methods we cannot collect evidential infonnation on data those have been 
read or have been written to the physical memory, and on data those have been read or have been 
written to the processor cache memory; 

• The considering methods do not allow provide the infonnation collection at the early stages 
of the operating system kernel initialization; 

• Also using of the considering methods does not allow obtain the infonnation on the memory 
type that was accessed by the investigated application. 

. 3. Using Emulator for Target Embedded Platform 

To avoid previously described disadvantages, the following approach is purposed. Let us use a 
high-level tool, namely a hardware platfonn emulator to collect memory access trace. This emulator 
should support the emulation of considering computing system with PRAM memory architecture 
support. A well-known Open Source Qemu [8] hardware emulator can be used as a basement for 
development of such emulator. 

Recently Qemu is a fast, portable emulator, which supports wide range of emulated 
architectures, such as x86, PPC, SP ARC, SH. Let us note that the computer, on that the emulator is 
executed, is called a host-machine. The hardware, which is emulated by emulator, is called a guest
machine. 

For Random Access Memory (RAM) the emulation of a virtual memory area is provided on the 
host-machine. The host-machine uses the physical Random Access Memory in the emulator. On 
reading or writing RAM memory operations the emulator converts the physical memory address of the 
guest operating system into the offset of the beginning of the memory area, allocated on the host
machine. 

For the guest-environment binary code execution, Qemu uses dynamic instruction translator. 
This translator translates guest code into the set of so called micro-operations those are implemented as 
simple functions in C programming language, and then use such micro-operation for guest code 
execution on the host-machine. 
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For example, the following ARM architecture assembler instruction 

ldrr3,fr2/ 

is translated by the emulator into the following sequence of the micro-operations: 

void op_mov_r2_Tl; 
void op_ldl O {TO= _ldl_mmu (Tl);} 
void op_mov_TO_r3; 

Here, TO, Tl are the temporary internal registers of the Qemu emulator, those are mapped into 
the host-machine registers. 

To trace the access to the virtual memory address, the micro operations, those are implemented 
by corresponding ARM memory access instructions (op_strb, op_strub, op_strw, op_ldrb etc.), are 
extended with the special handlers. In this case for the each micro-operation call, a corresponding 
handler is called. Each handler saves information on the address that was accessed by the application, 
the type of access (read or write access type), and the size of the accessed data (byte, word and half
word). Let us note that this approach has some disadvantages as follows: 

• The usage only of the read/write memory access handler in the emulator saves information 
on all memory accesses; those were made by the all applications in the guest environment. It is quite 
complex to separate data, which are belongs to the investigating application only; 

• The memory access trace containing all instructions has a very big size. Usually it is 
measured in gigabytes, and its size depends on the instrumented application binary code. The analyzing 
and processing of these traces needs a big amount of time; 

• Data collecting of each memory access instruction also adds some additional overhead. It 
implies the necessity of saving of huge amount of the input information. 

To get over the first described above disadvantage, the following approach is proposed. Let us 
ignore all executed instructions and data access do not issued by instrumented application. The 
appropriate feature was developed and added to the emulator. The description of this procedure in 
details is given below. The regular expression, which is matched to the name of the investigated 
application, or the assumed process identification (PID) of the investigated application, must be passed 
to the emulator. For the name and the identifier of current executed application the special handler is 
used. This handler is defined after the parsing of the instruction that is pointed by the PC (program 
counter). register of ARM processor. The handler has unlimited access to the physical and virtual 
memory of the guest operating system. It reads task_struct structure of the current executed process 
from the memory. In other words it reads 'task_struct current' structure for the current process. The 
address of this structure can be easy evaluated by using the current value of application stack. It is used 
for the description of the executed process in Linux, and contains all required information about it. The 
pid field of the task_struct structure contains the value of the process identifier of the currently 
executed application and comm field containing the name of the executed application. 

The kernel of Linux OS is implemented with task_struct structure always locating at the fixed 
address for each executed process. Its address can be computed by using the value of the stack register 
for the kernel-space of the current application. For instance, the stack pointer for ARM processors is a 
banked register. It has different values for the various processor operation modes. Further, by using 
offset of the pid field and comm field of the task_struct structure, the name and process identifier of 
the executing application can be read from the guest operating system memory. 

To speed-up the memory access trace collector, it is not needed to produce the above mentioned 
activity for reading of name and process identifier of the executed application each time on the 
instruction decoding action. It is enough to catch the moment when the guest operating system switches 
from one process to another. As we using Linux as the guest operating system the process switches can 
be only occurred in the kernel-space. Due to this we should not read the name and PID of the executed 
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application on the decoding of instructions of user-space application, because Linux can not switch 
from one process to another in the user-space. 

Linux kernel is always loaded into well-known virtual memory area (for the most of platforms, 
this area starts from 0xC0000000 address), and therefore we can easily monitor the Linux kernel 
instructions, until the name or the PID will not be changed. lfthe corresponding fields of the tast_struct 
have been changed, then the process switch is occurred, and we can switch off the collection of the 
trace, until operating system will not switches back to the instrumented application. 

The illustration of the above mentioned algorithm is given in Fig. I. 

........ _ ................... .. ........ _ 
'I' <jl ,i, 

Li nux kerne 
space 

\. , 

User 
space Application V 

- Switching to the kernel/user space 
......... Monitoring changing appropriate fields in (current) task_ struct 

➔ Application execution flow 
Fig. 1: Enabling and disabling memory trace collecting, during 

process switches in Linux kernel 

In addition, during the user-space application tracing, there is no need to save information about 
memory access to the virtual addresses belonging to the Linux kernel virtual memory, because 
according to the principals of work with virtual memory in Linux kernel, the user-space application can 
not get access to the kernels memory neither reading nor writing. 

The described above method is enough for set up the full correspondence between the binary 
code of the executed application and the memory access addresses in the trace. Using such system we 
can trace absolutely all attempts of the virtual memory access of the executed application. 

To reduce the size of the memory access trace, the resulting trace can be compressed by various 
ways. For example, it can be compressed on the fly, using well-known compress libraries and 
algorithms. To minimize the influence of the compression overhead in such way, compression can be 
done in separate threads on the host-machine. 

On the real hardware the processor's cache memory affects on the interaction of the program 
with random access memory. Also it is known, that for emulation speed-up, the emulators do not have 
real emulation of the processor's cache memory. That is why, to have a full view, of how the application 
interacts with the system on the real hardware, the cache hits and cache misses should be taken into 
account. Therefore the cache memory must be implemented in the emulator. The cache memory has a 
von-Neumann architecture type. This means that it has separate instructions and data caches, which are 
of 16 KB size, and which support for write back mechanism. 

4. Measurement of Application Execution Time 

The approximately measurement of application execution time can be done by using the 
collected memory access trace. This trace contains not only memory addresses, which were accessed 
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by the application, but also all executed instructions of the investigated application. Application 
execution time can be calculated by using this information in the following manner. 

For each instruction containing in the memory access trace a number of cycles, those are 
needed for its execution, can be calculated. At the next step, memory access instructions (str, ldr,) are 
separated from all other instructions. The memory access instructions are executed by the different 
number of CPU cycles. The number of CPU cycles is defined by different memory access time for the 
considering instructions. Also, all instructions obtaining the data not from main memory, but from the 
CPU cache, are separated. These instructions do not wait data from main memory and get its data 
immediately from CPU cache. 

Using all these parameters we can calculate appro?(imately execution time of the instrumented 
application. 

For the evaluation of the application execution time, the following formula can be used 

T;otal 
cno mem + cdram + C pram 

CLK 
(1) 

where T101•1 is a total execution time of the application, Cno_mem is a total number of CPU 
cycles, spent on instructions execution with no memory access, Cc1ram is a total number of CPU cycles, 
spent on instructions execution with dram memory access, Cp,am is a total number of CPU cycles, spent 
on instructions execution with PRAM memory access,CLK is a clock rate of used CPU. 

More over, we can easily separate time which application spent in the kernel space, in the 
libraries and in its own code. 

As mentioned above all executed instructions are stored in memory trace. Each instruction has 
its own address. It can be easily evaluated, those instructions are corresponded to the application code 
instructions, those are corresponded to kernel code instructions, and those are corresponded to library 
code instructions. 

Addresses of application code instructions can be evaluated from the application executable 
file. It can be done by analyzing the application binary execution file. 

The same technique can be used for kernel code analyzing. The addresses of the kernel 
instructions can be received by disassembling non-compressed Linux kernel image (vmlinux file). 

Measuring time, that application spent in dynamic libraries is a more complicated task, 
because the dynamic libraries can be dynamically loaded and unloaded into any addresses. To solve 
this issue, Jibe was modified in the following manner. When dynamic library is loaded, then Jibe sends 
information about dynamic library (it name, load address and PID of application) to the memory trace 
collector. Also Jibe sends the same information when dynamic library is unloaded. The memory trace 
collector adds special mark to the trace, with specified information. The memory trace collector adds 
addresses to the memory trace consequently. The addresses of the dynamic libraries, those are in the 
range, specified by added marks can be easily identified. 

The formula (I) can be used for time measurement for the mentioned below cases, namely, for 
measurement how much time application spent in its own code, in libraries code, and in Linux kernel 
code. 

5. Conclusion 

If the data accessed by the processor is in cache-memory, then a special mark is added to the 
memory access trace. This mark can be further used by memory access trace analyzer for more precise 
estimation of application performance. 

Collected information can also be used for debugging such programs as the kernel of operating 
system, because the memory trace can be extended with data, those are read or written to the 
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appropriate addresses. This allows one to provide debugging on the earliest stages of the operating 
system loading, when there is no ability to use traditional debugging tools. 

References 

[l] Nikolopoulos D.S., Papatheodorou T.S. The Architectural and Operating System 
Implications on the Performance of Synchronization on ccNUMA Multiprocessors. In: 
International Journal of Parallel Programming, 29, (200 I), pp. 282-331. 

[2] Seal A D. ARM Architecture Reference Manual (2nd Edition). Addison-Wesley 
Professional, 200 I. 

[3] Kane G., Heinrich J. MIPS RISC Architecture (2nd Edition). Prentice Hall PTR, 1991. 
[4] Stallman R. M., Pesch R., Shebs S. Debugging with GDB: The GNU Source-Level 

Debugger. Free Software Foundation, Boston. 
[5] Hollingsworth J. K., Snavely A., Ekanadham K., Sbaraglia S. EMPS: An Environment 

for Memory Performance Studies. In: Proceedings of the 19th IEEE International 
Parallel and Distributed Processing Symposium (IPDPS'05), 11, (2005), pp. 223 -223. 

[6] Nethercote N., Seward J. Valgrind: A Framework for Heavyweight Dynamic Binary 
Instrumentation. In: Proceedings of ACM SIGPLAN 2007 Conference on 
Programming Language Design and Implementation (PLDI 2007), 42, (2007), pp. 89 -
100. 

[7] Levin M. P. Parallel programming with OpenMP. Binom, Moscow, 2008. (in Russian) 
[8] Bellard F. QEMU, a fast and portable dynamic translator. In: Proceedings of the annual 

conference on USENIX Annual Technical Conference, (2005), pp. 41 - 41. 

38 



GRID-TECHNOLOGIES FOR BUSINESS TASKS 

M. Belev3
, S. Belov1, V. Korenkov1

'
3

, N. Kutovskiy1
•
2

, A. Nechaevskiy1, 
A. Uzhinskiy1 

1 Laboratory of Information Technologies, 
Joint Institute for Nuclear Research, 141980, Dubna, Russia 

2 National Scientific and Educational Centre of Particle and High Energy Physics 
of the Belarusian State University, 220040, Minsk, Belarus 

3 Dubna International University for Nature, Society, and Man, 141980, Dubna, Russia 

Basic concepts of grid technologies are described. A general approaches to building grid 
infrastructure and work on it are shown. Our experience in use of grid infrastructure for solving 
tasks in different areas, and example of the solution for CAE-jobs is presented. 

During last 5-7 years researches in the grid area was rather popular. Many scientific projects 
have reached success using grid technologies. The question is if these technologies can be used to 
solve business tasks? 

Grid computing combines different resources and allows users to get as many computation 
resources as they need. It means a great increase in calculation speed for users. Users shouldn't run 
their jobs consistently on their local PC but they can run as many jobs with different parameters on 
grid-infrastructure as they want (see Fig. I). There is a possibility to run even parallel jobs what will 
also speed up their calculations. 

{I!) 
® 

JOBS: JOBS 

@ 

• a~ 
Fig. I: Job processing schema ( casual at the left and grid-oriented at the right) 

Another benefit of the grid technologies is more effective utilization of the software and hardware 
resources. 

Fig. 2: Using grid for load balancing and licensing tasks 

1 Contacts: zalexandr@Iist.ru (Alexander Uzhinskiy) 
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Load balancing allows one to use standing idle resources of different department to solve 
current tasks. By organizing remote access to specialized software one can avoid installing the 
software on each and every PC (see Fig. 2). This schema could also help in licensing problem. 

Two more features provided by grid what should be mentioned also are the wide internal 
access and security polices as well as secure and reliable data storage. Most of the middleware already 
have different security levels (for example organizations->groups->roles etc.), so one shouldn't worry 
about security issues. By using distributed storages and replication mechanism grid infrastructures can 
provide more reliable and effective data storage mechanism. 

It is clear that grid has something to offer for business, but how does it work? How one can 
create its own grid infrastructure or use resources of the existing one? 

There are some infrastructures which provide a possibility to use the computational resources 
of many scientific centers. EGEE [I] is one of the most popular. To use their resources the user needs 
to belong to the one of so called virtual organizations (VOs), should walk through some administrative 
procedure, get user certificate, sign it in certification authority etc. Apart from that the user's tasks 
must match the VO's one. There is also a chance that needed software isn't installed. So users will 
have to initialize procedure to install the software or even modify it to be able to use that application in 
grid. Probably for business it will be more interesting to create grid segments on the base of its local 
resources. Generally all you have to do to create grid infrastructure based on your corporative one is to 
add in each department server machines on which grid services will be installed and set up on each 
workstation special softw~w!iich allows them to work as a grid workin.fL!locles (see Fig. 3). 

@ 

"''"""' 

- -~. @ ~. 
•amm:---1 -1 - @-~. ...:.:. EaJ ---- ..... 

•1111111.:-

Fig. 3: Transformation of the corporative computer infrastructure (left) in to 
the corporative grid infrastructure (right) 

But what is the best way to organize interaction with grid infrastructure? We believe that one 
of the most convenient ways to communicate with grid is to use web portals. 

Web-portal 

Application manager, 
Aceountl~_ S}'_stem 

~----~ 
L1•}cjh~.:i,:¢d 

Vlrtuallsation 

Resources 

Fig. 4: User and grid-infrastructure interaction scheme 

At the lowest level as it shown at Fig. 4 there are different hardware resources. Virtualization 
can be used to simplify interaction with them. The next level is the middleware that aggregates all the 
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physical or virtual resources in to the one grid infrastructure. Different applications can be installed on 
working nodes or servers so users can get possibility to run special jobs on it. Application manager is 
kind of catalog where all information about installed software in grid infrastructure is stored and it is 
having some mechanisms to interact with them. Accounting system should keep accounting or billing 
information about consumed grid resources by users. Web portal is the easiest way for user to submit 
his job to the grid infrastructure. Users shouldn't know anything about grid, all they should know is 
how to work in the web using their browsers. 

According to the BEinGrid [2] project some experiments have been already carried out and 
can be considered as successful in using grid infrastructure for solving tasks in areas like Advanced 
Manufacturing, Media, Finance, Retail & Logistics, Environment & eScience, Telecom, Tourism, 
Agriculture, Medicine, etc. 

Our own experience covers areas like Computer Aided Engineering (CAE), Molecular 
dynamics simulations, Quantum chemistry, processing of 3D models and video data, Storing and post 
processing of the video-supervision systems. We have used methods of interacting with grid 
infrastructure like portal technologies described above. We also tried to develop some scripts and 
modules which work directly in Unix/shell environment but that approach is rather for more advanced 
users. 

As an example of our work we would like to describe our experience in CAD/CAE area. Lots 
of companies have to calculate heat equation, geometry and meshing, electrostatic, fluid dynamics and 
other such kind of tasks in their work. There are huge program complexes like AutoCAD [3], 
Unigraphics NX [4], CATIA [5], ANSYS [6], Nastran [7], etc which allows to process mentioned 
tasks but there are some problems. For example the model processing is very time consuming 
operation, usually only single workstation is used for calculations, the failures during model 
processing can ruin the whole work, production distributed systems (clusters) cost too much (the price 
for license is proportional to number of cluster nodes), etc. 

Generally the user has to pass to following stages to solve CAE job. He needs to create model 
geometry using «modeler». After that all parameters of the model, forces which will influenced on it 
have to be set as well as simulation type needs to be specified. To do so user uses «preprocessor». The 
next step is to perform the processing of the mathematical model what is done by «solver». At the end 
the results of the calculation made by «solver» can be represented using «postprocessor» (see Fig. 5). 

~ I preprocessor ~ ~ j postprocessor ~ 

Fig. 5: CAE-job schema 

The most time consuming operation is the processing of the model in «solver». The 
calculations can take hours, days, weeks or even longer. Our main idea was to spread solvers over 
working node of the grid infrastructure to reduce the calculat.ion time (see Fig. 6). 

~ preprocessor [ postproces~ 

Fig. 6: Modified CAE-job schema 

In our work we use freeware solvers like Elmer that allows us not to worry about licensing. 
After modification the user still needs to perform all steps mentioned above in «modeler», 

«preprocessor» and «postprocessor». The main difference is that user shouldn't run his jobs 
consistently, one can change the parameters and run as many jobs as it is necessary. CAE jobs could 
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be parallelized, therefore the use of several processors for solving job could be prominently decrease 
calculation time. The processing results are saved in grid what provides a reliable and secure way to 
store them (see Fig. 7). 

~ - ·-.:--· ~@ (... 
~ ~ 

+IJ'l'J..:-' ~1·~,t~,?'):;';,,t. ~I 

·--=-
Fig. 7: Distributed «solvers» and data storage in grid-infrastructure 

As a conclusion by adopting this model one can reach the following benefits: 
increase effectiveness of resource usage by using standing idle resources of departments for 
calculation purpose; 
minimize calculation time and increase number of the CAE jobs; 
solve licensing problem; 
increase reliability and effectiveness of data storage course of data replication mechanism; 
organize secure and effective collective operations with data. 

There are a lot of interesting and promising experiments in grid2business area but it seems that 
none of them achieved production quality yet. There is still a lot of work to do including user-friendly 
interfaces (portals) to software and hardware resources. To speed up the development of the 
production-quality solutions business should invest in R&D projects. 

We believe that those pioneers in business who is first starting to use new technologies can 
benefit from them and get a competitive advantage! 
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The contemporary distributed systems, such as computing grids, are complex technical 
systems. That is why, in order to keep an eye on their state and to count the consumption of 
computational resources, special automated tools should be used. In this paper we discuss the 
experience in the monitoring and accounting system development for the project GridNNN [1,2], 
aimed to provide a grid infrastructure for the National Nanotechnology Network in Russia. The 
grid middleware used in the GridNNN project is partially based on well known packages like 
Globus Toolkit 4 [3] and VOMS [4], and to fit the needs of the specific application area, several 
grid services were developed from scratch. In such conditions, special monitoring and accounting 
system was created within the project. 

The monitoring is rather a general concept. Most common tasks we deal with are: 
• Continuous watching for the state of grid services both common for all infrastructure 

and in a particular Resource Center; 
• Obtaining information on resources (slots number, operation system, hardware 

architecture, special software packages) and their utilization; 
• Access control rules by Virtual Organizations and groups inside them; 
• Execution monitoring, tasks and jobs submission, state changes and return codes; 
•... 
For effective control, planning and faults detection it is important to know not only the 

current state of the grid infrastructure but also to keep track of the state history. 

Introduction 

The GridNNN project aim is to create and support the national nanotechnology network of 
Russia. The main goal of the project is to provide an effective access to the distributed computational, 
informational and networking facilities for nanotechnology science and industry. The base middleware 
of particular GridNNN services (like MDS, GRAM) is Globus Toolkit 4, some services are developed 
by the project team (e.g. job handling tool Pilot [5], Information Index [6] based on Globus MDS, 
GRAM connection with "non-standard" Local Resource Management System, Web User Interface, 
etc.). 

The operation of GridNNN, unlike many huge grid projects, is more centralized: there are 
about 15-30 resource centers (supercomputers) controlled from two operation centers, the main and 
the backup one having the same set of central services. The infrastructure has one central information 
index where all information providers have to publish their data. Another difference from most grid 
project is a variety of different Virtual Organizations (VOs). 

Monitoring subsystem overview 

Computational jobs specific for GridNNN are parallel and use the MPI technology. They 
demand a huge volume of computation, but do require to store or transfer a considerable amount of 
data. Therefore, the monitoring activities in this area are primarily concentrated on tasks and jobs 

1This work was partially supported by the Russian Ministry of Education and Science, Contract 
No.01.647.11.2004 
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tracking (computational jobs are parts of a task and could be interconnected with each other). Jobs 
monitoring is naturally associated with billing (or accounting) features: it is important to know who, 
when and where is using the project resources. 

End users should have the possibility to observe the main parameters of resource centers' 
environment to choose the proper center to submit jobs. Most important of them are supported VOs, 
hardware architecture, number of total available and free slots for running jobs, operation system 
version, special software packages and so on. 

Then, the next main point is overall information on the state of the infrastructure. Now within 
monitoring subsystem simple test to check whether infrastructure services are alive were prepared. 
Along with it was created geoinformation real-time visualization of system's operation based on 
Google Earth, which allows seeing all jobs and tasks events on 3D globe in real time [8]. This feature 
is of impress and often uses to make graphic presentations. 

Also there are several significant tacks related to monitoring but not included to the 
monitoring subsystem and supported by other teams in the project. Firstly, it is RAT-tests (resource 
availability tests), sample tasks periodically submitted to each computational resource in the system. 
The second type of regular checks is examination of the information published by sites to their local 
information indexes (and then to the central information index). 

Information gathering for the monitoring and accounting 

There is a special information provider, Service for Registration of Resources and Grid 
Services (SRRGS), to publish detailed static information on grid sites. The content of the SRRGS is 
managed by resource centers administrators and project coordinators. The service contains general 
data on resource centers (name, geographical coordinates, administrators' contacts, etc.) along with the 
main information on grid services provided (like entry points, type and current state of the service). 
The SRRGS is the main place in GridNNN to keep registration information on sites and services, and 
is the origin of such information for the other services in the system (they could get it from SRRGS 
using simple HTTPS queries). 

Information System (including central and local information indexes) contains both slow 
changing and dynamic information on the resources. Site publishes many clue parameters like job 
available job slots, system architecture type, OS version, list of special software packages, VO access 
information - these changes are not so frequent. But there is a small piece of information that contains 
changing real-time information on state of job queues and available job slots on the site. Information 
System is based on Globus MDS 4, so to perform a request WSRF queries are used. 

For each type of service in the project there is a small simple test just to check if the service is 
available and is responding to queries specific to if (e.g. Information Index should return non-empty 
response to a wsrf-queries). 

All collected information coming from Information Index, SRGGS and simple service tests is 
then handled and stored to the monitoring database. The monitoring web interface is used to present 
both real-tim~ and historical information. Data flows in monitoring are shown on Fig. 1. 
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Fig. I: Monitoring data processing 

The jobs monitoring information and the accounting data are taken from Pilot (job execution 
service). Pilot servers publish special accounting log containing all the events occur with tasks and 
their jobs (starting from task submission, sending jobs to the particular resources and to the task 
finishing or termination). Monitoring service is querying for new events every minute, and then parses 
result came in JSON format [7]. Obtained events information (task, job, user, VO, start and finish 
time) is linked with the same events which is already in the database, forming the states of tasks and 
jobs in question. Accounting data (mainly consumed CPU time) is to be taken from local Grid 
Resource Allocation Managers (GRAMs) in resource centers. Then it is linking with job information 
in database. At the end, full aggregated accounting information is in the database and is available via 
the web-interface (see Fig. 2). 
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Fig. 2: Accounting schema 

For the representation of the collected information, the monitoring service has a web-interface 
[9]. The main parameters to be displayed on the site are states of computational jobs queues, resource 
characteristics, operation system version and so on (see previous paragraph). Accounting information 
is available on the site as several report views with tables and diagrams by resources and users. 

Real time jobs monitoring allows displaying on 3D globe how and where jobs are started and 
finished (8]. Special script periodically (each 10 minutes) prepares information on job events based on 
Accounting DB and makes KML file to use it in visualization in Google Earth. It is probably the best 
and the most spectacular way of demonstration of the project's operation to the wide community. 

Summary 

The GridNNN project has its own features and peculiarities, and it differs from other grid 
projects. Therefore, for making monitoring and accounting for it, along with common means and 
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approaches, some special developments are required. Similar to the whole project, the monitoring 
subsystem is still developing and evolving. Some practical results are already achieved, and work is 
still in progress. 
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In this article the problems of geoinformation visualization of grid infrastructure and 
monitoring are discussed. 

The problems of grid infrastructure monitoring as a geographically distributed system, 
including usage of geographic maps and 3D model of Earth, are reviewed, as well as existing 
solutions of different GRID projects. 

The most attention is paid to the visualization of the grid infrastructure of GridNNN 
project and to the specially designed service that uses new generation geographic system - Google 
Earth. 

1. Introduction 
Traditionally the problem of representation and visualization in attractive and appealing way 

in grid projects gets low attention, through it's a very important task in different ways. For example, 
such visualization service would allow presenting grid infrastructure and one of its most important 
properties - globality and distribution - to end users in easy-to-understand way. It enables them to 
understand the basic ideas of the grid systems and decide whether it is useful for their business in the 
beginning. Also it would enable easy orientation in monitoring data which is required to get the 
information about status of system and its components. 

One of the ways to get such service is to involve the functionality of geoinformation systems 
to existing grid infrastructure monitoring solutions. While grid monitoring is responsible for data 
acquisition and storage, geoinformation system may be used to represent it. The GridNNN project, 
along with other grid projects, includes development of national-scale grid infrastructure, which is 
territorially distributed keeping in mind large territories of Russia. , 

Currently, the more and more attention is paid to new generation GIS systems -
neogeographics 1], and the most popular one is Google Earth. Beneath other differences to traditional 
geoinformation systems, in these new systems the most attention is paid to usage of raster images. The 
expressiveness of such systems makes them a good candidate for user interface implementations, 
including grid visualization services. 

The main goal of this work is the creation of visualization service of grid infrastructure as a 
geographically distributed system along with its monitoring, thus creating geoinformation system. The 
main requirements include the appealing and expressive view of distributed system and its 
components and visualization of their interaction and users' activity. 

2. Existing solutions 

To begin with, existing solutions in the area of grid monitoring which includes geographic 
visualization are reviewed. 

One of the most widely known systems which includes visualization on the map, is 
MonALISA, the framework for distributed systems monitoring. The visualization is implemented in a 
Web Repository, which is a entry point for end users and includes MonALISA Repository, which 
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collects and stored data, and Web service to access that data. In last few years the is a move to 3-rd 
party geoinformation services. For example, ALICE repository uses Google Maps for geographic 
visualization [3]. 

Other visualization system - Real Time Monitor - is created especially for geographic 
visualization of grid infrastructure [4]. It uses NASA free maps. Unfortunately, it does not support 
plugging in external data or alternatives sources, so it's not suitable for our task. 

In Dashboard project a service for geoinformation monitoring data visualization has been 
created, which uses Google Earth as its user interface [5,9]. This application satisfies a mandatory 
requirement - an ability to visualize external user-supplied data. Also an important reason to use 
Google Earth application in GridNNN visualization service was an appealing and attractive user 
interface and intuitive representation. 

3. Design 

The designed system is a classical 3-tier application which consists of: back-end is a data 
source for representation ( usually some database), KML file server which is an adaptor that transforms 
data to a format that Google Earth is able to visualize, and the Google Earth itself that periodically 
downloads the data packed in KML file from predefined web-address and displays it on the screen. 

In principle, the back-and can be any data source. The main reason for factoring out data 
access functionality was the ability to replace data sources in case of changes in the back-end of 
monitoring subsystem. 

KML file server consists of KML file generator and web-server, which provides access for 
clients to the KML file. KML (Keyhole Markup Language) is a file format for modeling and storage 
of geographic objects, which we use to add external visualization data to Google Earth [6]. 

As user interface Google Earth is used. The advantages of this decision include attractive 
view, easy installation and configuration (the application is designated for wide range of users) and 
ease of external data plugging. 

4. Implementation 

Data sources and user interface are implemented as external to KML file server components: 
user interface is made entirely of Google Earth application, configured for downloading KML files 
from specified web address, and data for visualization are provided by external against the service 
system which replaceability is implemented inside KML file server. Thus, the most work is done on 
the server part. 

KML file server is implemented as a set of Python and shell scripts which periodically run by 
cron. The server itself consists of four parts: data access layer, KML file generator, manager and 
apache web-server. The KML file generator is taken from Dashboard project and with some changes 
integrated into the server. 

The data access layer is extracted for the purpose of inclusion different data sources. At the 
current moment there is only one supported data source - monitoring subsystem database (based on 
PostgreSQL), through it is relatively easy to add new data sources. 

4.1. Google Earth visualization 

The most experience of Google Earth visualization described here is collected while working 
on the Dashboard project on the closely related work. 

Visualization in Google Earth is implemented through adding KML files to it. The KML file 
must be generated according to KML specifications. It contains a set of geographic elements for 
visualization. Currently these elements are used: 

• Dots (icons)-visualize sites and Pilot job management services; 
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• Lines - job submission and sandbox receipt. 

The animation, the most attractive part of visualization, is implemented as limitation of 
visualization of different elements with a time interval [7]. For example, job submission, which is 
drawn as a line that flies from pilot to the designated site, implemented as a series of short lines that 
appear and disappear sequentially. 

This way of animation with large amount of visualization events causes explosive growth of 
KML file size. In the Dashboard project, which has very large amount of jobs to track that cause many 
events, uses logarithmation scheme: for every unique set of geographic entities that define event 
localization (for example, job submission localization is defined by pilot and destination site) the 
logarithm of the number of events with the same type are taken, and the final number of events are 
randomly spread across 15-minutes time interval. The same scheme is used in the GridNNN 
visualization, through while the number of events is relatively low the events can be visualized I to I. 

On the other side, it can be clearly seen that large amount of data contained in KML files 
conforms to relatively simple patterns. For example, for a full set of lines related to one job 
submission event only coordinates and time interval are changed, and the exists functional dependency 
than can be expressed explicitly. If KML format would support some sort of generation of such 
elements on the client side, the size of KML files could be decreased by orders of magnitude. It should 
be noted that KMZ file format, which is a zip compressed KML and is supported by Google Earth, is 
several times smaller than KML. 

4.2. Alternatives 

As alternatives, there were considered other user interface applications as well as different 
schemes. 

For example, instead of Google Earth web-applications like Google Maps of Yandex.Maps 
(Yandex.Kapn1) can be used. One can import its visualization data into Google Maps with a link to 
KML file, Yandex.Maps also supports this format together with YMapsML geographical markup 
language [8]. Unfortunately, during the investigation whether these applications can be used for such 
purpose it was discovered problems with animation, but they have an advantage over Google Earth in 
the way that they does not require installation or configuration. All that is needed is to have modern 
web browser and follow the specified link. 

On the other side, a scheme with deployment of KML file generator on the user interface side 
was considered. Such option could rapidly decrease the internet traffic, but it also complicates 
installation and configuration of the user interface, thus degrade one of the most important advantages 
- ease of deployment on the client side. 

5. Summary 

In summary, the service of grid infrastructure visualization is developed that uses grid 
monitoring data which has appealing and nice-looking user interface; the ways for further 
development are specified. 

Certainly grid infrastructure visualization is an important part of the whole monitoring system. 
It enables its users to have fuller information about the infrastructure and better understand it and 
evaluate its quality of operations. The appealing look helps to understand importance and usefulness 
of grid computing for different purposes, including business. 
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The paper is focused on the description of the development of element of virtual testbed for marine 
technology virtual examination. Unit for sea environment (wind, waves, other factors) modelling is 
considered. Multi scale wave climate models are based upon development of distributed hardware 
- software complexes. Such complexes include a set of physical-mathematical models describing 
wave climate, including input meteorological data pre-processing and output data post-processing. 
The technology of distributed calculations and Grid technology provide simulation of the complex 
problems using remote heterogeneous computational resources, simultaneous visualization of the 
large amount of the scientific data. Distributed data processing and analysis provides 
interconnection of the scientific tools with remote computers and data bases. 

1. Introduction 

Development of virtual testbed for study of complex technical objects behavior requires 
application of many various models, describing different phenomena. We have such state because in 
reality there are many processes which are taking place simultaneously. Some of them are independent 
but some depends on each other. So in general we have joined different kinds of some mathematical 
models. Real time simulation of all processes which is influencing on final result of complex objects 
behavior (we can define virtual testbed by such a way too) could not be organized in one computer 
because adequate modeling requires different kinds of computer resources (for instance: high 
performance calculation, data processing, visualization, etc.) . At the same time different algorithms in 
frameworks of virtual testbed require different ways of mapping on multiprocessor architecture [l]. If 
we consider one complete unit of virtual testbed for marine operations - environment simulation - we 
obtain complex multi layer application that requires mapping on distributed architecture. 

Realization of such complexes requires tremendous computational resources, powerful 
visualization tools, and elaborated high-performance numerical algorithms. The best way to meet all 
the requirements is to create a distributed computational environment - Grid, capable to offer 
computational resources and adequate to problem being solved. In essence, the Grid allows to combine 
heterogeneous information and computing resources to solve complex problems [2]. Our task is 
integration. 

2. The Concept of Virtual Testbed 

The proposed concept of virtual testbed defines process organization as a complicated 
multilevel system consisting of the following core components: 
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• Hierarchies of imitating models specifying considered problem areas 
• Hierarchies of analytical models giving simplified description of various parties of modelled 

phenomena 
• Information system including database and knowledge base based on methods and models of 

artificial intelligence 
• Control systems and interfaces providing interaction of all system component and interactive work 

with operator · 
Virtual testbed development represents complex multistage iterative process. The basic feature 

of this process consists of necessity to carry out coordination (at conceptual, algorithmic, information 
and program levels) of heterogeneous models describing various parties of functioning of investigated 
objects. Choice of admissible alternatives is based on compression of assumed variants that are set by 
alternatives analysis in complex, especially in non-standard (supernumerary and extreme) situations. 
Concept of such analysis assumes that estimations of expenses for realization of achieving decisions 
( expenses for the charge of used resource) do not decrease virtual testbed and it become more and 
more exact in process of admissible alternatives set narrowing. Thus it is considered as control 
processes by structural dynamics of system have multilevel, multistage and multifunctional characters. 

We can consider virtual testbed as a new generation of computer environment - problem 
solving environment (PSE) [4],[8]. Main character of such PSE is complication of information 
processing algorithms, results in necessity of high performance application methods searching for new 
effective computer procedures and there parallel implementation [5]. 

Virtual testbed concept is formulated as generalization and development of information 
processing common methods utilizing high performance computer tools. Such models foresee 
complex virtual testbed using both complex ship dynamics modeling and software-hardware 
development. We can note that the following concepts and principles are adaptability, distribution, 
service orientation, virtualization and fault resistance. 

3. Complex Applications in Distributed Environment 

The issue of running parallel applications in heterogeneous environment became more obvious 
after Grid technology was introduced. Observed is a problem-oriented environment for simulation of 
wave in virtual polygon. Large number of computational applications and problem solving 
environments (PSE) developed for traditional parallel systems which required modifications in order 
to enable efficient execution on distributed and heterogeneous environment such as Grid [3]. 

For example, In this paper, different models of the natural environment of WRF (Weather 
Research Forecasting - (a regional model of atmospheric circulation), and Wave Watch (wind-wave 
model) examines the problem of constructing a virtual testbed in the form of PSE. These two models 
were chosen to illustrate the basic features of the implementation of virtual testbed, since each of them 
requires working with numerous input data, significant computing resources, processing the output 
data (data assimilation, visualization and animation), and the output data of one of the models and 
after the treatment are baseline data for the other. This makes it to verify the information and 
computing solutions which are proposed for multi-applications in a distributed environment.The key 
point is to study the problem of run parallel applications in dynamic heterogeneous resources; it is 
because the requirement to meet the needs of the resource and the resource itself may change at 
running time. 

The considered models (WRF, WW) were implemented, including in the form of parallel 
applications, traditional (i.e., static homogeneous) parallel systems. The real problem of such 
applications in a Grid environment is to maintain a high level of parallel efficiency. To ensure efficient 
use of network resources used special methods to distribute the workload. 
Appropriate methods of optimizing the workload must be taken into account two aspects: 

• Characteristically applications (for example, the volume of data transferred between the 
processes, the number of floating point and memory) 
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• Characteristics of resources (e.g., potential processors, network, memory, and the level of 
heterogeneity of dynamically allocated resources) 

4. Problems Solving Environments 

A Problem Solving Environment (PSE) is a specialized software system that provides all the 
computational facilities needed to solve a target class of problems. These features include advanced 
solution methods, automatic and semiautomatic selection of solution methods, and ways to easily 
incorporate novel solution methods. Moreover, PSEs use the language of the target class of problems, 
so users can run them without specialized knowledge of the underlying computer hardware and 
software technology [7]. The PSE provides a user-friendly environment, allowing more rapid 
prototyping of ideas and higher research productivity. There are two main parts in the PSE, Visual 
Programming Composition Environment (VPCE) and Intelligent Resource Broker (IRB). In the 
VPCE, a user can visually construct an application from software components. After the user 
constructs an application, the VPCE will generate a task graph and then submit the task graph to the 
IRB. Based on computational resources available in a distributed computing environment, the IRB 
will schedule the tasks to different resources to achieve high performance. 

A PSE composed of high performance numerical methods, tools and grid-enabled middleware 
system for scalable and data-driven computations for multiphysics simulation and decision-making 
processes in integrated multiphase flow applications. 

5. Problem to Solve 

Collaborative work within the virtual testbed PSE is provided in two ways. Firstly, different 
users can start several instances of the PSE; PSE create different numerical experiments and run them 
independently on the testbed computational resources, replicating the simulation components and 
sharing access to databases, archives and other resources. Second, different users can connect to one 
common virtual display, thus having the same graphical output and interactive steering capabilities. 

The purpose of the given paper was testing of Grid products as operative environment for the 
big computer centre. For that propose the experimental test-bed was created with a help of middleware 
and other applications based of operating system LINUX. As a result of the analysis of variety of 
possible combinations of computing platforms and the middleware the following choice has been 
made: 

• The intermediate software as the manager - SGE (Sun Grid Engine) 
• For Storage and a data control - application IBM DB 2 ( Universal Database) 
• Creation of a portal and gateway - UNI CORE 
• Testing of applications - WRF (Weather Research and Forecast System) 
We can consider this solution as a PSE for simulation of wave in virtual polygon (6]. The scheme 

of such complex is shown in a Fig. 1. 
Architecture of DB2 UDB is completely parallel and supports parallelized execution of the 

majority of operations, including inquiries, inserting, updating and removal of data, creation of 
indexes, loading and export of data. And functionality of DB2, the transition from the standard, not 
parallel environment of execution on parallel, does not meet any limitations at the increase of 
efficiency. DB2 UDB has been specially developed for successful work in a number of parallel 
environments including systems MPP, SMP and MPP clusters from SMP nodes. 

Often enough it happens that the necessary information is stored in several absolutely various 
databases or in the information part of file system. Such essential characteristics of DB2 UDB as 
objective - relational structure and corresponding expansions of DB2, integration with external sources 
of data by means of technology Data-Links, and also, in particular, algorithms of complex search in a 
structural types of data makes DB2 an ideal server for realization of the concept of the federal 
database including a variety of distributed sources and variety of types of data. 
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Fig. 1: Data Control and Applications on the Sun Grid Engine Platform 

The demands for intellectual information systems always were high, but only recently 
relational DBMS have found possibilities in a sufficient measure to support such systems. The 
analysis of data demands the use of the consolidated data sets from numerous operative sources of the 
data united in a data storage. The storage of data becomes a platform to support the diverse analytical 
applications. As the storage of data urged to store higher and higher volumes of data with high 
efficiency and scaling requirements, they become the cores for DBMS. 

The main tool of administration is DB2 Control Center which helps to create, delete, and 
modify databases, tabular spaces, tables, indexes and triggers and to receive the information on their 
condition and parameters. A number of components (Performance Monitor, Event Monitor and Event 
Analyzer) allow to carry out within adjustment and monitoring of work of DB2, are used for 
monitoring of productivity and the analysis of activity of various objects of a database (the table, 
tabular space, etc.). Visual tools allow investigating the plan of execution of inquiry to analyze what 
DB2 UDB addresses to data and processes them. 

In this paper we also use UNICORE with others systems of grid technology as an effective 
way to build the secure, simple and seamless access to high performance computing resources for 
users in grid environment. Then we use the standard DRMAA for the integration of UNICORE with 
SGE to gain improvements to its current architecture in terms of portability, flexibility and compliance 
of standards. 

The UNICORE system was developed in Germany in order to simplify the access to 
supercomputing resources. UNICORE is short for "UNiform access to Computing REsources": The 
users can use a simple client to access computing resources, instead of obtaining a shell login, 
transferring the files to the target machine manually, and starting the job using the site-specific 
commands. 

For the integration of UNICORE with the DRMS (SGE) we used the standard DRMAA 
(Distributed Resource Management Application API). DRMAA is a high-level Open Grid Forum API 
specification for the submission and control of jobs to one or more Distributed Resource Management 
Systems (DRMS) within a Grid architecture, giving the functionality required for Grid applications to 
submit, control, and monitor jobs to local Grid DRM systems. The given integration is used in 
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UNICORE to change the connection from NJS-TSI to NJS-TSI-DRMAA for the purpose of 
forwarding the jobs submitted from UNICORE to SGE. Implemented standard DRMAA for 
UNICORE allow to use of any DRMS, and customers UNI CORE allow to create the PSE [9], [12]. 

These considerations define a set of problems which can be solved on these systems: large 
databases, complex analytics, and computation problems demanding coordinated operations over large 
volumes of data which can be divided into relatively independent stages of computing. The control 
system of such computer network is handled via scheduling of separate tasks, instead of interrelation 
between separate blocks of one problem. 

To solve the problem, we used Sun Grid Engine (SGE) platform, based on the software 
developed by Genias company and known as Codine/GRM. In SGE, tasks are in a waiting zone and 
queue for servers to provide services for tasks. This platform allows to: 

• Unite some servers or workstations in a single computing resource which can be used both for 
package problems, and high-performance package computing. 

• Load the task in SGE and declare a profile of necessary requirements for its performance. 
• Define the task queue parameters and launch it either with the higher priority, or with the 

longest waiting time, trying to run new tasks for the most fitting or least loaded queue. 
The master host is central for cluster activity. The master host runs the master daemon and 

usually also runs the scheduler. The master host requires no further configuration other than that 
performed by the installation procedure. By default, the master host is also an administration host and 
a submit host. 

Network administrator can receive monitoring and statistics data to optimize resources usage 
based on them. Administrative interface allows to set various parameters of problems launching, such 
as priorities, required resource hardware environment, licenses for specific software, soft performance 
slots, users access rights for resources etc. , 

The flexible structure of SGE-based network makes it possible to re-structure the parallel 
codes to be handled in scheduling of separate tasks, instead of interrelation between separate blocks of 
one problem [10], [11]. 

6. General Infrastructure of PSE 

Generally the infrastructure of a site within a Grid testbed can be of one of the following types 
depending on the underlying resources: 

• Traditional homogeneous computer cluster architecture: homogeneous production nodes and 
uniform interconnection links. 

• Homogeneous production nodes with heterogeneous interconnections. 
• Heterogeneous production nodes with uniform interconnections. 
• Heterogeneous nodes with heterogeneous interconnections. 

Conclusion 

It becomes clear that the concept of problem-oriented environment is not so simple as 
convenient computing environment with the necessary user interface; although, the only possible tool 
for solving complex tasks, consists of a large set of different models and at the moment is the most 
reasonable solution. A complete Grid infrastructure is always the heterogeneous production nodes 
with uniform interconnections, characterized by heterogeneity with a wide range of processors and 
network communication parameters. Before working on the deployment of the full PSE, it must create 
a test site (Testbed), which will be tested by the proposed solutions. To organize such test site, we 
analyzed several Grid products. By combination of different parameters we propose Sun Grid Engine, 
the software that best corresponds from the point of view of our objectives. At the moment, this 
testbed is being created at the Chair of Computer modelling and multiprocessor systems of St. 
Petersburg State University. 
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This paper discusses how Eucalyptus can be used as an infrastructure to create private clouds. And 
also explains how an open source software infrastructure can be used for implementing cloud 
computing with clusters or workstation farms. 

1. Introduction 

Cloud computing is the mainstream of information technologies today. This is a natural move 
to a new perception of information infrastructure, which appeared as a result of the evolution of the 
technological base of hardware and software of today's computer complexes. 

Modem technologies allow virtualizing the whole infrastructure as well as its certain parts. 
This gives an opportunity to flexibly adjust CPU clock properties, RAM and HDD capacities and 
bandwidth - all these seemed to be unchangeable in the past days. Virtualized infrastructure allows 
creating exactly the computing powers that are needed, and adjust them in real time. Thus, the 
dependence on real computational complexes, their power and location, loses its significance. 
Moreover, the dependence upon heavily occupied system administrators disappears, for the cloud 
structure can be changed by users themselves with the help of GUI. This is an actual service, offering 
the users resources and ways to control them. 

The first successful solution and a trendsetter in this field is a commercial service Amazon 
WS. But the computer science is progressing and many other alternative cloud computing 
organizations appear. Most interesting among them are open projects, free to use and modify, but at 
the same time supporting up-to-date standarts. We consider Eucalyptus to be the most promising 
solution [ 1-2, 9]. 

2. Eucalyptus cloud Architecture 

Eucalyptus was designed from the ground up to be easy to install and as non-intrusive as 
possible. The software framework is a highly modular cooperative set of web services that interoperate 
using standard communication protocols. Through this framework it implements virtualized machine 
and storage resources that are interconnected by an isolated layer-2 network. From a client application 
and/or user perspective, the cloud API is compatible with Amazon's AWS (both SOAP and REST 
interfaces are supported) although other interfaces are available as customizations. 

Eucalyptus consists of five main components that work together to provide the requisite cloud 
services. The components communicate with each other securely using SOAP messaging with WS
Security: 

• Cloud Controller (CLC) 
• Walrus Storage Controller (WS3) 

Elastic Block Storage Controller (EBS) 
Cluster Controller (CC) 
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• Node Controller (NC) 
In figure (1) CLC is the Cloud Controller which virtualizes the underlying resources (servers, 

storage, and network). Cloud Controller (CLC) is providing the interface to the management platform 
with which users of the cloud interact. This interface is comprised of a standard SOAP based API 
matching the Amazon EC2 API (see Amazon EC2 API below). The Cluster Controllers (CCs) form 
the front-end for each cluster defined in the cloud. Cluster Controller (CC) generally executes on a 
cluster front-end machine, or any machine that has network connectivity to both the nodes running 
NCs and to the machine running the CLC. CCs gather information about a set of VMs and schedules 
VM execution on specific NCs. The CC also manages the virtual instance network and participates in 
the enforcement of SLAs as directed by the CLC. All nodes served by a single CC must be in the same 
broadcast domain (Ethernet). NCs are the machines on which virtual machine instances run. The 
Storage Controller (SC) provides block storage service (similar to Amazon EBS) while the Walrus 
storage system spans the entire cloud and is similar to the Amazon S3 in functionality. A Management 
Platform provides a one-stop console for the cloud administrator to configure and manage the cloud. 
The Management Platform also exports various interfaces for the administrator, project manager, 
developer, and other users, with customizable levels of access and privileges. These features can 
include VM management, storage management, user/group management, accounting, monitoring, 
SLA definition and enforcement, cloud-bursting, provisioning, etc. [3, 4, 8]. 

Fig. I: Conceptual Representation of the Eucalyptus Cloud 

A Eucalyptus cloud installation can aggregate and manage resources from a single cluster or 
multiple clusters. A cluster is a group of machines connected to the same LAN. In a cluster may be 
single or multiple instances of an NC, each of which manages the instantiation and termination of 
virtual instances. 

A single-cluster installation, as shown in Figure 3, will consist of at least two machines: one 
running the CC, SC, and CLC, and the other one running the NC. This configuration is suitable mainly 
for experimentation and speedy configuration [4]. 
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Fig. 2: Topology of a single-cluster Eucalyptus installation 

A multi-cluster installation can situate each of the components (CC, SC, NC, and CLC) on 
separate machines. This is the preferred way to configure Eucalyptus cloud. The multi-cluster 
installation also gives the opportunity to significantly enhance performance by selecting machines that 
complement the type of controller running on it. For instance may be select a machine with a super
fast CPU for running the CLC. The choice of multiple clusters will result in higher availability, and in 
distribution of load and resources across the clusters. The concept of a cluster is similar to the concept 
ofan availability zone in Amazon EC2. Figure 4 shows an example [4]. 

Fig. 3: Topology ofa multi-cluster Eucalyptus installation 

3. The Eucalyptus Open Source Private Cloud 

Eucalyptus is a Linux-based open source software architecture that implements private and 
hybrid clouds within an enterprise's existing IT infrastructure. A Eucalyptus private cloud is deployed 
across an enterprise's "on-premise" data center infrastructure and is accessed by user over enterprise 
intranet. A private cloud is a software infrastructure that enables end-users to acquire, configure, and 
ultimately release data center resources on-demand, using automated self-service tools and software 
services within an enterprise's data center. Eucalyptus Systems delivers private cloud software. This is 
infrastructure software that enables enterprises and government agencies to establish their own cloud 
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computing environments. With Eucalyptus, customers make more efficient use of their computing 
capacity, thus increasing productivity and innovation, deploying new applications faster, and 
protecting sensitive data while making savings in capital expenditure [5-6]. 

4. Eucalyptus Systems 

Eucalyptus Systems develops technology solutions built on Open Source Eucalyptus software 
for private and hybrid cloud computing. Eucalyptus is quickly becoming the standard for on-site cloud 
computing, delivering the cost efficiencies and scalability of cloud architecture with the security and 
control of deploying on an organisation's own IT infrastructure. Eucalyptus adds capabilities such as 
end-user customisation, self-service provisioning and legacy application support to data-centre 
virtualization features. It makes IT customer service easier, more full-featured and less expensive. 
Eucalyptus Systems develops and supports Eucalyptus technology. In addition, the company delivers 
commercial products built on the Eucalyptus platform and provides consulting and support services to 
customers [10]. 

5. Nimbus 

Nimbus, previously called Virtual Workspace Service, is an open source Globus product for 
creation of virtual clusters. It is similar in many aspects to Open Nebula for creation and management 
of Xen VM instances. Current ongoing efforts are to include support for both KVM and VMW are 
within Nimbus. The main difference comparing Nimbus to Open Nebula is that Nimbus uses grid 
credentials to authenticate user requests. A user can also start EC2 instances via the same set of 
credentials making it easier than Open Nebula to interact with EC2. Image management is similar to 
Open Nebula and Eucalyptus, raw file copies are a common methodology among these platforms. The 
state of a VM can be "saved" by making a copy of the current image. There is also the notion of an 
image repository where each user can upload VM images to his or her individual repository. 

We have investigated the Eucalyptus cloud computing platform as a general solution to 
deploying cloud infrastructures. We document the design, installation and usability of the versionl.5 
platform, including Ubuntu Enterprise Cloud. Ubuntu Enterprise Cloud is an open-source software 
stack that complements Eucalyptus, allowing for the implementation of a private cloud infrastructure 
using a combination of Canonical and Eucalyptus Systems technologies. We have also developed a 
demonstrator that illustrates a real-world use case of the Eucalyptus cloud. The general impression of 
Eucalyptus is that it is easy to install and configure. It has a well-defined interface that is borrowed 
from AmazonEC2 [12]. 

6. Benefits of Eucalyptus 

Eucalyptus is the only cloud architecture to support the same application programming 
interfaces (APis) as public clouds, and today Eucalyptus is fully compatible with the Amazon AWS 
public cloud infrastructure. The Eucalyptus design gives users the flexibility to seamlessly move 
applications from on-premise Eucalyptus clouds to public clouds, and vice versa. Eucalyptus also 
makes it easy to deploy "hybrid" clouds, which use public and private cloud resources together to get 
the unique benefits of each. 

Eucalyptus enables virtualization of servers, network, and storage in a secure manner, thereby 
reducing the cost, increasing the ease of maintenance, and providing user self-service. The modular 
design of Eucalyptus enables a variety of user interfaces, bringing the benefits of virtualization 
technology to a broad range of users (admins, developers, managers, hosting customers) and provides 
a platform for service providers to devise profitable consumption-based pricing models. VM and 
Cloud snapshot features provide an exhaustive set of opportunities to improve cluster reliability, 
template manipulation, and automation. This makes the cloud easy to use, reduces learning time for 
the average user, and reduces the turn around time for projects. Leverages existing virtualization 
technology, supports Linux-based operating systems, and supports multiple hypervisors [3, I 1]. 
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7. User Management 

The Eucalyptus installation configures a secure HTTP portal on the CLC on port 8443. This 
web interface is used mainly to manage users and configure the cluster. A part from the web portal, 
users interact with Eucalyptus services to start/stop VM instances or create EMis through third party 
software like the Amazon EC2 API and Amazon EC2 AMI tools. These java command-line tools can 
be downloaded from the Amazon EC2 site and installed on any machine that a user will be accessing 
the Eucalyptus services from. To setup the tools, administrators or regular users need to download 
their authentication credentials from the Eucalyptus web portal and setup appropriate paths and 
variables. The .eucarc file defines these variables. Each user and administrator of the Eucalyptus 
cluster will obtain a unique EC2 CERT, EC2 PRIVATE KEY, EC2 ACCESS KEY and EC2 SECRET 
KEY. This file should be sourced before using Eucalyptus. 

Eucalyptus has been designed for its user management system to be fully web-based. A user 
first requests access to the Eucalyptus installation through its secure web portal by filling out a web 
form describing his or her profile. This request will generate an email to the administrator who will in 
tum login to the web portal to grant the user access. Along with the creation of a new user, X.509 
credentials and secret keys will be generated for the user to authenticate with the Eucalyptus services. 
A user will download these keys through the web portal and setup their local .eucarc file with the 
appropriate paths to the local installation of the Amazon API and AMI tools. Through the web portal, 
an administrator can also update user profiles as well as delete or disable user accounts. Users can 
request for a password reset by confirming their profile email address. This system has a potential 
security flaw as email high jacking can easily compromise the entire user authentication scheme. A 
high jacker can reset the password through email and gain access to the user's account to download all 
credential information. Alas, this type of password reset scheme is common among most web portals, 
including Amazon EC2 [12). 

Conclusion 

Eucalyptus is a powerful free framework, which allows creating and controlling your own 
clouds. Its main features are: the support of API, WDSL and REST access methods, it is free of charge 
and it can be modified easily - having been adjusted to one's preferences, it still integrates with 
existing solutions in the field of cloud computing. 

Using Eucalyptus gives an organization all the power and benefits of creating a cloud 
infrastructure: it allows virtualizing the existing computational complexes and making a flexible real
time relocation of them, both automatically and by delegating certain authorities to users of 
computational resources, thus cutting down expenses, raising users' convenience and the efficiency of 
solving their tasks. 

In order to keep up with today's level of information technologies, the organizations have to 
tum their computing powers into clouds, and make them available for their users. We consider this 
way of evolution to be extremely efficient and having long-term prospects. Open frameworks like 
Eucalyptus possess a strong community of users and developers, have the examples of implementation 
and seem to be very impressive. We are planning a virtualization of all computational powers of the 
Faculty of Applied Mathematics and Control Processes of Saint-Petersburg State University, so these 
powers can be used effectively by both teachers and students, also it will help to save on support 
expenses and electricity supply, and will engage more students in educating process and management 
of the Faculty's infrastructure. 
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In this paper we discuss GSJ which define basic characteristics of security in grid system. We use 
UNICORE with other grid systems as an effective way to build the secure, simple and seamless 
access to high performance computing resources for users in grid environment. Then we use the 
standard DRMAA for the integration of UNI CORE with SGE to gain improvements to its current 
architecture in terms of portability, flexibility and compliance to standards. 

1. Introduction 

The emergence of High Performance Computing (HPC) such as Grand Challenges [I] 
problems lead to build a system, which provide users secure and seamless access to geographically 
distributed supercomputers, clusters, storage systems, large-scale visualization systems, advanced 
devices such as telescope, sensors, etc .. , performing like a single virtual supercomputer for users to 
achieve the need of HPC jobs. This system is named a grid system, formerly metacomputing 
system [2]. Then grid developed with virtual organizations (VO) [3], giving flexible, secure, 
coordinated resources sharing facilities for users among collections of individuals, institutions, and 
resources. Nowadays every modem grid is basing on the Open Grid Services Architecture 
(OGSA) [4], which enables the integration of services and resources across distributed, heterogeneous, 
dynamic virtual organizations. A grid is a heterogeneous environment and may contain different 
resources, many administrative domains with different security policies, finally - different OS. As the 
heterogeneity nature, the need of security and ease of use for users, organization of user access to 
resources in grid environment is the real problem for an organization to face. 

"' 2. Security issues 

When building any kind of distributed computing environment, we must keep in mind few 
things: 

• Protect applications and data from system where computation is going on. In 
traditional system you must only protect data of local user from being compromised, 
but Grid-enabled systems compute a lot of data from external uses. 

• Stronger authentication needed. Grid requires more responsibility from its users, they 
credentials should not be compromised. 

• Protect local system from remote executive content. If someone has access to our 
system, no matter what he does, Grid components must work properly. 

3. Basic Characteristics Of Secure Access In Grid 

Every day millions of people use WWW in various ways, including e-mail, reading news, 
downloading of music and films, purchases in online shops or simply finding any information. Using a 
standard Web-browser, the user can get access to information and data, stored on the Web-servers 
located somewhere in various points of the world. Unlike the Internet, the Grid gives external users 
and organizations full access to resources, increasing risk of infringements of protection. 
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To prevent access to resources and the infonnation of users without respective privileges is, in 
a broad sense, the goal of security of any system. In Globus system, the de facto standard of grid, the 
Grid Security Infrastructure - GSI defined the requirements for control of illegitimate access or MITM 
attacks. 

Fig 1. represents a simple Grid, consisting of several sites which constitute VO. Let's review 
the basic characteristics which provide secure access to resources of Grid. We will consider the 
following example: the user wishes to submit a job to high perfonnance computing resources in Grid 
system. 

Authentication 

c::) 

Sites 

Single sign on 

Delegation 

Fig.I: A Simple Grid from the point of view of security 

The user starts a job in Grid which comes to an entry or gatekeeper of Grid system. There 
should be mechanisms that authenticate the user at this point. When the job is started in Grid, it is 
required to provide confidentiality and integrity so that nobody could see the content of the 
infonnation or change it. At the very least, mechanisms are necessary for a single entry or login 
(Single Sign-on) and delegations [5]. 

4. Single Sign-on (SSO) 

Here we will try to explain why single sign-on is the important thing when we make access to 
resources while solving the complex scientific or engineering jobs in grid environment. Every 
complex job solved in grid environment can be divided into 3 steps: preprocessing, processing, and 
post processing. At the stage of preprocessing we will often need the space for intensive volume of 
data in storage tier and high-throughput network for transferring these massive data. For processing or 
computing stage, very high computing power is necessary. At the post processing stage we will need 
powerful graphic server for visualization. And all these stages cannot be lunched on any single 
computer or cluster; so it is necessary for user to start each stage manually, to take data and to forward 
to target system. Thus, one of scientific problems is the need of the program environment that gives 
access for users to work with distributed and heterogeneous resources by a principle of "a single 
entry" supported by user-friendly interface. 

Single Sign-On is the access strategy that allows an end user to log on through a single round 
of entering credentials and have access to a range of different systems on the network without the need 
to enter additional credentials. 

Compared with legacy approach to user sign-on to multiple systems, using SSO the following 
advantages can be achieved [6]: 
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• reduction in the time taken by users in sign-on operations to individual domains, including 
reducing the possibility of such sign-on operations failing; 

• improved security through the reduced need for a user to handle and remember multiple sets 
of authentication information; 

• reduction in the time taken, and improved response, by system administrators in adding and 
removing users to the system or modifying their access rights; 

• improved security through the enhanced ability of system administrators to maintain the 
integrity of user account configuration including the ability to inhibit or remove an individual 
user's access to all system resources in a coordinated and consistent manner. 
So Single Sign-On in grid means that the user should be registered and authenticated only 

once at the beginning of a session, getting access to all authorized resources of base level of 
architecture of Grid. 

5. Public Key Infrastructure (PKI) 

To provide the SSO a grid site must trust other grid sites. Public Key Infrastructure (PKI) 
provides users a way to do secure communication in insecure public network using public/private key 
pair. PKI involves a trusted third party, which is called a certifying authority (CA). In the grid the 
implementation of a PKI is intended to provide mechanisms to ensure trusted relationships are 
established and maintained. The specific security functions in which a PKI can provide foundation are 
confidentiality, integrity, non-repudiation, and authentication. 

The framework of a PKI consists of security and operational policies, security services, and 
interoperability protocols supporting the use of public-key cryptography for the management of keys 
and certificates. The generation, distribution, and management of public keys and associated 
certificates normally occur through the use of Certification Authorities (CAs), Registration Authorities 
(RAs), and directory services, which can be used to establish a hierarchy or chain of trust. CA, RA, 
and directory services allow for the implementation of digital certificates that can be used to identify 
different entities. The purpose of a PKI framework is to enable and support the secured exchange of 
data, credentials, and value (such as monetary instruments) in various environments that are typically 
insecure, such as the Internet. 

The CA issues a digital certificate (end user certificate) to users who may be an individual or 
an organization. The digital certificate uniquely identifies a user. The digital certificate follows the 
structure specified by the X.509 system. In an X.509 system a distinct name for the user of the 
certificate is bound with its public key by a CA. The private key of the certificate is securely kept with 
the owner of the certificate while the digital certificate containing the public key is available for public 
use. A piece of data signed by the private key can be decrypted only using the public key and vice
versa. These forms are the basis of the PKI [8]. 

6. Delegation 

Delegation is a common requirement for a wide range access of Grid applications. There may 
be a need for services to perform actions on the user's behalf. A computational job may require 
accessing database many times. In that case there is a need to delegate the authority to some service 
which will perform the action on the user's behalf. When dealing with delegation of authority from an 
entity to another, care should be taken so that the authority transferred through delegation is scoped 
only to the task(s) intended to be performed and within a limited lifetime to minimize the misuse of 
delegated authority. In the grid X.509 proxy certificates are used for delegation. 

7. Test-bed Organization 

As a possible solution to these requirements for the purpose of testing grid applications at the 
department of Applied Mathematics and Control Process of Saint Petersburg State University we 
designed a test-bed including I) a system for user access, 2) a Distributed Resources Management 
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System (DRMS), 3) computing clusters, and 4) storage and data management system. Today we have 
a possibility to choose between many grid products. After the analysis we have chosen the following 
products: 

• System for user access - UNICORE, 
• Distributed Resources Management System -- Sun Grid Engine from Sun Microsystems, 
• Storage and data management system -- DB2, 
• Linux cluster. 

8. Why UNICORE (UNlform access to COmputing REsources)? 

We choose UNICORE for user access system because firstly UNICORE supports security and 
access requirements of modem grid system. Secondly it is open and extensible. UNICORE can 
integrate with other gird middleware such as Globus, with others grid technology such as grid portals 
which is used to deploy as a user gateway to grid resources. And we intend to use UNICORE and grid 
portals integration in future for the improvement of client side. Thirdly, UNI CORE is implemented in 
Java and platform independent. At last UNICORE is free software under BSD license. 

The UNICORE system was developed in Germany to simplify access to supercomputing 
resources. UNICORE is short for "UNlform access to COmputing REsources": The users can use a 
simple client to access computing resources, instead of obtaining a shell login, transferring files to the 
target machine manually, and starting the job using the site-specific commands. 

Detailed configuration ofUNICORE components in our test-bed is shown in Fig 2. 

-
Server foruser access I 

: 
................ J 

Integration with SGE • SMP Cluster (node 1 - 10) 

Fig.2: Detailed configuration ofUNICORE components in test-bed 

UNICORE client: Access to resources and services for the end user is one of the most 
important components in Grid system. This component is known as User Interface (Ul). 

In this scheme unicore client is a graphical user interface (GUI) that provides seamless access 
for users. For preprocessing the user can choose the resources which are managed by SGE to run the 
jobs: execution node, memory, processing time, application, etc. All inquiries from UNICORE will be 
forwarded to SGE. At the processing time users can carry out monitoring and management of the 
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submitted jobs, using the part of the interface named job monitoring. Finally, for post processing stage 
user can get the results of successful jobs. So using UNICORE the users can accomplish all 3 stages 
discussed in above from one place. Now UNICORE allows to use various clients on demand: Eclipse 
Based Client, Application Client, Command Line Client, Grid APis (for example, HiLA), and users 
can use Portal Clients (for example, GridSphere) as an extension. The Portal is used as an entry point 
on a site through which it will be possible to get into Grid. The Portal is accessible via usual browser 
(Firefox, Internet Explorer, Opera etc.) so it is not necessary to install additional client programs 
which can work only with UNICORE. 

UNICORE security layer or service layer: From the security aspect, UNICORE takes 
advantages from using mature security mechanisms X.509 certificates. The UNICORE gateway 

. receives incoming client connections and authenticates them. After the client has been authenticated, 
the gateway provides more information about the available systems to the client, i.e. the XNJS that 
have registered with the gateway. All the connections within the UNICORE are based on more secure 
TLS connections. For authorization of users the XNJS uses the XUUDB user database to perform the 
mapping from X.509 certificates to the actual users' logins and roles. Full X.509 certificates are used 
as base line, while the access control is based on XACML policies. Besides, Virtual Organization 
(VO) service can be used for user authorization, using the SAML standard. Deployment of SAML for 
SSO assumes that the user can use standard Web browser (HTTP or HTTPS protocols) and passe 
authentication on source site. 

UNICORE target system layer: The Target System Interface (TSI) takes specific job 
requests and executes them on the target system, using the local user determined by the XNJS. The 
TSI connects to the XNJS using a plain-text TCP connection. 

For the integration of UNICORE with the DRMS (SGE) we used the standard DRMAA 
(Distributed Resource Management Application API). DRMAA is a high-level Open Grid Forum API 
specification for the submission and control of jobs to one or more Distributed Resource Management 
Systems (DRMS) within Grid architecture, giving the functionality required for Grid applications to 
submit, control, and monitor jobs to local Grid DRM systems. The given integration is used in 
UNICORE to change the connection from NJS-TSI to NJS-TSI-DRMAA for the purpose of 
forwarding the jobs submitted from UNI CORE to SGE [7, 9]. 

9. CA 

Own Grid CA can be created by a simple tool such as openssl. The given package supports 
making RSA keys, DSA, DH and X.509 certificate (which is need for UNICORE grid), signing them 
and forming Certificate Signing Request. With the connection to UNICORE every components of 
UNICORE must have X.509 certificate signed by CA, which is trusted by all UNICORE components 
and CA certificate. Then user certificate signed by CA is delivered to end users. 

10. UVOS (UNICORE Virtual Organization System) 

VO is the fundamental key concept in building of user access to gird resources. VOMS 
(Virtual Organization Management Service) is a system for managing authorization data within 
multi-institutional collaborations to generate Grid credentials for users. Such functionalities are 
supported in UNICORE with UVOS. 

But there are some considerations of user access system in grid relating with VO. Compared 
with the Cloud Computing, grid has bottleneck with VO. Generally VO is created in gird environment 
for a certain task or application (e.g. one VO for financial modelling or VO for weather forecasting). 
So for every application we want to run in grid environment we have to create VO with appropriate 
policies for users to run the application. 

Fundamental aspect to large grids such as EGEE, if there are 200 applications to run, 
administrators must create 200 VOs and have to manage over l 0000 users. This is still too heavy work 
for user access system in grid environment. Cloud has advantage in this with "pay per use" policy 
giving required resources for users to run the application on demand. 
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But on the other hand Cloud has disadvantage in security. At present days security model in 
cloud computing seems simpler than security model in grid. In user access system of cloud computing 
infrastructure of registration is typically dependent on web form (through SSL) to create and manage 
account information for end users, enabling for users to change own password and receive new 
password via email unsecured and unencrypted connection over the internet. New users can use cloud 
easily with a credit card and/or email. But grid is stricter with its security infrastructure. For example, 
as cloud, although grid also uses web form to manage the user accounts, still needs personal 
conversations, to check the personality. Security approach to grid may need more time but it gives 
additional security level to prevent unauthorized access. 

Conclusion 

As a result, basing on UNICORE, the system which provides secure, seamless access for users 
to all Grid resources managed by local DRMS is offered, providing a single entry for users for 
authentication, authorization, submitting jobs, launching applications and receiving of results. The 
integration with SGE is more effective for collecting resources and extension of XNJS in UNICORE 
to submit the jobs to the target system. At this moment such ideology is used for organization of 
access for users to high-performance computing resources at the department of Applied Mathematics 
and Control Process of Saint Petersburg State University and their integration with others systems 
based on Grid technology. 
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A grid can abstractly be viewed simply as a collection of computational resources, able to 
compute tasks. Ones such set of resources is available, the challenge is to manage them as a single 
huge machine. Once it's done, the end users can view the grid as an opaque resource to work with, 
without being concerned about where the processes run. 

The Sun Grid Engine provides a management solution for a particular type of grid that 
consists of many heterogeneous computational resources working together for users of a single 
project: the Cluster grids. For this type of grids the ability to control where and how the processes 
run becomes essential. 

In this presentation we discuss different problems of Sun Grid Engine tuning to put 
heterogeneous resources together into a single opaque resource. 

1. Introduction 

Controllability of distributed resources is reached through virtualization, by means of transition to 
higher level - from boxes, ports and disks to virtual volumes of a data storage, virtual computing 
resources and virtual sub network. Today considerable amount of dynamic management data is 
gathered by computing resources inside the actual end user computer. So, for example, products by 
Sun Microsystems are based on multithreading supporting dynamic domains and Solaris Resource 
Manager, supporting both local and distributed computing resources. In such situation, ifs not so 
important for the user, which specific node of a network executed his task; it simply consumes defined 
amount of the virtual processor power available in a network. 

2. Sun Grid Engine Component Architecture 

These considerations define a set of problems which can be solved on these systems: large 
databases, complex analytics, computing problems demanding coordinated operations over large 
volumes of data which can be divided into relatively independent stages of computing. The control 
system of such computer network is handled in scheduling of separate tasks, instead of interrelation 
between separate blocks of one problem. 

To solve the problem, we used Sun Grid Engine (SGE) platform, based on the software developed 
by Genias company and known as Codine/GRM. In SGE, tasks are in a waiting zone and queue for 
servers to provide services for tasks. This platform allows to: 

• unite some servers or workstations in a single computing resource which can be used both for 
package problem, and high-performance package computing. 

• load the task in SGE and declare a profile of necessary requirements for its performance. 
• define the task queue parameters and to launch it either with the higher priority, or with the 

longest waiting time, trying to run new tasks for the most fitting or least loaded queue. 
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Network administrator can receive monitoring and statistics data to optimize resources sage based 
on them. Administrative interface allows to set various parameters of problems launching, such as 
priorities, required resource hardware environment, licenses for specific software, soft performance 
slots, users access rights for resources etc. 

The diagram below shows the components of a Sun Grid Engine cluster at a high level: 
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Fig.1: Sun Grid Engine Component Architecture 
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At the center of the diagram is the QMaster. The QMaster is the central component of a Sun 
Grid Engine computational cluster, accepting incoming jobs from users, assigning jobs to resources, 
monitoring the overall cluster status, and processing administrative commands. The QMaster is a 
multi-threaded daemon that runs on a single host in the compute cluster. To reduce unplanned cluster 
downtime, one or more shadow masters may be running on additional nodes in the cluster. In the case 
that the QMaster or the host on which it is running fails, one of the shadow masters will promote the 
host on which it is running to the new QMaster node by starting a new QMaster daemon locally [1]. 

Each host in the cluster that is to execute jobs will host an execution daemon. The execution 
daemon receives jobs from the QMaster and executes them locally on its host. The capacity to execute 
a job is known as a job slot. The Sun Grid Engine software does not place a limit on the number of job 
slots that an execution daemon can offer, but in most cases the number of job slots is determined by 
the number of CPU cores available at the execution host. When a job has been completed, the 
execution daemon notifies the QMaster so that a new job can be scheduled to the now free job slot. At 
a fixed interval each execution daemon will send a report of its status to the QMaster. If the QMaster 
fails to receive several consecutive load reports from a particular execution daemon, the QMaster will 
mark that execution host and all its resources as no longer available and will remove it from the list of 
available job scheduling targets. 

Jobs are sent to the QMaster in a variety of ways. DRMAA provides a programmatic interface 
for applications to submit, monitor, and control jobs. The Sun Grid Engine software comes with C and 
Java™ language DRMAA bindings, making it possible to use DRMAA from a wide range of 
applications. qmon is the Sun Grid Engine graphical user interface. From qmon users and 
administrators can submit, monitor, and control jobs as well as manage all aspects of the cluster. qsub 
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is a command-line utility for submitting batch, array, and parallel jobs. qsh, qrsh, qlogin, and qtcsh are 
all command-line utilities for submitting various kinds of interactive jobs. 

The last component shown in the diagram is ARCo, the Accounting and Reporting Console. 
ARCo is a web-based tool for accessing Sun Grid Engine accounting information automatically stored 
in an SQL database. Using ARCo, end users and administrators can create and run queries against the 
cluster's accounting data. Administrators can also pre-configure ARCo with common queries for their 
end users to run. 

3. Sun Grid Engine hosts 

The first step to design a SGE cluster is to define the topology of the resource collection by 
selecting the right machines for the right tasks. SGE uses basically 4 hosts types: Master host, 
Execution host, Administration host and Submit host. 

Administration Host 

Fig.2: Sun Grid Engine hosts 

Each host can be at the same time a member of more than one category and according to that, 
it will run the appropriate SGE daemons. The only restriction to this subdivision of hosts is that it can 
exist only one Master host inside a single high-coupled SGE grid ( called a Cell). The master host is 
basically responsible to maintain all the information about the cluster and take decisions on jobs 
scheduling, acting as the director of the grid. The execution hosts are nodes that have the permissions 
to run SGE jobs using a set of SGE queues, they represent the computational core of the cluster, 
sharing the concrete resource and providing CPU power, storage and memory capabilities. The 
administration host perform any kind of administration functionality like for example monitoring, 
usually this tasks are performed from the same machine that is the Master host. The submit hosts are 
those nodes allow to schedule batch jobs to the cluster, these kind of jobs are all the tasks that don't 
need interaction from the user, therefore the scheduling consists only on submit the job and save the 
output to a file rather than manage an interaction between the user and the job in the case of for 
example programs with a graphical user interface. 
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4. Configuring Parallel Environments 

A parallel environment (PE) is a software package that enables concurrent computing on parallel 
platforms in networked environments. A variety of systems have evolved over the past years into 
viable technology for distributed and parallel processing on various hardware platforms. The 
following are two examples of the most common message-passing environments: 

• PVM - Parallel Virtual Machine, Oak Ridge National Laboratories 
• MPI - Message Passing Interface, the Message Passing Interface Forum 
Public domain as well as hardware vendor-provided implementations exist for both tools. All 

these systems show different characteristics and have segregative requirements. In order to handle 
parallel jobs running on top of such systems, the grid engine system provides a flexible, powerful 
interface that satisfies various needs. 

The grid engine system provides means to run parallel jobs by means of the following programs: 
• Arbitrary message-passing environments such as PVM or MPI. 
• Shared memory parallel programs on multiple slots, either in single queues or distributed 

across multiple queues and across machines for distributed memory parallel jobs. 
Any number of different parallel environment interfaces can be configured concurrently. 
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Fig.3: Configuring Parallel Environments 

5. Three methods of mpich2 

This new MPICH2 implementation of the MPl-2 standard was created to supersede the widely 
used MPICH(l) implementation. Besides implementing the MPI-2 standard, another goal was a faster 
startup. To give the user a greater flexibility, there are 3 startup methods: 

mpd: As the primary startup method. It's based on the script language Python to startup a so 
called ring of machines. Giving mpdboot a list of nodes it will startup daemons on the requested 
machines, which can be used immediately for the execution of parallel programs inside this ring. This 
is convenient for the interactive use of a parallel program, as the only thing which must be prepared is 
a list ofto be used nodes. 

Due to limitations in mpdboot, it must have a connection to the daemons on the nodes via 
stdin/stdout, until the mpd fork into daemonland. 
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smpd: This startup method can be used in a daemon based or daemonless mode. The daemon 
based startup is not creating all the daemons on the nodes according to a nodelist on its own (like it is 
done by the mpdboot command in the mpd startup method), but the daemons have to be started before 
the execution of the main program, e.g. by a script. 

A daemonless startup is very similar to the startup of the tasks in the former MPICH(l ). 
Although it includes the same scripts from the original $SGE_ROOT/mpi, so that it can easily be used 
with a still installed $SGE_ROOT/mpi without any side effects. 

gforker: Programs started under gforker are limited to one machine and supports only forks for 
additional processes. 

6. Tight Integration of Parallel Environments and Sun Grid Engine 

Configuring Parallel Environments With QMON mentions that using sge_execd and sge_shepherd 
to create parallel tasks offers benefits over parallel environments that create their own parallel tasks. 
The UNIX operating system allows reliable resource control only for the creator of a process 
hierarchy. Features such as correct accounting, resource limits, and process control for parallel 
applications, can be enforced only by the creator of all parallel tasks. 

Most parallel environments do not implement these features. Therefore parallel environments do 
not provide a sufficient interface for the integration with a resource management system like the grid 
engine system. To overcome this problem, the grid engine system provides an advanced parallel 
environment interface for tight integration with parallel environments. This parallel environment 
interface transfers the responsibility for creating tasks from the parallel environment to the grid engine 
software. 

The distribution of the grid engine system contains two examples of such a tight integration, one 
for the PYM public domain version, and one for the MPICH MPI implementation from Argonne 
National Laboratories. The examples are contained in the directories sge-root/pvm and sge-root/mpi, 
respectively. 

7. Remaining issues and problems 

There may be a problem running Sun Grid Engine on heterogeneous environment. If you have 
more than one cluster with Sun Grid Engine installed, you should use higher level software to organize 
proper job submission. 

At that moment, the most popular example of that kind of software is Globus Toolkit. It is an open 
source project, which includes software for security, information infrastructure, resource management, 
data management, communication, fault detection, and portability [9]. 

Also, Sun Grid Engine software package does not contains any kind of Web-based frontend to 
submit and monitor jobs. If you need one, Grid Engine Portal should be used. It is an integrated web
enabled platform that provides virtualized, unified and secure access to Grid Services for end-users. 

Grid Engine Portal enables the submission of jobs, query the status of these jobs, get notification 
on their completion etc. 

Conclusion 

Studying the Sun Grid Engine infrastructure, the first thing that is easy to recognize is the hard 
relationship that binds SGE to a familiar UN*X environment. The structure of the system is quite 
simple and it often uses already existed and trained technologies without trying to provide complex 
features and with the constant idea to keep the things simple. 
The flexible structure of SGE-based network makes it possible to re-structure the parallel codes to be 
handled in scheduling of separate tasks, instead of interrelation between separate blocks of one 
problem. 
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This paper describes the consolidation of large distributed computational complexes on the basis 
of database. The organization of access to the distributed computing resources, especially in the 
solution of the large complex problems, is a challenge for any general purpose computer centre. 
Consolidating data in distributed heterogeneous systems is an important and challenging task. The 
existing approach to solving this problem is the most suitable approach to the organization of 
federal databases. 

1. Introduction 

Data consolidation is a strategically important task for effective management of corporate and 
scientific information within distributed computing environment. Due to the continuous increase 
complexity of applications and volumes of data generated, the company spend on such tasks more 
money, time and effort. Analysts at Gartner estimated the market size of integration at the end of 2007 
is 1.44 billion dollars, with annual growth of more than 17%. 

The main reason for consolidation is the geographical distribution of data sources, as well as 
their syntactic, systemic, semantic and structural heterogeneity. Funds Consolidation used in corporate 
enterprise systems, with integration of heterogeneous information sources to support applications, 
business analysis, forecasting and management, as well as in distributed scientific systems for sharing 
access for knowledge bases and research findings. Data Consolidation covers practices and 
architectural approaches and software tools to ensure having consistent access and delivery of data for 
all range of applications and business processes. Therefore, the strategy and program tools used for 
consolidation fully depend on the characteristics of each particular system. The purpose of this study is 
to examine the software and approaches to overcome the problems associated with geographic remote 
data sources, as well as their syntactic and systemic heterogeneity. The problems of semantic and 
structural heterogeneity can also be solved through the creation of ontology and patterns of 
compliance using the methods of µata cleaning that goes beyond the scope of this article. 

The cloud computing is bringing together multiple computers and servers in a single 
environment designed to address certain types of tasks, such as scientific problems or complex 
calculations. This structure builds up a lot of data, distributed computing nodes and storage. Typically, 
applications executed in a distributed computing environment, apply to only one data source. 
However, when simultaneous access to multiple sources is required, difficulties arise because these 
sources may contain heterogeneous data and methods of access, and located at a distance from each 
other. In addition, for users engaged in an analysis of accumulated data, it is convenient to apply to a 
single source of information, creating queries and get results in the same format [I]. Thus, the main 
approaches to the problem of storage of information in distributed computing systems are 
heterogeneous and remote data sources. The solution is to create a centralized access point, providing 
a single interface to access all sources of data computing clouds in real time. You must select the most 
appropriate approach and a relevant platform that provide consolidation. 
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2. Consolidation Technology 

All existing approaches to the consolidation of distributed data sources can be divided into two 
types of Centralized approach and Federated approach. 

2.1.Architecture of centralized databases 
The centralized approach to the consolidation of distributed data sources is duplication of data 

from all sources in the central database. Such databases are called data stores. Usually the data 
warehouse used by a relational database with advanced tools for integration with external sources [2]. 
Availability of data combined in a single source speeds user access to data and facilitates 
normalization and other similar processes compared to the case of data scattered in different systems. 
However, integration of information in a centralized source requires the data that are often in different 
formats, are reduced to a single format, a process that can lead to errors [2]. Also for the repository it 
can be difficult to work with new sources of data in unfamiliar formats. Moreover, the processing 
costs are often increased because of the need to duplicate data and process the two sets of data. 

2.2. Architecture federated databases 
Federated database - a mechanism to access and manage heterogeneous data, hiding from user 

a particular data source, but providing a uniform interface instead, similar to the classical relational 
database. The most applicable approach to creating a platform for federated database is an approach to 
develop the existing relational database management system to ensure its interaction with external data 
sources. This database is a central node of a federal database that keeps all the necessary information 
on the sources of data, and forwards requests to the sources of their parts [2]. System database 
directory of the central node should contain all necessary information about data sources in general 
and on each of the objects in particular [2]. Such information should be used by the optimizer of SQL
queries to build the most efficient query execution plan. 

2.3. Comparison of federal and centralized approaches 
Feature of federal databases is a logical integration of data when the user has a single point of 

access to the totality of data, but the data itself physically remain in the original source [2]. This 
feature is a key difference from the centralized approach that uses physical integration, where data 
from disparate sources are duplicated on a common node that is accessed by all users. The federated 
approach involves storing data in their respective sources, while the central node performs the query 
translation, taking into account the characteristics of the source [2]. 

In case of cloud computing, federated database is a more appropriate choice for the following reasons: 

1. Federated technology is less prone to distortions and integrity errors, because the data 
remain in their original locations. 

2. In federated architecture it is easier to add new sources, which is especially important in 
dynamic systems. 

3. The federated approach, in contrast to a centralized, always guarantees the receipt of actual 
data from the primary source, whereas in the centralized approach, a copy of the data in the central site 
may become outdated. 

It should be noted that in complex cases that require the intersection of large data sets from 
different sources, federated database must provide the ability to store the information centrally, thus 
ensuring a hybrid approach. 
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3. Forms of Consolidation 

Database consolidations can take many different forms. A physical consolidation focuses on 
reducing the number of physical servers, disk storage, database instances and databases. Geographic 
consolidation involves centralizing servers in one location. Logical consolidation entails centralizing 
applications or data by their business functionality. And vendor consolidation trims the number of 
database suppliers. Database consolidation projects can be triggered by several different factors. 
Often, an enterprise will have acquired new applications and databases through mergers and 
acquisitions. Or it may have multiple versions of a database purchased over time. Finally, when a 
company opts to re-architect its underlying infrastructure, perhaps moving to a grid infrastructure, for 
example, database consolidation may be appropriate [3]. 

A database consolidation project is not a trivial task. Like other major IT projects, a database 
consolidation project has six phases--analysis, design, development, test, implement, and monitor. The 
goal of the evaluation is to determine the performance of the existing infrastructure, assess which parts 
of the infrastructure should be retained, and develop a blueprint for the new architecture. Close 
cooperation will insure that the consolidation project will achieve its goals. Once the blueprint is 
developed, the hardware infrastructure must be configured and the databases migrated to the new 
platform. Finally, the applications must be moved. 

In a database consolidation project involving heterogeneous databases, maintaining existing 
applications can represent a potential hidden cost. Each major database vendor uses its own version of 
SQL, and reworking existing applications can represent as much as 30 percent of a database 
consolidation project [3]. Clearly, consolidating on a universal database platform with multiple 
language compatibility offers significant advantages. It can radically decrease the cost of application 
maintenance and cut the time needed to complete the consolidation project. 

4. Consolidating Servers 

Server consolidation is a big topic for data center managers. Server consolidation is an approach to 
the efficient use of computer server resources in order to reduce the total number of servers or server 
locations that an organization requires. The practice was developed in response to the problem of 
server sprawl, a situation in which multiple, under-utilized servers take up more space and consume 
more resources than can be justified by their workload [4]. Servers are still the primary focal point for 
consolidation because they are so obvious. Whether you have 100 servers or 5000 servers, you 
probably have too many to manage effectively. Today's distributed computing environment lends itself 
to a proliferation of servers. Reducing and controlling the number of devices to manage and 
simplifying ways to manage them is the goal of most IT groups [5]. 

4.1. Identifying Patterns in an End-to-End Architecture 

The end-to-end architectures that are prevalent today, tiers of servers are specialized for particular 
tasks. When you look at consolidating servers, you need to look for patterns in your server population. 
When you identify these patterns within tiers, you can start to devise a consolidation strategy [5]. 
Scalability is the key, here. Because you are expected to deliver predictable service levels in response 
to unpredictable workloads, it is important that you use the right type of scalability for each part of a 
consolidated architecture. The following sections describe common patterns in an end-to-end 
architecture. For consolidation discussions, we generally assume that there are three server types, or 
tiers: 

■ The presentation tier is the closest tier to the end user. 
■ The business, or middleware, tier is where applications or middleware run in conjunction with 

the other tiers. 
■ The resource tier is where large, scalable servers run mission-critical applications and 

databases. 
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Although architectures with these characteristics have been around for a while, most 
corporations still have many servers running monolithic applications. In many cases, these are older 
servers running mature applications [5]. These servers are generally excellent candidates for server 
and application consolidation. 
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Fig. 1: End- to- End Architecture 

5. Data Consolidation 

Data consolidation is the main approach, which uses data warehousing applications for 
building and maintaining operational data warehouses and enterprise storage [5]. Consolidation of data 
can also be used to create the dependent data marts, but in this case, the process of consolidation is 
only one data source (e.g., enterprise storage). In the data warehouse environment one of the most 
common technology is ETL (extract, transform, and load - extract, transform, and load) [5]. Another 
common technique of data consolidation is content management (enterprise content management, 
abbr. ECM). Most ECM solutions aimed at consolidating and managing unstructured data such as 
documents, reports and web-page. 

6. Consolidating Data Centers 

Many organizations are looking to consolidate multiple data centers into one site. These 
consolidations range from simple city-wide consolidations to complex region wide consolidations [5]. 
Shutting a data center is a huge task, and before you even start down the path, it is vital that you can 
articulate and defend your reasons for doing it. Further, once a data center is shut down, the costs of 
reopening it can be enormous. From there, data center consolidations are similar to other types of 
consolidation, except that assessment (especially application, networking, and physical planning) and 
implementation become much more complex [6]. 

7. Optimization 

As networks, applications, and services grow more complex and users expect to conduct 
unified communications without a compromise in functionality or performance, a company's 
distributed legacy infrastructure is hard-pressed to withstand the strain. Toss in the occasional 
corporate merger or acquisition that expands the enterprise and ratchets up network and application 
disparity and the situation borders on untenable. Consolidation promotes several avenues to 
optimization. One of them is the aforementioned transport. With a more centralized approach, there 
are fewer "pipes" to monitor, the architecture is more straightforward and easier to control, and traffic 
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patterns and volumes are more visible and clearly defined. This environment offers the option to 
implement more advanced protocols and management strategies that maximize bandwidth utilization 
and performance of the overarching network and its applications. Data center consolidation also goes 
hand-in-hand with application virtualization. The objective of application virtualization is to segregate 
applications from servers. Instead of running on a physical server with which it is co-located, an 
application executes on a virtual server which can reside anywhere in the enterprise, such as in the 
consolidated data center [7]. As a result, fewer physical servers are needed, because each is multi
tasked to handle many applications, each of which performs as if the server were dedicated to it. When 
properly planned and maintained, the adoption of shared services is transparent to the end users of the 
applications, yet delivers a more manage able quality of service. Automation solutions in the 
datacenter, for example, can restart failed applications, dynamically allocate new servers, conduct 
scheduled backups, and perform configuration management of the operating environment. Automation 
brings a number of advantages, including process consistency and enforcement of corporate rules and 
regulations, accelerated process execution, and minimization of human error. It also allows for more 
efficient adaptation to changing conditions, and it increases the productivity of the IT and operations 
teams whose manual input and support for the automated processes and systems is no longer required. 
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Fig. 2: Datacenter consolidation is necessary not only to simplify the infrastructure, but to optimize it 
so quality of service can be maintained and ultimately improved 

Conclusion 

Consolidating data in distributed heterogeneous systems is an important and challenging task. 
The existing approach to solve this problem is most suitable approach to the organization of federal 
databases. Creating and managing such a structure requires the use of specialized software, which in 
tum must meet several requirements for transparency, heterogeneity, security, performance, etc. In the 
market integration software there are a number of solutions from major manufacturers, based on 
industrial relational DBMS, you can use to organize a federal structure of data access. From a 
technical point of view, data integration has traditionally submitted to a centralized repository and 
tools Extract, Transform and Load (ETL). However, the main disadvantages this approach is the large 
overhead storage information and delays in receipt of information. With the increasing number 
consolidated sources deny overhead grows proportionally. This study shows that within distributed 
computing systems, huge amount of applicable federal approach does not require integration of all 
data in a single source. The author also explains why this approach is more flexible and provides the 
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fastest way to connect new sources of data, which is particularly important in dynamic changing 
systems. Also this study describes a hybrid approach that combines benefits of the approaches to the 
repository and federated access to data. In this case, part of the data is replicated to a central database, 
and part of it is still stored in the original sources, depending on the type and strategy used. The 
leaders in this area are IBM and Informatics, providing comprehensive support for solving problems 
of data consolidation. Finally, it is worth noting that despite of rapid growth, it remains many unsolved 
problems that require thorough study and new solutions. The process of consolidating data in this 
phase of development technology requires a large amount of manual work overcome semantic 
structural discordant and setting performance. Therefore, in the near future efforts of companies, 
producing many of consolidating data will be used to increase the level of automation and self
management of their products. 
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The main goal of the ATLAS experiment[!] is to investigate various aspects of elementary 
particle properties in high-energy interactions of protons at the Large Hadron Collider (LHC), which 
was built at the European Laboratory for Particle Physics (CERN). The experiment started collision 
data taking in November 2009. Currently, it takes data at the record proton collision energy 7 TeV. 
Data flow from the detector at full accelerator luminosity is estimated to reach 3.5 Pb/year. The 
experiment's data processing includes event reconstruction, simulation and physics analysis. 

Due to large amount of data to be processed, the ATLAS Computing Model [2] assumes that 
computing resources are distributed across multiple locations. The tier structure is implemented to 
combine distributed resources, with distinct roles of the various tiers. Joint Institute for Nuclear 
Research (JINR) participates Russian ATLAS Tier-2, in scope of the EGEE-RDIG consortium. 
According to the Tier-2 role, JINR computing facilities should provide analysis capacity for physics 
working groups to process 20% of the full sample of data (AOD) and computing resources for the 
Monte-Carlo simulation. 

ATLAS computing infrastructure at JINR includes tools for central Monte-Carlo simulation 
data production, experimental data management and distributed data analysis. JINR site is integrated 
into the ATLAS Distributed Data Management System (DDM) since 2007. Recent production 
versions of the ATLAS software are installed centrally and available at the CE. Distributed analysis 
tools Ganga and Pathena are available for the ATLAS users at JINR. A dedicated queue 
ANAL Y _JINR has been created to run analysis jobs at the CE more effectively. To assure the 
robustness of the computing system, JINR participates in various functional tests of the data transfer 

x1 3 

i ii soi-.. ................. . 
> 
.!!,. 

l 50 
Ill 

I Total speed (events/s) I 

10 15 20 
workers 

Fig. 1: Performance at the JINR LNP PROOF cluster: speed of data 
processing (simple analysis) versus number of workers activated 

81 

system and stress-tests of 
the ATLAS analysis 
structure. Most significant 
tests, which gave an 
important hints to adjust 
parameters of the local 
computing farm were the 
combined computing 
challenge of all LHC 
experiments (STEP09) in 
June 2009, and the ATLAS 
user analysis test (UAT09) 
in October 2009. 

LHC startup in 
November 2010 verified 
crucially readiness of the 
JINR site to store and 
process ATLAS data. After 
the LHC startup till now 
more than 200k datasets 
have been transferred 
successfully to JINR site, 
with average throughput of 
5 MB/s. 



A new Tier-3 activity was started in 2010. The main goal is to setup a cluster optimized for the 
data analysis, and integrate it with the ATLAS computing system. A dedicated computing cluster at 
the Laboratory of Nuclear Problems of JINR is used as a Tier-3 testbed. Current implementation of the 
Tier-3 is based on the consistent use of parallel data storage system Xrootd[3] and parallel computing 
system PROOF [4]. Preliminary tests of the Tier-3 infrastructure demonstrate substantial increase of 
preformance during the physics data analysis (see Fig. 1). 

User support is considered as an important task. Several tutorials on the use of ATLAS Grid 
infrastructure and data management tools have been organized in Dubna for physicists both from JINR 
and other Russian scientific centers. 
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The D-Grid reference installation is a standard site for the German grid initiative. With respect to 
changing demands from the community, new versions of the reference installation are released 
every six months. The implementation of the ITIL recommendations in case of configuration, 
change and release management, and usage of virtualization technologies are extended topics, 
which are included into the project. 

Introduction 
The D-Grid reference installation [l] is conceptualized, designed, set up and administered at 

the Steinbuch Centre for Computing (SCC) Karlsruhe Institute of Technology [2] as a new service for 
German grid initiative [3]. D-Grid initiative is started from September 2005 is a bundle of twenty five 
Grid-oriented projects, funded by the German Federal Government with the purpose to build, operate 
and use a German-wide Grid infrastructure for Science and Economy. About 120 German institutions 
(Helmholtz Association, Max Planck Society, Fraunhofer Association, Universities) and some 
commercial partners are participating into the initiative. SCC leads the largest "D-Grid Integration 
Project"[4]. 

The reference installation is a part of the Integration Project and includes other D-Grid 
projects, providing an example of collaborative work inside the community. Purpose of the project is 
to demonstrate and document how to build the grid site by adopting the heterogeneous requirements 
from the community, and mapping them into a middleware stack. As the D-Grid requirements are 
changed, the Reference installation is implementing these changes, to serve as reference system and 
test platform for various grid middleware. 

Generally, there is a composition of two parts, which construct the project: a Mini-cluster for 
software installation and a technical documentation for the system administrators and the D-Grid 
users. Cluster consists of hardware devices (physical and virtual) to install the grid-related software for 
tests. The system software maintenance sequence can be considered as follows: (I) install the 
software; (2) identify errors and requirements acceptance, (3) carry out changes according to tickets 
from helpdesk if necessary. These changes may entail new tests or even new installation. 

Knowledge management and sharing - are the terms which can describe the core idea behind 
the reference installation. In the same time, the system administration tasks (as monitoring, or using 
the ITIL [5] recommendations and others) are also the focus of the project, and according to the 
current state, the semantic-based CMDB design and future implementation is the main focus of the 
interest for this project's activity. System's infrastructure was constructed by using the cfengine [6] 
system configuration tool and subversion [7] version control system. 

Every support team or end user of the reference system can initiate changes by writing a ticket 
in the Grid user support portal [8]. When necessary, these will lead to changes in the system 
configuration, or in the technical documentation, or both. The current reference installation 
implementation does not include "standard" procedures or frameworks for testing. However, there is 
the Nagios [9] based initiative in D-Grid to work on the introduction of such a framework. 
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Infrastructure 

In order to build the D-Grid Reference installation, the following infrastructure (see Fig. 1) to 
provide the control under the system was designed. 
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Fig. 1: D-Grid Refarence installation infrastructure 

There are two core ideas under this infrastructure: 
(1) to represent the system administrator as the software developer, and 
(2) try to control as much as possible by using only one tool. 

Technical 
documentation 

(wiki) 

Concerning to the system administrator's tasks execution, the following principle is used: all 
software binaries packages are located into one binary repository [10], and all scripts for execution or 
configuration are controlled by the Version control system and located into codebase repository. The 
binary repository has different types of software packages (rpm, tar, bin), and the simple index with 
search options. This is the implementation of the ITIL's Definitive Media Library (DML), which is 
used for the Release, Change and Configuration management. 

The configuration platform is based on the cfengine configuration and change management 
software. The cfengine itself is a suite of programs for integrated autonomic management of either 
individual or networked computers and can be seen as cron-frontend, automated system administrator 
or even general tool for automatically making sure that promises are kept. There are some tasks which 
assigned to the configuration platform: 

• update site configurations from codebase repository and apply them, 
• manage files/directories rights, their content, 
• distribute files, certificates, manage users, 
• install, remove, update software, run executable scripts, 
• manage services, processes, and some others. 
The virtual machines management can be provided as the special task case for · the 

configuration. Creation and configuration a new virtual machine and the virtualization platform itself 
can be done from the same set of configuration scripts and by using the same (central) configuration 
management tool. Changes themselves can be implemented automatically and is controlled under the 
Version control system. The D-Grid reference installation provides the prototype of these features 
also. 

The special note is about the Documentation automation process. As will be shown later in 
this paper, every section for manual consists of two parts: description and script. Currently the script 
part - it is not exactly the executed script (it can be improved), but the commands, which the system 
administrator have to do ( or another way around - the reference system maintainer have done). This 
content is coming automatically to the technical documentation website by using the MediaWiki API 
(Application Programming Interface), and plays a significant role into the error analysis and control. 
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Site architecture 

The project includes two environments: development and use, which are originally not 
identical from the software or from the hardware perspective. Development environment is a set of 
virtual machines, based on the qemu emulation and Kernel Virtual Machines (KVM) technology -
qemu-kvm and currently share the same hardware resources together with the use environment. The 
development environment consists of the servers, created on demand by the automated configuration 
management, based on cfengine version 3. 

Thanks to the virtual environment, the Operating system change (for example from Redhat
based linux to the Debian-based linux) can be also applied, according to the supported by the 
virtualization technology. Machine parameters, such as 32 bits or 64 bits architecture, can be easily 
adapted, but it is not the case for the processor family (for example Intel Xeon, AMD Opteron, etc.), 
while it is predetermined by the underlying hardware. 

Hardware 

The D-Grid reference installation resources, provided by the community include the hardware 
cluster with twenty two machines in rack. All of them based on 64 bits architecture, two of them 
possess large hard drives and small memory, and have the disk RAID array to improve the reliability 
through redundancy. The rest have built in high-end memory and slender disk space. 

Ten machines are used as the cluster Worker Nodes and ten for the grid middleware and local 
resource management and cluster configuration. Every machine use two network interfaces: one for 
external network configuration, another for internal. 

The advantage of using the qemu-kvm virtualization technology can be implemented only if 
the machines provide the hardware support of it. The reference installation rack includes the AMD-V 
chipsets, which have support hardware-assisted virtualization. 

Software 

The Site architecture includes the following three blocks: 
(I) Compute resource management, 
(2) Storage resource management, 
(3) Configuration management. 

The Compute resource management block includes the grid middleware stack, resource 
manager system, computing cluster and the interactive node. Local Resource management is done by 
the Torque [11] and maui [12] advanced cluster scheduler. The Network File Server (NFS) host can 
extend the cluster architecture for files distribution between other components. The same host 
configuration as the worker node including to the interactive node. 

The interactive node provides an entry point to the system for users to be able to manage their 
workload and is not a User Interface for Job submission. That allows the connection and access from 
the User Interface into the D-Grid reference installation site and to work with the grid applications and 
also to compile and test jobs using local libraries. This node is configured as a access point for the grid 
administrators and programmers. 

A unique feature of D-Grid infrastructure is that all functional aspects are covered not by just 
one single middleware, but several middleware stacks are available. For the Compute resource 
management, the current stack includes: Unicore [13], gLite [14], and Globus toolkit [15] grid 
middleware. Job submission frontends manage the users' tasks (jobs) entering from user interface and 
assign them to the cluster for execution. The user interface (UI) provides the protocols for 
communication. 

Storage resource management block consists of the Data management frontends that manage a 
potentially huge amount of storage space (in the magnitude of Petabytes) in grid environments. 
Additionally they may serve as recipient for data output from running jobs on linked clusters. In a 
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similar way to the job submission front ends this type of middleware can also include an own user 
interface to access and retrieve stored data with appropriate tools for interaction. Currently, the 
following Data management middleware are into the reference installation architecture: dCache
SE [16] and OGSA-DAI as an independent component from the Globus toolkit. 
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Fig. 2: D-Grid Reference installation Site Architecture 

The Configuration management is provided by the cfengine version 3 and, as it was shown 
into the Infrastructure section, this is the special part of the site architecture. Actually, the cfengine 
configuration agents are located into all the hosts into the system, but one host is using so-called 
"master". This master host is responsible for the sharing data for non-master agents and have a 
connection into the codebase Version control repository. 

The cfengine architecture internally supported that every agent can play a "master" role and 
the system can be configured for more than one "master". There are some additional benefits to use 
such a configuration system. One of such benefit can be an organization of the system administration 
work and separation tasks into two groups: system administrator tasks and system architect or service 
construction tasks. Both of them can be done by the same system administrator or (better) separated 
between two (groups). The tasks to create programming scripts can be done by the system 
administrators; the cfengine configuration scripts development can be done the system architect. 

Another benefit is the possibility to collect the host information in form of the host reports. 
This feature can be done by using the commercial version of the cfengine, or can be implemented only 
with the open source version from cfengine community with some additional development effort. This 
collection of information can be published and represent the ITIL idea of the Configuration 
Management DataBase (CMDB), precisely - semantic-based CMDB. 

86 



Technical Documentation 

The technical documentation is the end product of the reference installation. It is based on the 
Media Wiki [ 17] open source wiki engine and includes difference types of information, oriented to the 
community resource providers and their users. There are different types of the documents into the 
reference installation wiki. One type is the D-Grid user-oriented guidelines, which includes the 
valuable date concerning the certification, Virtual Organizations information, D-Grid access 
procedures, information concerning the gridmap file, and some others resources. 

Another type of the documentation is the manuals and includes the system administrator
oriented documents. Every manual document has a clear defined sectioned structure. The content 
separation into the "pure technical content", like bash scripts with comments; and "common sense 
content", which includes configuration notes, links to other content, common words, descriptions and 
so on for every manual's section. 

Every page in Wiki has own namespace, which helps to identify the content of this page. By 
using the Media Wiki Categories, the content is grouped into the Release documentation with the 
possibility to generate the pdf document, thus, constructing the Release manual, including all Release
related information into one file. 

Release cycle 

The reference system is build by using a release cycle, during six month each. New release 
starts with discussion, where all D-Grid resource providers are invited to contribute via e-mail. After 
the requirements are constrained, the beta release phase is initiated. While the required software 
packages are ready, they are installed during to the release phase (see Fig. 3.). 

Fig. 3: D-Grid Reference installation release cycle 

Throughout the whole process the system maintainer of the reference installation is 
moderating discussions or performing actions on hard- and software respectively. During discussion 
phase the D-Grid community is invited to consult the software and hardware components for the 
upcoming new release. The main conversation is based on exchange of e-mails via a dedicated mailing 
list; important statements are collected in the D-Grid reference installation's Wiki. 

After the discussion is closed, all suggestions are summarized in a wish list and submitted to 
the D-Grid Technical Advisory Board (TAB) [18]. The TAB members represent the D-Grid resource 
provider centers and make a decision which part of requirements will be in- or excluded. The reference 
system maintainer can request the TAB about the requirements changes during the beta release. 
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Beta phase workflow includes the software packages request from the Reference installation 
support-centers with the appropriate documentation to follow. Support Centers are coordinated by the 
D-Grid Support Coordination workgroup (SuKo) to provide better communication quality inside the 
community. Current list of Support Centers includes: 

• Research Center Jiilich (Unicore middleware); 
• Research Center Miinchen (Globus Toolkit middleware); 
• Karlsruhe Institute of Technology (gLite, dCache, ogsadai middleware). 

The beta-release phase includes the installation of the new version for the reference 
installation on a pre-production system and performing checks for conflicts between different 
components. This is done by the maintainer of the reference system with support by the appropriate 
middleware supporters. It is still possible to change the version for a software package in case of 
issues that turn out irresolvable otherwise. 

When release phase has started the beta-release installation is repeated on the reference 
system. From that point onward, versions and software changes are not possible anymore ( except for 
fixing critical bugs). After final migration tests and operability checks the technical documentation is 
published on the reference installation's Wiki and the D-Grid resource providers are demanded to 
update their systems. 

Proceeding 

In the scheduled time, release software packages with their technical documentation are 
received by the system maintainer and the installation into the development environment is started. 
The working procedure is the following: during the beta phase, the support team (or system 
maintainer) is written the descriptions for the appropriate software package. The reference installation 
system maintainer (or support team) create the bash scripts, based on the descriptions to automate the 
installation and configuration procedures. 

The package can be excluded from release if there is a serious problem to maintain it into the 
system. The results of the beta-phase are: 

a) bash scripts used to install and document the system are created; 
b) reference system is installed into the development environment. 

The bash scripts from beta-phase are the part of the technical documentation. There is the 
procedure which uses the Media Wiki API to copy this to the wiki-based technical documentation 
system. Such a procedure avoids the data duplication or some misunderstandings between installation 
procedure itself and their description. 

During the release phase, the system maintainer makes a migration from certification into the 
reference system. This can be done manually (by using written bash scripts during beta-phase) or 
automatically (for example by cfengine). The technical documentation is updated with some important 
data and published in the end of this phase with the option to generate one pdffile with release-related 
information. 

Summary 

The D-Grid reference installation is used for different purposes. The most important is to test 
new grid components (or their new versions) and detect if there are compatibility issues or 
inconsistencies. The technical documentation and related software repositories are available online and 
can be used to maintain the grid-site by using provided resources. Additionally the system can be used 
for reconstruction of errors in a well-defined environment. 

At the moment, more than 30 Virtual Organizations (VO) are supported by the reference 
installation. Any member of these VOs can access the system by using their user interface and check 
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out the setup. However, the main target group for the reference system consists of the software 
developers ofVOs and system administrators of the resource providers. 
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Introduction 

The modern trends in IT are directed to the integration of different kind of resources of the 
organizations including high-performance clusters and storages into joint global infrastructure with 
help of so called grid middleware. Such approach provides the access to more computational resources 
for users. It increases an efficiency of its utilization because of more uniform load and allows to 
improve a reliability of data storage by means of making a replicas on distributed storages. 

The resources of grid infrastructure are used by so call Virtual Organizations (VOs). Each VO 
has its own certain aims. Users have to belong to one ofVOs in order to access the grid resources. The 
membership in VO requires some formal procedures to be done as well as user's activities must 
correspond to VO aims. Often it can be inadvisable for users to perform all required steps to become 
VO member in order to carry out the ability to run his application in grid. 

Molecular dynamics method 

The molecular dynamics method (MD) was initially developed in theoretical physics and 
found the large extension in the material science as well as starting from 1970s years in study of 
biochemistry and biophysics of DNA and protein structure. The MD methods are playing the 
important role in the determination of the proteins structure and specification of its properties. The 
interactions between molecular objects can be described by a force field of classical molecular 
dynamics, quantum chemistry models or by a hybrid approach which include the elements of various 
theories (for example, quantum mechanics/molecular mechanics -QM/MM and etc.) [1-3]. 

The most popular packages for MD simulation are DL_pOLY, AMBER, CHARMM 
(commercial version of CHARMm), GROMACS, GROMOS and NAMD. These packages are the 
programs for multipurpose use designed for wide range of problems from elementary and binary 
system to complex macromolecular and biological proteins molecules. 

The efficient utilization of most of these packages requires a modern powerful computational 
resources with parallel job submission support. MD calculations with use and optimization of 
DL_POLY application were successfully performed on the JlNR Central Information and Computer 
Complex - CICC (the results can be found at [4]). As a rule the examination of complex molecular 
systems ( one of it is shown at Fig. 1) requires large computational resources what can be a problem for 
single organization to provide them. One of the possible solution for insufficient resources problem is 
to use grid resources. 
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Running DL_POLY in grid 

The exploration of the possibility to run DL_pOL Y* application in grid was initially done on 
training, probing and testing grid infrastructure in the Laboratory of Infonnation Technologies [5]. 
One of the purpose of that infrastructure is to provide for users and developers the possibility to 
explore and debug different applications in grid environment. All fonnal procedures such as the users 
registration on User Interface and in VO, the issue of the user certificates are reduced to minimum. 

Fig. I. Membrane with two changes, 202 and 2746 molecules of solution and solvents, 
respectively 

During that phase the file with job description serving like a source of such parameters as the 
name of the executable file, the number of worker nodes, MPI type, input data location etc in order to 
run job on the cluster as well as intennediate scripts (they invoke the compilation of application, the 
extraction of input data files, setting environment variables) were written and debugged. 

The result of that stage was a successful run DL_pOLY package in grid environment (two 
MPI implementations were tested: MPICH2 and OpenMPI. 

* DL_POL Y is a general purpose serial and parallel molecular dynamics simulation package developed at 
Daresbury Laboratory by W. Smith, T.R. Forester and I.T. Todorov. 
(http://www.cse.scitech.ac.uk/ccg/software/DL_POL YI) 
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The next step was to create dedicated VO for molecular dynamical simulation tasks and 
arrange some resources in one of the global production grid infrastructures. The most corresponding 
one was the national nanotechnology network - GridNNN*. The VO moldyn (short from molecular 
dynamics) was created. DL_POLY was successfully run on the parallel cluster of the GridNNN 
resource center (RC)- Russian Research Center "Kurchatov Institute".There is an ongoing process in 
signing Service-level agreements (SLA) with few others RCs ofGridNNN infrastructure. 

Conclusion 

One of the package for MD simulation - DL_pOLY was successfully adopted to run in grid 
environment (initially it was done on the probing grid-infrastructure and after that on the production 
one - GridNNN). The gained experience allows to state that spent efforts for porting and running 
application in grid is incomparable with the time and quality results advantage what are provided by 
the use of such modem IT approaches as grid technologies. 
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1. Introduction 

Now growing number of the academic institutes all over the world create own repositories, 
accumulating and arranging them in the form of Open Access (OA) for the world community. What 
caused the Open Access movement? There were two faced problems. The first part is the affordability 
problem; subscription fees have by far outgrown inflation rate the previous two decades. The second 
part of the crisis consists of the accessibility problem; subscriptions are bundled in databases 
controlled by large commercial agencies, like Elsevier and others. These gives very restrictive access 
to who can access the database and when. Transition to OA to the scientific literature is defined by 
Open Access Initiative (OAI) principles: digital access, free for any user, decrease in restrictions on 
license access and copyrights [I]. These basic principles of OA are declared in the documents of 
Budapest Declaration Open Access Initiative and Berlin Declaration on Open Access to Knowledge in 
the Sciences and Humanities. 

In this paper we trace the development of OA repositories starting from OA archive 
'arXiv.org' to OAI-compliant or Digital Libraries (DL) and implementation of DL into GRID 
infrastructure. As example of DL, the OAI-compliant repository of Joint Institute for Nuclear 
Research is described. Furthermore, trends of development of OA repositories into the Open 
Information Space and Open Science are discussed. 

2. Evolution of OA archives - OAI-compliant repositories 

Open Access to Scientific Research - a way to make scientific results available to all scientific 
community by the Internet, so that any person can get access to product from any place and at any 
time at an own choice. OA does not cancel the copyright and does not contradict it. The personal non
property author rights are not alienated and remain with him irrespective of a publication way. The 
benefits of Open Access: 
Scientists and Researchers: 

• expansion readership and increasing readability; 
• increasing publication citation; 
• scientific impact; 
• grouth of the author popularity and fastening of a scientific priority. 

Organization: 
• management of their digital resources; 
• increase of the scientific prestige. 

Society: 
• return on investment in research; 
• removing barriers to information sharing; 
• creation of additional information services for different users categories. 

. OA is realized by two ways: publication in open access journals; depositing documents into 
· public scientific archives. The first OA archive (which saw daylight in 1991) is arXiv subject 

repository. Originally arXiv contained high energy physics (HEP) related e-prints merely, but 
now the repository has grown to become the reference repository for several other fields, 
amongst the major ones mathematics and computer science. Today the repository carries more 
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than 530 000 e-prints. Their usage statistics shows a steady rise in monthly submissions since 
its birth, the number now being more than 5000 monthly submission. It is mostly a plain 
repository, which has got little emphasis on sophisticated search mechanisms or offerings of 
bibliographic information. Next step is build up of CAI-compliant repositories (institutional and 
subject). CAI-compliant means that the article metadata (the title, authors, keywords etc) are created 
in the format laid down by the Open Archives Initiative Protocol for Metadata Harvesting (OAI
PMH). Search engines can then harvest the metadata from all archives making their metadata visible 
in this form, and present it to users in an appropriate way. In comparison with the QA archives, like 
arXiv.org, OA repositories hold the functionalities of Digital Libraries (DL): library management 
services such as a user-friendly interface, powerful search functions and collaborative features. 
However, many efforts in development DLs using several conception of what a Digital Library is, 
produced very many heterogeneous entities and systems, thus rendering the interoperability, reuse, 
sharing, and cooperative development of digital libraries extremely difficult. Recently authors of the 
paper [2] offered a new vision of this conception by presenting it as populated by three different 
"systems" and by carefully establishing the roles of these constituent "systems" and the relationships 
among them. The three systems are the Digital Library (DL), the Digital Library System (DLS), and 
the Digital Library Management System (DLMS), as depicted in Fig. 1. In particular, the DL is the 
abstract system as perceived by end-users, the DLS emerges as the software system providing all the 
functionality that is required by a particular DL, while the DLMS is the software system that provides 
the infrastructure for producing and administering a DLS and integrates additional software offering 
extra functionality. 

In the next section, as example of CAI-compliant repository implementing functionality of 
DL, the repository of Joint Institute for Nuclear Research, JDS, is described. 
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Building the institutional repository has as its objects to make accessible the scientific and 
technical results of JINR researchers for the international scientific community, to increase the 
efficiency of using information resources of JINR Publishing Department and Scientific and 
Technology Library, to increase the level of informational support of JINR employees by granting an 

. access to other scientific OA archives and to estimate the efficiency of scientific activity of JINR em
ployees. To realize these goals the JINR CAI-compliant repository, JINR Document 
Server (JDS) [3, 4], is being built. JDS is implemented as an institutional repository, the content of 
which will be composed of the following objects: 
1. The technological and scientific-related documents of the following types: 
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• Publications issued in co-authorship with JINR researchers; 
• Archive documents that describe all the essential stages of the JINR research activity; 

2. Documents providing informational support for scientific and technological research performed in 
JINR. 

The main JDS goals are: 
• To make accessible the scientific and research results of JINR employees for the international 
scientific community; 
• To increase the efficiency of the using of JINR Publishing Department and Science and Technology 
Library informational resources; 
• To increase the informational support level of JINR employees by granting an access to other 
scientific OA archives; 
• To estimate the efficiency of scientific activity of JINR employees. 
The JDS requirements to DLS and DLSM are: 
• Possibility to harvest and upload documents from other archives; 
• Subject classification; 
■ Wide set of management services for authors and users; 
• Web-interface; 
• Access rights differentiation; 
• Integration with the international catalogues, registers; 
• Integration with JINR internal information resources; 
• Multilingual interface support; 
• Metadata support; 
• Possibility of any format files loading; 
• Possibility of the open reviewing and discussion for the all interested users even before article 
acceptance in reviewed journal; 
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On the market there are many systems designed to create and manage DLs, both commercial 
and free: EPrints, DSpace, Bepress, OPUS, CDS Invenio, etc. According to statistics given by the 
Registry of Open Access Repositories (ROAR) a leadership in this area take two free packages EPrints 
and DSpace. The analysis, performed by authors, showed that the studied systems almost are equal to 
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the opportunities provided by, and fully satisfy the criteria put forward above. International status of 
JINR, close cooperation between JINR and CERN, have defined a choice in favor of CDS Invenio. 
CDS Invenio, the integrated digital library system, including both DLS and DLSM, is a suite of 
applications which provides the framework and tools for building and managing an autonomous 
digital library server [5]. The software is readily available to anyone, as it is a free software, licensed 
under the GNU General Public License (GPL). The technology offered by the software covers all 
aspects of digital library management (Fig. 2). It complies with the Open Archives Initiative metadata 
harvesting protocol (OAI-PMH) and uses MARC21 as its underlying bibliographic standard. Its 
flexibility and performance make it a comprehensive solution for the management of document 
repositories of moderate to large size. 

4. Integration of Digital Libraries with GRID technology 

The way in which what is commonly named "Digital Libraries", DLs, is perceived has 
evolved a lot over the last 15 years. This is also true for the expectations on DLs. DLs are now moving 
far beyond any connotation of the term "library" and are rapidly evolving to become general systems 
dedicated to cover the whole spectrum of the knowledge management task. DLs are now envisioned as 
systems that are at the centre of any intellectual activity and have no logical, conceptual, physical, 
temporal, or personal barriers on information. In particular, they are shifting from content-centric 
systems in charge of simply organizing and providing access to particular collections of data to 
person-centric systems aiming at providing facilities for communication, collaboration and any kind 
of interaction among scientists, researchers, and the general audience interested in topics of pertinence 
to the knowledge the DL has been set up for [6]. 

This vision poses new requirements on DL systems. They must deal with many forms of data 
ranging from digital counterparts of traditional documents, such as PDF files, to complex and 
multimedia objects combining text, images, audio and/or videos, sensor data, structured and semi
structured data residing in various kinds of information sources. They must act as an integrated 
working environment providing a seamless and personalized access to a variety of information sources 
as well as to all the facilities and instruments deemed as relevant for fulfilling the user requirements. 
These facilities may range from "standard" Digital Library facilities, like search and browse, to co
operative working tools and community specific services that require high computing and storage 
capabilities. The new DL systems must also be able to easily adapt themselves to the evolving user 
requirements both in terms of the data the user has access to and the processes the user is entitled to 
perform, i.e., they must be able to appropriately combine data and services in user specific processes. 

Through the handling of variety of information sources digital libraries have the potential to 
revolutionize the way in which joint research is conducted. In order to make this possible, digital 
library systems based on new technologies must be introduced. Research work today is often a 
collaborative effort carried out by groups of individuals belonging to different organizations remotely 
spread worldwide. Motivated by a common goal and funding opportunities, these groups dynamically 
aggregate into virtual organizations (VOs) that share their resources e.g. knowledge, experimental 
results, instruments, etc., for the duration of their collaboration, creating a rich and powerful research 
environment. Now it is necessary to create an advanced knowledge infrastructure that will serve the 
needs of dynamic virtual organizations. This infrastructure will allow members of VOs to access 
shared knowledge, services and computational resources in a secure, coordinated, and cost-effective 
way. It can be realized by integrating Grid and Digital Library (DL) technologies. The merging of 
these two different technologies will result in an innovative level of functionality providing the 
foundations for next generation collaboration environments able to serve many different research and 
industrial applications. 

In particular, the Grid framework will provide the context for implementing the notion of 
virtual digital libraries (VDLs), i.e. transient, on-demand DLs based on shared computational, 
multimedia and resources, both content and applications resources. This combined technology will 
maintain a network of existing resources on the Grid. A virtual organization will be enabled to 
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dynamically create and modify its own DL by specifying a number of requirements on the information 
space ( e.g. publishing institutions, content domain, document type, level of replication) and on the 
services (e.g. service type, configuration, lifetime, availability, response time). A reliable and secure 
virtual DL that satisfies the given requirements will be transparently instantiated and made accessible 
to authorized users through a portal. Many virtual DLs, serving different user communities, will be 
active on the same shared Grid resources at the same time. The composition of a DL will be dynamic 
since it will depend on the currently available and registered DL resources and on many other quality 
parameters such as usage workload, connectivity, etc. This development model will make it possible 
to avoid heavy investments, long delays and radical changes in the organizations setting up these 
applications, thus fostering a broader use of DLs as means for communication and collaboration. 
Integration of DLs with GRID will exploit the results of the EGEE (Enabling Grids for E-science in 
Europe (http://public.eu-egee.org/} project, which will deliver a Grid production infrastructure shared 
by a very large number of European organizations. This is one of aims DILIGENT project 
(http://www.diligentproject.org). DILIGENT will enrich this infrastructure with the necessary features 
for creating and handling an open and 'on-the-fly' modifiable set of services as required by the DL 
application framework. Further evolution of Virtual Digital Libraries are Virtual Research 
Environments . These environments provide scientists with collaborative and customized environments 
supporting results production and exchange around the globe in cost-efficient manner. This program is 
continuation of DILIGENT and is realized by projects D4Science and D4ScienceII. 
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The analysis and visualization of the LHC data is a good example of human interaction with 
petabytes of inhomogeneous data. A proposal is presented, addressing both,physics analysis and 
information technology, to develop a novel distributed analysis infrastructure which is scalable to 
allow real time random access to and interaction with peta-bytes of data. The proposed 'hardware 
basis is a network of intelligent "CSR"-units, which combine Computing, data Storage and Routing 
functionalities. At the software level the project would develop efficient protocols for broadcasting 
information, data distribution and information collection upon such a network, together with a 
middleware layer for data processing, client applications for data visualization and an interface for 
the management of the system. 

1 Introduction 

During the construction of the CERN Large Hadron Collider (LHC) [l] it was realized that the 
analysis of the data produced by the LHC e~periments requires a computing infrastructure which goes 
far beyond the capabilities of a single computing center, and which since then has been built up in the 
framework of the Worldwide LHC Computing Grid [3, 4]. 

Despite the fact that many new concepts regarding data distribution and sharing of computing 
load have been implemented, the computing models for the analysis of the LHC data are still very 
close to the approach by earlier generation particle physics experiments. They focus on filtering the 
huge initial data sets to small samples which are relevant for particular physics question, which then 
are handled locally by the physicist doing the analysis (see e.g. [5]). 

While making efficient use of limited resources, this scheme has some obvious shortcomings. 
• At a given time direct access is possible to only a small fraction of the total event sample. 

This reduced sample also has to serve to define and check the selection criteria for the 
selection jobs. As a consequence the selection may be biased or inefficient. 

• The time constant for full access to the data is given by the frequency of the selection runs 
which go through the complete data set. Programming errors or missed deadlines for code 
submission can easily result in months of delay for the affected analyses. 

• High statistics measurements, i.e. analysis which use information from more than a small 
fraction of all events, are not feasible. The same holds for finding exceptional rare events 
which are not caught by selection criteria based on prior expectations. 

What is needed is a framework which allows random access on petabyte-size datasets. It 
should have a scalable architecture which allows to go to real time information retrieval from the 
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entire data set. The initial use case of this infrastructure will be faster and more efficient access to the 
data. Beyond that, however, also novel ways of interacting with the data and new ways of data 
visualization will evolve. 

2 Requirements 

In particle physics the basic units which make up a data set are so-called "events". At the LHC 
this is the information recorded from a single bunch crossing of the two proton beams. At LHCb [2], 
for example, with a typical size of 50 kB per event and 2 x 1010 events recorded per year, the annual 
data volume amounts to 0(1) PB. The analysis of the data is conceptually simple in the sense that all 
events are equivalent, i.e. at the event-level it parallelizes trivially. Also the information content of a 
single event has a relatively simple structure, consisting of lists of instances of a few basic elements 
such as "tracks", "calorimeter clusters" or "vertices" which contain the measured information about the 
final state particles created in a high energy collision. Different events will differ in the number of 
those objects and the relations between them. 

The basic mode of data analysis in particle physics is characterized by two steps. In the first 
step the data set is scrutinized for events containing a specific signature. Events with this signature 
then are analyzed in detail, either by extracting some characteristic information or by iterating the 
selection process with additional criteria. 

It is evident that depending on the selection criteria the size of the event sample used in a 
specific analysis can vary by many orders of magnitude. On the other hand, the maximum 
communication bandwidth available to return information back to the user will essentially by fixed, 
i.e. the interaction between user and the full data set must be such that the network traffic stays below 
a certain limit. 

The quantities of interest in a typical particle physics analysis are probabilities or probability 
density functions for a certain process or configuration to occur. Numerical estimates are obtained by 
means of histograms, i.e. simple counters for how often a certain condition is observed. The analysis 
framework thus must be able to handle this kind of cumulative information, which even for very large 
event samples reduces to a limited set of numbers. 

In addition to cumulative information from many or even all events, the system must be able 
to transmit some or all information from a few selected events. This is of particular relevance for very 
rare types for final states, such as for example events with a candidate Higgs decay or other exotic 
processes and which require an in depth analysis of single events. 

Node 1 

~-~, 
d ta set A 

I \ 
I 

\ I 

~-~/ 

Node2 

I~ data set A 
/ \ 

data set B 

Fig. 1: Simple of example of redundant data storage on two nodes. If both nodes are present, the 
analysis starts in parallel on different subsets. Node 1 will start on data set A, node 2 will start 
with B. If one node is unavailable, either because it's down or busy with another task, then the 

other node will process the entire data set 
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The combination of the two access modes becomes particularly relevant in the context of 
interactive searches for special event types starting from the full data set. Here powerful visualization 
tools and user interfaces are required, which provide an intuitive representation of the properties of the 
event set, together with the possibility of interactive select-and-zoom schemes to focus on certain 
candidates. 

3 Design Aspects 

The requirements outlined above suggest a design similar to that of a biological brain: a dense 
network of many "simple" nodes combining data storage, processing and the routing of information 
flow. For the use case of particle physics, each node would store a small fraction of the total event 
sample, have the possibility to run an analysis task on those events and route information back to the 
user having submitted the analysis query. In the following these nodes will be referred to as 
Computing-Storage-Routing (CSR) units, which at the hardware level are standard commodity CPUs. 
With an appropriate middleware-layer a network of such CSR-units will then constitute a RA VEN 
system. 

One important aspect of RA VEN is redundant and encrypted data storage. While encryption 
should simply ensure the confidentiality of the data also in case that public computing resources are 
used, redundant storage assures that the entire data set can still be processed even if some nodes 
becomes unavailable. A simple sketch how duplication of data between two nodes can serve these 
purposes is shown in Fig. 1. 

For a particular analysis or visualization task, instructions would be broadcast to all CPUs. 
These instructions will then be executed on the local event samples, and the information retrieved 
from those events routed back to the user. 

As discussed before, with respect to the information that is returned one has to distinguish 
between cumulative data, and per-event data. Since all data have to go back to a single node, per-event 
data should either be of only limited volume per event or should be transmitted for only a subset of all 
events. Cumulative data on the other hand, such as histograms, flowing back through the network can 
be accumulated on-the-fly such that the total amount of information transmitted over the network stays 
comparatively small, even for very large event samples. Figure 2 illustrates the case. 

analysis network 

user 
Fig. 2: Sketch of a RA VEN network. Histogram data, for example, produced by the analysis jobs on the 

different CSR-units are routed back to the node connected to the user, and updated on-the-fly on the way 
back. The links show which nodes are aware of their neighbors, i.e. the network topology routing and 

data distribution have to deal with 
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4 Implementation Aspects 

A central feature of the design of a RA VEN system is its scalability, which almost 
automatically comes from the fact the different events are independent and thus can be spread over as 
many CSR-units as are available. Scalability allows to develop RA VEN on a small test system and 
later expand the working system to the size required for a particular application, possibly also taking 
advantage of cloud-computing infrastructures. 

A particular implementation dealing with I PB of data spread over I 04 CSR-units would cor
respond to I 00 GB per node. Assuming a processing speed of I 00 MB/s, which seems possible today, 
the data set could be processed within a quarter of an hour. A test system should typically have one 
percent of the capacity of the I PB system. 

One problem that has to be addressed for RA VEN is the creation of ad-hoc routing and com
munication topologies for a given analysis query, which is used both to distribute the query to all 
nodes and to collect the results of the analysis. Here one challenge also arises from the fact that 
arbitrary next-neighbor topologies must be allowed. Furthermore, since many analyses will only 
access subsets of the full data set, the system should be able to process multiple queries 
simultaneously. 

Another issue is the distribution of data, analysis code and actual query of a specific analysis. 
The biggest challenge is the distribution of the full data set. Here different data items have to go to 
different nodes, which in view of the total data volume that has to be distributed is a highly non-trivial 
task. The data distribution scheme also should take care of the redundant storage scheme. Finally it 
would be desirable that a RA VEN system automatically detects new CSR-units joining the system and 
migrates part of the data to the new resources. 

While the distribution of the full data set will happen only rarely, updates of the analysis code 
will be more frequent, though still rare compared to analysis queries. The latter two can be distributed 
via a broadcast mechanism. The splitting into analysis code and query is motivated by the goal to 
minimize the network traffic. Instead of distributing the full analysis code, which for a typical LHC 
experiments amounts to 0(1) GB, with each query, a middleware approach is foreseen. Here the (in 
general machine dependent) analysis code forms a software layer on top of the operating system, 
which provides a machine independent high level language to perform the actual physics analysis. 

While the mapping of the classical analysis models based on histograms or n-tuples on a 
RA VEN infrastructure is relatively straightforward, the system calls for novel approaches to exploit its 
real-time capabilities in new visualization tools for the interaction of a human being with petabytes of 
data. A simple example would be an interactive interface on a parallel-coordinates [6] presentation of 
multivariate event data, which allows to select outlier events. 

The performance of the system can be optimized by making sure that events falling into the 
same class with respect to a specific selection are distributed as evenly as possible. An analysis query 
addressing only that subset then will harness a large number of CPU simultaneously and finish with 
minimal time. Providing analysis jobs with the possibility to tag events as belonging to a certain class, 
one could also envisage a system which is able to automatically migrate data between nodes in order 
to minimize access times. 

Another level of optimization would be to store event related information which is created by 
a specific analysis for further use. Information that should be kept in a persistent store can either be 
specified by the user, or selected automatically, e.g. storing by default all information that is 
determined with computational cost above a certain threshold. 

In addition to the actual functionality of a RA VEN-system a management interface is required 
to monitor the performance of the system like load balancing, resource usage and network traffic, and 
which allows to add or remove nodes from the system. 

5 Prior Work 

Realization of the RA VEN project will benefit greatly from already existing knowledge in net-
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working, middleware design, distributed data storage and computing. Projects which are in principle 
interesting from the point of view of RA VEN are for example BitTorrent [7, 7] for broadcasting 
information over a network, the Apache Hadoop [9] project addressing scalable, distributed 
computing, the BOINC [10, 11] framework for volunteer computing and grid computing, or the 
xrootd [12, 13] server for low latency high bandwidth data access in the root [14, 15] framework, 
which defines the de-facto standard for data analysis in particle physics. Additional input could come 
from the Grid-middleware developers e.g. gLite [16, 17] or the Linux community [18]. 

6 Summary 

A proposal has been presented which targets the problem of high performance parallel 
analysis of the LHC data. The architecture of such a RA VEN system ensures full scalability with 
random access to the entire data set. Further key features of the system are redundant storage, on-the
fly accumulation of results and a rigorous middleware-approach to the data analysis plus the 
development of new tools for visualization and interaction with massive data set. 
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1. Introduction 

Russia and Dubna Member States (RDMS) CMS collaboration [I], founded in the year 1994 
and now involving more than twenty institutes from Russia and the Joint Institute for Nuclear 
Research (JINR) member states, take an active part in the CMS (Compact Muon Solenoid) 
collaboration [2] at the Large Hadron Collider (LHC) [3] at CERN [4]. RDMS CMS scientists, 
engineers and technicians were actively participating in design, construction and commissioning of all 
CMS sub-detectors in forward regions. The RDMS CMS physics program has been adopted taking 
into account an essential role of these sub-detectors for the corresponding physical channels. RDMS 
scientists made a large contribution for preparation of study QCD, Electroweak, Exotics, Heavy Ion 
and other physics at CMS. An overview of the RDMS CMS physics tasks and RDMS CMS computing 
activities are presented in [5-10]. RDMS CMS computing support should satisfy the LHC data 
processing and analysis requirements at the running phase of the CMS experiment [ 11]. 

2. Current Status of RDMS CMS Activities 

During the last few years, a proper grid-infrastructure for CMS tasks has been created at the 
RDMS CMS institutes, in particular, at the Institute for High Energy Physics (IHEP), Protvino, Joint 
Institute for Nuclear Research (JINR), Dubna, Institute for Theoretical and Experimental Physics 
(ITEP), Moscow, Institute for Nuclear Research (INR) of the Russian Academy of Sciences (RAS), 
Moscow, Skobetsyn Institute for Nuclear Physics (SINP), Moscow, Petersburg Nuclear Physics 
Institute (PNPI) of RAS, St. Petersburg, P.N. Lebedev Physical Institute (LPI), Moscow and National 
Scientific Center, Kharkov Institute of Physics and Technology, Kharkov, Ukraine (NSC KIPT). 
Within the CMS global grid-infrastructure these RDMS CMS sites operate as CMS centers of Tier 2 
level with the following names: T2_RU_IHEP, T2_RU_JINR, T2_RU_ITEP, T2_RU_INR, 
T2_RU_SINP, T2_RU_PNPI, T2_UA_KIPT. The very solution that CERN will serve as a Tl center 
for RDMS serves as a strong basement to provide the RDMS CMS computing model 
requirements.The RDMS CMS computing model should provide a valuable participation of RDMS 
physicists in processing and analysis of CMS data. At the running phase of the experiment, the CMS 
basic requirements to the CMS Tier2 grid-sites for the physics group hosting are: 

• persons responsible for site operation at each CMS T2 site; 
• site visibility in the WLCG global grid-infrastructure (BDII); 

availability ofCMSSW actual version; 
• satisfactory execution of regular file transfer tests; 
• certified links with CMS Tl- and T2 grid-sites; 
• regular CMS Job Robot (JR) testing; 

1 These activities are partially supported by a grant of the Russian Foundation for Basic Research (RFBR) and 
the Ukrainian Academy of Science (10-07-90400-Ukr) 
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• disk space of 150-200 TB for: central space (~30 TB), analysis space(~ 60-90 TB), Monte 
Carlo space(~ 20 TB), local space(~ 30-60 TB) and local CMS users space (~l TB per user); 

• CPU resources~ 3KSI2K per 1 TB disk space, 2GB memory per job. 
During 2008-2009 the RDMS CMS took part in CMS computing testing, cosmic run data 

processing and analysis, large MC samples production. An example of the successful participation in 
the STEP'09 (Scale Testing for the Experimental Program in 2009) activities in June, 2009 is given on 
Fig. 1. 

■ TJ_Al.l_SINP 
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Fig. 1: Transfer rates (up to 100 MB/s) at the SINP T2-site during STEP'09 

The network links testing and also the massive CMS jobs submission gave a possibility to 
detect and avoid bottle-necks in the RDMS CMS grid-sites configuration. For example, at the JINR 
site, it leads to a necessity to reorganize the internal network and Storage Element configurations. As a 
result of the creation of the dedicated sub-network for disk pools, computing farm and a number of 
NFS-servers, it became possible to increase significantly the efficiency of CMS jobs execution at the 
JINR grid-site. Finally these works on the reconfiguration have increased the JINR grid-site efficiency 
on the whole. · 

Starting in the 2008 year, the RDMS Tier2 is associated with the CMS Exotics Physics 
Analysis Group and the CMS Muon Physics Object Group (both groups are hosted at the JINR site), 
the CMS Heavy Ion Physics Analysis Group (hosted at the MSU site) and the JetMet/HCAL Physics 
Object Group (hosted at the ITEP). Special tests show that the RDMS Tier2 satisfies all the 
requirements for such a hosting, including the additional requirements for certification of data transfer 
links between RDMS sites and other Tier-2 centers associated also with the same CMS Physics 
Groups. In general, RDMS CPU resources are sufficient for the analysis of first data expected after the 
LHC start and for simulation. 

In October 2009, a special global test of the CMS Computing and Data model ("October 
Exercise") was performed. All stages of data processing and physics analysis spreading at the Tier-
0/Tier- l /Tier-2 were stressed. The goals were check-up of the CMS readiness for the first data taking 
and analysis at the end of 2009. The RDMS took part in the test within two Physics Groups (Exotica 
and Muon) associated with JINR sites. During the exercise accessibility and stability of data transfer 
links, disk resources, job slots, core and CMS software were tested again and again. To check up the 
reconstruction and analysis procedures, about 80 TB both MC data (RECO and AOD) and cosmic test 
data (RAW) were transferred. The final step was on-line processing of transferred data by RDMS 
physicists and publication of obtained results in the CMS Discovery Data Base. 
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The ROMS Computing infrastructure was tested in the first LHC collisions on 0.9 TeV and 
2.36 TeV in 2009. In 2010, the ROMS Tier-2's sites provide all the required facilities to perform data 
processing and analysis within 24-houres during 7 TeV CMS Run. 

In 2010, CMS T2 sites (computing centers) were considered in the context of the CMS 
computing requirements as "ready" for the running phase of the experiment in the case of: 

• site visibility and CMS virtual organization (VO) support; 
• availability of disk and CPU resources; 
• daily SAM tests availability > 80%; 
• daily JR efficiency> 80%; 
• commissioned links TO Tier- I sites ~ 2; 
• commissioned links FROM Tier-I sites~ 4. 

Readiness of the ROMS CMS sites (by August, 2010) is shown on Fig. 2. 
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Fig. 2: A state of the ROMS CMS sites readiness by August, 2010 (for a current situation see 
http://lhcweb.pic.es/cms/SiteReadinessReports/SiteReadinessReport. htm) 

In total about 112 TB were transferred to the ROMS Tier-2's in the period of LHC operation 
phase starting on March 30th to August, 2010 (Fig. 3). A maximum transfer rate to RDMS Tier-2 
was - 58.57 MB/s, an average one - 12 MB/s (Fig. 4). 
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Fig. 3: The cumulative transfer volume for the RDMS T2-sites during the LHC operations in 2010 
(from March to August, 2010) 
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Fig. 4: Transfer rates (up to 59 MB/s) at the RDMS TI-sites during the LHC operations in 2010 (from 
March to August, 2010) 

The RDMS CMS T2 sites are actively used by the CMS collaboration: 1,837,392 jobs of the 
virtual organization CMS were submitted to the RDMS CMS T2 sites from September 2008 to 
December 2009 and for the same period of 2009-2010 - 2,685,718 jobs. The RDMS sites were 
involved intensively in data processing and analysis. The Fig.5 shows that since the LHC 7 TeV start
up 24 % of CPU time was spent on CMS tasks to operate with 29 % of all Russia Tier-2 jobs. 
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Normalised CPU time (Spectlnt2000•hour = 1000) per 
VO 

Fig.5: The normalized CPU time (lefit) and the total number of jobs (right) per virtual organization 
during the LHC operations in 20 IO (from March to August, 2010) 

Now, in the context of the CMS computing requirements for the running phase of the 
experiment, the RDMS CMS grid-sites provide: 

• the computing and data storage resources in a full volume; 
• centralized installation of actual versions of CMS specialized software (CMSSW); 
• VOBOX grid-services for CMS with Phedex server installed to provide data transfers between 

the CMS grid-sites with the usage of the FTS grid-service; 
• SQUID proxy-servers for the CMS conditions DB access; 
• certification of network links at the proper data transfer rates between JINR and CMS Tier! 

and Tier2 centers; 
• daily massive submission of CMS typical jobs by the CMS Job Robot system; 
• CMS data replication to the JINR data storage system in the accordance with RDMS CMS 

physicists' requests; 
• participation in the CMS Monte-Carlo physical events mass production in accordance with the 

RDMS CMS physicists' scientific program. 
A group of RDMS CMS specialists takes an active part in the CMS Dashboard development 

(grid monitoring system for the CMS experiments) (/http://dashboard.cern.ch/cms) [12) 
The JINR CMS Remote Operation Center (ROC) was founded in 2009 to provide 

participation in CMS operations of a large number of RDMS CMS collaborating scientists and 
engineers; the dedicated CMS remote worldwide-distributed centers (ROC) were built in different 
scientific organization [13). The JINR CMS ROC has been designed as a part of the JINR CMS Tier 2 
center and provides the following functions: 

• monitoring of CMS detector systems; 
• data monitoring and express analysis; 
• shift operations; 
• communications of the JINR shifters with personal at the CMS Control Room (SX5) and 

CMS Meyrin centre; 
• communications between JINR experts and CMS shifters; 
• coordination of data processing and data management; 
• training and information . 

In 2010, the CMS ROC was founded and certified at the SINP MSU to provide similar functions 
for CMS participants in Moscow. 
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RDMS CMS physicists work within the WLCG environment, and now we are having about 
30 members of CMS Virtual Organization (VO). To help them work in the WLCG environment, a 
number of training courses for CMS users have been organized [14]. 

3. Summary 

The RDMS CMS computing centers have been integrated into the WLCG global grid
infrastructure providing a proper functionality of grid services for CMS. During 2008-2010 a 
significant modernization of the RDMS CMS grid-sites has been accomplished. As a result, the 
computing performance and reliability have been increased. In frames of the WLCG global 
infrastructure the resources of the both computing centers are successfully used in a practical work of 
the CMS virtual organization. A regular testing of the RDMS CMS computing centers functionality as 
grid-sites is provided. 

All the necessary conditions for the CMS data distributed processing and analysis have been 
provided at the RDMS CMS computing centers (grid-sites). It makes possible for RDMS CMS 
physicists to take a full-fledged part in the CMS experiment at its running phase. 
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THE JINR CMS REGIONAL OPERATION CENTER 

A. 0. Golunov, N. V. Gorbunov, V. V. Korenkov, 
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Joint Institute for Nuclear Research, Dubna, Russia 

The dedicated remote center of CMS Experiment at the LHC was founded in JINR (Dubna). The 
main mission of the center is operational and efficient monitoring of the CMS detector systems, its 
working efficiency including the measurements of performance parameters during the prompt data 
analysis, monitoring of data acquisition and quality data. 

For the Compact Muon Solenoid experiment (CMS) [I] at the LHC the remote operations 
plays an important role in detector operations, monitoring and prompt data analysis. To provide 
participation in CMS operations of large number of collaborating scientists and engineers the 
dedicated CMS remote worldwide-distributed centers (ROC) were built in different scientific 
organization (Fig. I). 
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Fig. I: Locations of operating or planned CMS Centres Worldwide 

The purpose of the worldwide centers is to help specialists working on CMS contribute 
remotely their expertise to commissioning and operations at CERN [2]. 

One of these centers was founded in Joint Institute for Nuclear Research (JINR). This center 
is located in Laboratory of High Energy Physics of JINR (LHEP). JINR ROC is focused on 
operations and monitoring of inner endcap detectors, where collaboration of Russia and Dubna Member 
States Institutions (RDMS) bears a full responsibility on Endcap Hadron Calorimeters (HE) [3] and 
First Forward Muon Stations (MEI/I) [4]. It should provide effective facilities to support activities 
which are associated both with the main CMS Center on the CERN main site in Meyrin and in part 
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with the CMS Control Room at the LHC interaction point 5 in Cessy. The JINR ROC has following 
main primary functions: 

1. Monitoring of the detector systems including data acquisition (DAQ) system, detector control 
system (DCS), i.e. slow control system for both high voltage and low voltage systems, 
temperature monitoring etc, and data quality monitoring (DQM). 

2. On-the-fly Data Analysis Operations, in particular detector performance measurements, 
display events, Calibrations of sub-detector systems, etc. 

3. Effective participation in remote shifts as well as prompt access to experts to experimental 
information. Communication of shifter with system experts during data taking and CMS 
systems operations. 

4. Offline Computing Operations for coordinating the processing, storage and distribution of real 
CMS data, MC data, their transfers at RDMS Tier- I and JINR Tier-2. 

5. Training and outreach 
The important point is to have secure access to information that is available in control rooms 

and operations centers at CERN. 
The JINR ROC consists of the file and graphic server, monitoring and analysis system, user 

workstations, video-conferencing system. The scheme of JINR ROC is given Fig.2. The main ROC 
room is shown on the left with the server and three monitoring workstations while the right plot 
depicts user workstations (a total of nine stations) which are located outside the main room. The 
conference system includes a screen, a projector and high-quality Tandberg SSOMXP video
conferencing system. 
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Fig.2: The scheme of the JINR Remote Operations Center 

The monitoring system of JINR ROC includes the SLC Linux graphic and file server, two 40' 
LCD screens (information displays) mounted on the wall and connected to the server and three 
monitoring workstations (working places) (Fig.3). 

The server is used for express-analysis, storage of files with monitoring information and results 
of data analysis. The server is based on Dual Xeon 2.53fru: processor, 16GB RAM, and 6TB HDD 
with 2 gigabit Ethernet cards and 9600GT dual-head video card. 
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Fig.3: The JINR Remote Operations Center 

One of information displays shows the LHC page I [5] with information on the LHC beam 
status (fig. 4). The second screen maps the CMS data taking including the DAQ system (fig.5), DCS, 
and event displays [6]. 
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Fig.4: The LHC Page 1 (LHC Beam Status) 
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Fig.5: The CMS Page I (CMS DAQ Status) 

Two of three working places are equipped with an interactive console SLC Linux PC's (Intel 
CoreDuo 3fru, 4GB RAM, 750GB HDD, 2 dual-head video card) and three 20' LCD screens each. 
They are assigned to operations of two CMS detector sub-systems (HE and MEI/I). The main 
functions include monitoring of detector operations and data quality. One screen provides information 
on status of parameters of the sub-detector control system - low and high voltage, cooling system etc, 
as well as information on a run number, run type, number of stored events, monitoring of data taking. 
The second one allows to monitor data quality and to display results of express-analysis. The third 
screen provides access to the e-log book of shifts, shifter manuals and also serves for another 
interactive works. 

The third working place has two LCD screens. It is for shift leader and/or offline computing 
operations. 

Each of working place is equipped by local communication tools (web-cameras and 
headphones) to enable connections when needed between shifter and experts. 

The center is managed by the special control server placed in the single room (ROC Control 
Room). The gigabit router, network switch and a wireless network are used to link the ROC parts 
(server, monitoring workstations, network printer, and videoconferencing system) to each other. The 
ROC Control Room is connected to the 16-port gigabit switch in the main server room of LHEP JINR. 
This switch provides links between the JINR ROC and JINR Tier-2 located in Laboratory of 
Information Technologies of JINR. The user workstations are also linked directly with the LHEP 
Server Room. 

Experimental data are transferred from CERN (Tier-0/RDMS Tier-I) as well as from other 
CMS Tier-I sites to the JINR Tier-2 site. The CMS GRID transfer system (PHEDEX) [7] is used for 
the bulk transfer. Then data is processed at Tier-2 and analyzed in JINR ROC. The small part of data 
can be transferred directly to the JINR ROC for prompt processing and detailed analysis. The CMS 
individual file transfer system (FileMover) [8] is applied for this case. 

The high definition H.323 point-to-point features ofTandberg videoconference system allows to 
involve center in the CMS TV outreach events for public overview of LHC and CMS Status, Live 
Event Displays, etc. The video-conference system uses a software-based video system (EVO) [9] to 
help to coordinate shifters and experts, and makes easy weekly meetings. 
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The JINR ROC was tested in cosmic tests and the first LHC collisions on 0.9 TeV and 2.36 TeV 
in 2009. The sub-system data quality monitoring, online and offline global data quality monitoring, 
slow control systems, DAQ monitoring system were in use remotely. In 2010 the JINR ROC centre 
provides three shifter working place for participation in data taking and analysis within 24-houres 
during 7 TeV CMS Run. 
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In this approach, g-Lite Grid middleware site accounting functionality is exposed as Web Services. 
In the essence of the approach, Web Services are registered in IBM WebSphere Service Registry 
and Repository Server. The last one supports UDDI. Business processes are described and 
developed in WebSphere Business Modeler and WebSphere Integration Developer. The business 
process orchestrator - WebSphere Process Server is outside of the Grid environment, but can 
manage processes composed of web services from the middleware. 

Introduction 

g-Lite [I] is a Grid middleware, which is designed and implemented for EGEE [2] Grid 
infrastructure and is tightly specified for the need of the project. The middleware provides Grid 
services for resource brokering, job computing and data storage. On Fig. I are shown g-Lite services, 
grouped logically into five groups: 
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Fig. I: g-Lite Services 
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Security services provide mechanism for user or service identification, authorization, 
verification of user pennissions and log infonnation for auditing. The monitoring and infonnation 
services provide mechanism for task monitoring, resource discovery and retrieval of service 
infonnation. The job management services include computational resource for job submission and 
execution, tasks scheduler, job tracking system and accounting infonnation. The data services includes 
storage element for access to storage resources, file catalog and file transfer services. 

The middleware provides services for collecting accounting infonnation. This infonnation 
includes data for the number of submitted jobs, for users who submit the jobs and for virtual 
organization to which these users belong. 

The most of the services which g-Lite middleware provides are not service-oriented. The last 
one requires implementation of architectural principles [3] as: contract, abstraction, reusability, 
composability and discoverability. For clearness, we will describe them bellow: 

• The contract is a document describing how a service can be programmatically accessed; 
• Abstraction claims that services expose only the logic defined in service contract and hide 

implementation from the client; 
• Reusability guaranties that services can be reused more than once and from multiple clients; 
• Composability provides opportunity service to be grouped in composite services and execute 

as processes; 
• Discoverability provides a standard mechanism for services discovery. 

For example the securities services, which g-Lite provide haven't standard description. The 
middleware does not provide composition service. The discovery mechanisms that the middleware 
provide are not standard. There is infonnation system, where the infonnation for available services can 
be found, but there is not infonnation how this services can be invoked. Another disadvantage is the 
lack of centralized registry, where all services can be published. However, as it is defined in SOA [ 4], 
the standard service description, service discovery, reusability and composition are main features of a 
service-oriented environment. 

As we mentioned in the beginning, g-Lite is a Grid middleware tightly specified for the need 
of the EGEE project. The aim of this project is to develop and deploy new grid infrastructure for 
scientific research. The project has two priority scientific directions, serving the needs of biomedical 
experiments and needs of High Energy Physics (HEP).The last one is an area with complex business 
processes. By business process, we mean set of services, ordered in common schema for execution. 
The processes of HEP can include not only services fonn the Grid infrastructure, but also components 
from specific software for data simulation and analysis. 

The goal of our research is to outline the approach for developing of business processes with 
Web services in Grid environment. More precisely, we are interested in business processes in HEP and 
their execution in g-Lite middleware. The security issues are not subject of our research. 

IBM SOA Foundation 

IBM SOA Foundation [5] encompasses tools, programming model, methodologies and 
techniques for capturing and implementing business design and the middleware infrastructure for 
hosting that implementation. The SOA Foundation is a comprehensive set of technologies, and 
practices that address all SOA features, such as flexibility, dynamicity, easier integration and reuse. 
Flexibility allows the business process to be changed without major efforts, after its deployment. 
Dynamicity at runtime allows a service from the process to be changed with another service, 
implemented with different technology, programming language or in different runtime environment. 
Service reuse means that services can be used in other applications. 

The SOA approach breaks down the underlying software and infonnation technology into 
reusable components (services). These services can be combined and recombined into complex 
processes. SOA allows the services, to talk to each other using the open standards. The SOA life cycle 
[6] includes four phases (Fig. 2). They can be summarized as follows: 
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• Model - During the modeling phase are gathered requirements and processes are designed. An 
IBM SOA Foundation tools for business analysts, modeling and simulation of business 
processes is IBM WebSphere Business Modeler; 

• Assemble - During the assemble phase, processes are developed, assembled and tested in 
integration environment. This environment provides services for transport and mediation and 
control capabilities, for flow management and services interactions. An IBM SOA Foundation 
tool for workflows and data modeling and system interactions is IBM WebSphere Integration 
Developer; 

• Deploy - During deployment phase are integrated people, process and information; 

Fig. 2: SOA lifecycle 

• Manage - During management phase, applications and services are monitored. An IBM SOA 
Foundation tools for business monitoring is IBM WebSphere Business Monitor. 

Governance and best practices support the life cycle through the use of information 
technology alignment and process control. Service registry that allows users to manage SOA life cycle 
from development through deployment is IBM WebSphere Service Registry and Repository. 

Approach Specificity and Implementation 

The approach, we proposed, is based on programming model and methodologies defined in 
IBM SOA Foundation. It is service-oriented and is based on the next steps: 

• Web service development, 
• Web service registration, 
• Process modeling, 
• Process assembling, deployment and testing. 

For approach realization, we use the WebSphere Business Modeler to define the process. WebSphere 
Integration Developer for application assembly. The WebSphere Process Server built into the 
WebSphere Integration Developer for deployment and testing. And the WebSphere Service Registry 
and Repository for governance, service metadata and reuse. 
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Web service development 
The business processes modeling is not possible without services. They are the main 

components of the process. As we mentioned in the beginning, the high energy physics is an area with 
complex business processes. They can include not only services fonn the Grid infrastructure, but also 
components from specific software for data simulation and analysis. In order to achieve the goal of our 
research, services for software of HEP have to be developed. A problem is that g-Lite is not service
oriented. The environment does not provide standard for service description and mechanisms for 
service discovery. For modeling more complex business process in Grid environment, we also have to 
develop services for job submission, based on provided services in the g-Lite middleware. 

In order to demonstrate the approach, we develop site statistic service, which provides the 
following functionality: 

• userTaskCount - returns infonnation for number of jobs for given user; 
• userFailedJobs -returns infonnation for number of failed jobs for given user; 
• voTaskCount - returns infonnation for number of jobs for given VO; 
• voFailedJobsCount-returns infonnation for number of failed jobs for VO; 
• userCPUTime - returns infonnation for used CPU time for given user; 
• voCPUTime - returns infonnation for used CPU time for given VO; 
• siteTaskCount - returns infonnation for number of jobs submit on a site; 
• siteFailedJobs - returns infonnation for number of failed jobs for a site; 
• siteCPUTime - returns infonnation for used CPU Time on a site; 
• drawPieChart - returns URL of image pie chart for given data. 

For web service implementation, we used Eclipse Platfonn, JDK 1.6 and Axis 2. The service was 
deployed on Tomcat 6 application server (Fig. 3). 
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Fig. 3: Accounting web service development [7] 
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For service metadata and reuse, we use WebSphere Service Registry and Repository (WSRR) 
[8]. WSRR is a service registry, which provides suitable interface for service definition and 
registration. Another feature is WSSR plug-in for Eclipse that allows services to be registered into the 
repository fonn within the Eclipse environment. WSRR supports UDDI and provide Web Browser for 
service registration. Registered services can be browsed as shown on Fig. 4. 
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Fig. 4: Web service registry and service graph 

Process modeling 

We develop example process to demonstrate the approach. We have to mention, that process is 
modeled, assembled and deployed without writing a single line of code. The reasons are two: 

• All services which are part of the process are developed to expose their functionality 
by using only simple types. For example, all operation of statistic service get as input 
simple data types - string, integer, etc. and return simple data types - string; 

• IBM SOA Foundation provide good framework for business process specification, 
generation and execution. 

For process modeling, we use WebSphere Business Modeler 7.0. On the process bellow (Fig. 5), we 
use the developed statistic service and two of its functionality voTaskCount and drawPieChart. The 
aim of the process is to show statistic for the number of jobs which different VOs submit to a site. 
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Fig. 5: Example process for site statistic 

We have to mention that WebSphere Business Modeler can be also integrated with WSSR 
plug-in, which allows services to be included directly from registry into the process. As input the 
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process gets the name of a VO and the date range for the desired period of time. If VO name is not 
specified, statistics is returned for all VOs. The result is URL of image, located on Tomcat server and 
is accessible from the Internet. On Fig. 6 we show the development of more complex process. 

Fig. 6: Process for job submission in g-Lite environment 

This is a process based on services for job submission into g-Lite environment. More complex 
service composition is possible, but in order to do that more services have to be developed. Currently, 
we are working on implementation of the following services: 

• ROOT web services - will exposing legacy ROOT functionality as services; 
• Job manager services - provide functionality for job submission into g-Lite environment, by 

exposing existing g-Lite functionality; 
• Proxy services - provide functionality for proxy certificate management by exposing existing 

g-Lite functionality; 

All of developed services are designed according principles of service-orientation; they are published 
into repository and can participate into more complex sequences of tasks - processes. 

Process assemble, deployment and test 

The example process, we modeled above, was assembled and deployed into Process Server. 
For process assembling, deployment and testing, we used WebSphere Integration Developer 7.0. On 
Fig. 7 are shown the process as it looks into integration development environment, and example test 
and result. 
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Fig. 7: Process deployment, testing and result 
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Conclusion 

The approach, we present, outlines framework for business processes specification, 
development and execution into g-Lite Grid middleware. The advantages of this approach are dynamic 
flexibility and loose-coupling. However business process specification of HEP is a subject of future 
investigation. 
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WEB-BASED USER INTERFACE FOR GRIDNNN1 

A. P. Gulin, A. K. Kiryanov, N. V. Klopov, S. B. Oleshko, Yu. F. Ryabov 

Petersburg Nuclear Physics Institute, Russia, 188300, Gatchina, Or/ova Roscha. 
Tel.: +7 (81271) 46197,fax: +7 (81271) 35270 

globus@pnpi.nw.ru 

One of the core components of the GridNNN infrastructure is a user interface that allows users 
to prepare and run their jobs as well as to retrieve and analyze the results. The basic requirements for 
this interface are: 

• Easy access to GridNNN from different platforms and environments. 
• Single login point for job management and data access. 
• State persistence across different sessions from different locations. 

It was decided to use modern Web 2.0 technologies like DHTML and AJAX to provide users 
with a web-based interface accessible from a wide range of browsers on various platforms. 

GridNNN Web interface is built as a client-server application where client part is written in 
JavaScript and run in a context of a web browser while the server part is a CGI application written 
mostly in Perl. Client-server data exchange is performed via secure HTIPS connections using AJAX 
API (fig. I). 
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Fig. I: Web UI general structure 

Installation requirements for the server part are as follows: 
• Linux (RHEL 5/CentOS 5 recommended) 
• Apache+ mod_ssl 
• Perl + Python 

U§.er 

We_bUI 

1 This work was partially supported by the Russian Ministry of Education and Science, Contract 
No.01.647.11.2004 
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• Globus GridFTP server 
• GridNNN Pilot CLI 
• GridNNN ProxyTool CLI 

Server part has a modular architecture. All interaction with GridNNN middleware is done via 
Grid Interface Adaptor (GIA) modules, which understand a well-defined set of abstract commands. 
These commands are executed by GIA using Pilot, ProxyTool or CIS (Central Information System) 
interfaces. Such two-layer structure allows easy modification or even replacement of underlying 
middleware stack without any changes to the client or main server part of Web Ul. 

Client part runs in a context of a user's web browser and provides the following functionality: 
• Proxy certificate management, VOMS role management - X.509 proxy certificates are used 

for user authentication on all GridNNN resources. Initial certificate is fetched from 
Myproxy repository hosted by GridNNN Security Service. VOMS roles may be added to 
the proxy certificate ifuser needs additional privileges for his actions. 

• Visual editors for jobs and tasks (single job is represented as a DAG of tasks) (fig. 2) -
Directed Acyclic Graphs (DAG) are natively supported by GridNNN workload 
management. Web UI provides an easy way to edit them right in a browser window. Pre
created DAGs may also be uploaded and edited. 
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Fig. 2: Visual DAG editor 
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• File management with upload/download capability - Web UI provides some storage space 
for users where they can store job definition files and reasonable amounts of input and 
output data. User may browse, upload and download files right from the browser as well as 
using GridFTP client. 

• Workload management (job control) - convenient visual representation of lists of available 
resources and submitted jobs (fig. 3). Group operations are supported for easy management 
of jobs. Detailed status information for each job and task may be displayed at user request. 
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• Integration with application software via plug-ins - special mechanism inside client part of 
Web UI allows specific application software to be integrated right into UI's main window. 
It allows easy creation of job and task descriptions based on application's parameters. 
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Fig. 3: List of jobs and tasks 
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Most modem browsers on all available platforms are supported. Data channel between client 
and server is always encrypted making it virtually impossible for the third party to interfere with it. 

Web interface serves as a single entry point for a user in GridNNN, where he can store files,job 
and task descriptions. Job state information is retained between browser sessions making it easy for a 
user to control his jobs from different locations. 

Client authentication is done by Apache's mod_ssl using X.509 certificate loaded in client's 
browser. After first-time successful authentication client is allocated an account from a pool and 
automatically gets a GridFTP access to its home directory. 

Web interface is supplied with built-in help pages available from the main menu (fig. 4). 
Multiple Grid back-ends are supported by the Web interface architecture. During development, it was 
successfully used with gLite, Unicore, Gridway and Pilot (GridNNN workload manager). 

While still being in active development Web UI may already be used to access real GridNNN 
resources. Some new features will be added before the end of the project including: 

• DAG execution visualization 
• Native support for iterative tasks 
• Integration with GridNNN monitoring 

References 
[l] GridNNN: http://ngrid.ru/ 
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DESKA: TOOL FOR CENTRAL ADMINISTRATION OF A 
GRID SITE1 

T. Hubik, L. Kerpl, M. Krejcova, J. Kundrat 

Institute of Physics of the AS CR, Prague, Czech Republic 

Running a Tier-2 WLCG site is a demanding task, especially given the ever increasing 
number of machines, auxiliary hardware and accompanying software packages. System 
administrators have always tried to find ways to reduce their efforts while not compromising 
systems' security and reliability. In this paper, we focus on reducing the duplication of information 
describing a complete datacenter, including the relations between various components. We provide 
details about the Deska project, an in-house CLI appliance for managing these metadata. 

1. Introduction 

Recent developments in the hardware area are bringing unmatched challenges to datacenter 
operators. The ever increasing computational power density, along with advancements in 
semiconductor engineering and mass production, enables integrating many hundreds of CPU cores into 
a single rack while maintaining reasonable TCOs. Machines which formerly occupied several rack units 
are now produced in tiny blade form factors. That all leads to a rapid rise of a number of services which 
have to be managed and taken care of. 

This rapid rise is, however, usually unmatched by a corresponding growth in the size of the IT 
department. A concrete example about the situation in Prague is presented in a site report given by 
Tomas Kouba [l]. Therefore, system administrators seek ways to mitigate many of the common 
problems they are facing. One way of possible problem mitigation scenario is making sure that all 
information one might need is conveniently accessible, kept up to date and actually used in production. 

The design of such a system has to fulfill certain requirements, from being easy to use to scaling 
well with growing number of nodes. Most of the existing hardware inventory systems were deemed 
unusable for production use at Prague, for reasons provided later in the article. Therefore, a new tool 
called Deska was designed, and its architecture and design considerations are provided in this document. 
The goal was to provide a tool which would integrate with the existing infrastructure as smoothly as 
possible, yet be universal enough to keep up with future demands. We have to merge best practices from 
traditional relational database design with data versioning, conflict resolution and change set merging. 

When the Deska project is mature and tried in production, we have to focus on possible ways to 
further integrate it with day-to-day operation. As an example, a reasonable way of putting the data to 
good use is enabling a one-action deployment or re-installation of new machines or using the Deska's 
knowledge of physical features of the machines to visualize the server room and provide power usage 
estimates. 

2. The way to automation 

Since its establishment in 2002, the Prague Tier-2 WLCG site has grown from 32 single-core 
machines into the 201 O's biggest site in the Central Europe, offering their users more than 2600 modem 
CPU cores. This capacity, hosted by the Institute of Physics of the AS CR, is nowadays dedicated to 
performing heavy-duty HPC computations, supporting both in-house users from particle and solid-state 
physics, as well as to taking part in international collaboration for experiments in FNAL, USA and 
CERN. 

1 The work on the Deska project was partially funded by the Institute of Physics of the AS CR, v.v.i. The author of 
this poster can be reached at kundratj@fzu.cz. 
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Such a rapid rise in computing capacity was not achieved just by hardware advancements, but is 
also a result of deploying more and more machines. In fact, the Prague data center occupation was risen 
several times, from the original 32 machines to its current status of 336 computing nodes and tens of 
auxiliary or service nodes. 

This increase in the computing capacity was not, however, compensated by a matching grow in 
staffing operators. While the original size was handled by three full-time employees, the current 
situation is actually a bit worse. The total contracted capacity is slightly more than three 
full-time-equivalents (FTE), but only two people are dedicated to day-to-day operations, and the rest 
consists of three students, each with 0.25 to 0.5 FTE employments. Some assistance is provided by other 
section from the Institute, but it should be obvious that the amount of work and responsibility that each 
of the employees has to bear has risen considerably over the years. 

A naive manager might consider such situation a pleasant one - the people should not be 
slacking while at work, after all. However, due to the nature of the IT industry, it is in fact desired not to 
operate the staffers at full utilization levels all the time. When they do not have time for reading 
newspapers and are kept busy with day-to-day operation, these duties will inevitably suffer when an 
emergency arises. Therefore, the administrators simply have to have free time in order to handle 
unexpected situations. 

In their quest to make their life easier, people at the Institute have deployed many tools which 
were supposed to automate the day-to-day operation. At first, in-house scripts were used for performing 
changes to the nodes, typically in the form of a shell for loop. This approach did not scale at all, and 
required manual supervision for completion. It also caused trouble when some nodes were offiine at the 
time of the change, perhaps because of a hardware trouble. When such host got powered up again, the 
change wasn't performed on it, and there was nothing to remind the responsible people about that. 

Therefore, yet more in-house scripts were written to look after the above mentioned scripts' 
execution. The scalability problems were not mitigated at all, and there were many comer cases not 
really fully understood, nor properly addressed. Therefore, a way to migrate to an "intelligent solution" 
was clearly needed. 

We evaluated numerous tools, from Cfengine version 2 and Puppet to specialized applications 
developed inside the HEP community like Quattor. Ultimately, we decided that Cfengine would fit our 
goals in the best way, and therefore chose it. A proper tool for automation should ideally deal with 
random host changes and just check the final state to see if it matches the specified contract. For example, 
a correct way of converting a machine to use an LDAP database for user accounts, as done by Cfengine, 
is the following: 

{ /etc/nsswitch.conf 

} 

BeginGrouplfNoLineMatching Apasswd:([[:space:]])+files([[:space:]])+ldap$" 
HashCommentLinesStarting "passwd:" 
Append "passwd: files ldap" 

EndGroup 

When compared to a more-usual sed magic, it is obviously more verbatim, but also arguably 
much more readable. Using Cfengine properly certainly takes some time and effort, but the results 
should pay off pretty soon - the configuration can be stored in a single place which could easily be put 
under a version control system (VCS) like Subversion or Git, and Cfengine's design ensures that a 
change, or rather a description of a desired state specified once will be verified for eternity, and if it can't 
be reached, an alarm would be risen. 

Using Cfengine along with LDAP for centralized management of user accounts and 
Kick-start/Anaconda for new hosts deployment cut a big part of the burden from the sysadmins' 
shoulders, but still left much to be dealt with. The most annoying problem, as perceived by the Institute's 
staffers, is the need to specify the same thing on several places. 
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3. Information duplication 

In order to better illustrate what we mean with duplication of information, let us consider a 
typical use case of new machine deployment. After a procurement is finished, the technicians from the 
winning bidder arrive on site along with the actual hardware. The machines and supporting technology 
get physically installed, cables are laid out and the electricity is switched on. Staffers have to write down 
certain information, from rack locations to part numbers and warranty information. After that is done, 
the network switches have to be properly configured, the MAC addresses previously gathered have to be 
entered into the DHCP server's database, IP addresses and matching hostnames have to be assigned and 
registered in the DNS system etc. When the machines are turned on for the first time, a proper Kickstart 
file has to be delivered over the PXE environment, which has to be set up properly. When the operating 
system is installed, a configuration management system, Cfengine in our case, has to be told which role 
the machine is going to fulfill, so that it can configure everything accordingly. Last but not least, various 
monitoring appliances have to be made aware of the new machine's existence, so we get to know about 
possible problems before we suffer availability or reliability loss, or our users notice. 

Therefore, the information about a host's existence is needlessly duplicated into several places. 
In the case of the Prague's Tier-2 site, some of these places are the following: 

• HW inventory DB; 
• Warranty & issue tracking; 
• Switch port configuration; 
• DHCP server; 
• DNS; 
• Cfengine roles; 
• Torque's CPU multipliers; 
• MRTG & RRD network graphs; 
• Nagios; 
• Ganglia; 
• Munin; 

It is clear that this duplication will only lead to troubles over time. It is not entirely obvious that 
an innocent operation like warranty replacement of a motherboard shall result in changing the HW 
inventory database, the warranty database, the switch configuration, the DHCP server, and also the 
network intrusion detection system. What is needed here is a central place to store all host 
metainformation. 

When such a place is ready, we have to put it to real use, too. Patching existing services to query 
this place, or a database, is likely not an option, so tools have to be written for pushing this information 
to places like network switches or DHCP servers' configuration. A slight delay has to be anticipated, but 
in reality it does not complicate things much. Distribution of these configuration files is outside of scope 
of the Deska project, and will usually be handled by standard tools like Puppet or Cfengine. 

4. Requirements 

Based on their experience with another in-house attempt at a central inventory database, a 
web-based tool, the staffers decided to assign the biggest importance to the ease of use of the new tool. 
As all of the staffers are also heavy Linux users, they tend to prefer the command-line interface to more 
traditional web-based ones. 

Numerous situations have shown that having a textual dump of a database is of much experience. 
There are simply times when everything is down, perhaps as a result of fatal electricity incident or 
on-location fire. When the network is offline, having a full copy of the database, perhaps without much 
history, but at least with all the data, is a hard requirement. If such a dump resides on each 
administrator's laptop's hard drive, chances are that people will be able to consult up-to-date information 
when performing critical services recovery, reducing the possibility of making fatal mistakes and 
causing more damage by accident. 
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The Cfengine experience illustrated, among other things, the usefulness of keeping track of 
history of changes. When it is possible to identify what changes got performed by whom and what was 
their reason, people tend to make less mistakes, and, what is most important, they are less likely to repeat 
them. 

Finally, while most web-based tools would work in an "online" mode where all changes get 
pushed to the production repository immediately, or perhaps after pressing the "go live" button, a 
two-phase commit with manual review of changes is much more common in the realm of version control 
systems like Subversion or Git. Under such system, changes are permanently copied only after you have 
seen them one more time, usually as a diff, a difference report between the former and the new version. 
In the case of the inventory database, it is worthwhile to display changes in the database along changes 
in various services' configuration. 

5. Deska design and operation 

The design of the Deska's UI was inspired by the way datacenter Ethernet switches are 
configured, most notably by the Cisco 1OS shell. Therefore, the user is presented with a command line 
interface sporting intelligent tab-completion, and they are supposed to navigate through a hierarchy of 
objects, similar to what she would do when configuring a port of the switch. 

These objects model a real-world entities which are found in a typical machine room, as well as 
abstract entities representing concepts like a "brand" or a "model" of a particular machine. A general rule 
of thumb is that before one can instantiate a "physical object", a matching "type" has to be defined - for 
example, before one adds fifty Altix XE320 WNs, the xe320 hardware model has to be defined. 

To date, the following abstract entities are supported: 

boxmodel A type of a physical box, like a room, universal rack, blade enclosure or a twin server 
chassis, 

hwmodel A type of a HW box, from generic types like a 1 U server to well-specified entities like 
"HPDL360". 

Matching the above, the corresponding instances of a specified kind are: 

rack An instance of a boxmodel. Contrary to what the name might suggest, this statement could 
represent anything from a machine room to physical rack, one concrete instance of a blade enclosure or 
even one of many twin server chassis which are deployed in a real-world rack, 

host An instance of a physical computer. This computer is always a physical device, and runs 
exactly one operating system image. Support for virtualized machines is available, but not discussed in 
this document. 

In order to better illustrate the above concepts, and to provide a real-life example about how 
they are used, consider the following snippet of the configuration of the Prague site: 

# At first, we define a type representing plain room in a building 
boxmodel room 

end 

outer width 1000000 
outer height 1000000 
outer depth 1000000 

# Next, we define a template for a regular rack: 
boxmodel generic-rack 

# .. .it is supposed to be placed in a room defined above 
in room 

# Because the outer element, ie. "room" in this case, does not define any bays, 
# we specify physical dimensions: 
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end 

outer width 700 
outer depth 1300 
outer height 2000 

# Contrary to ordinary rooms, a rack is usually divided into areas with well-defined boundaries. 
# Let's call them "bays" here and specify how they are organized: 
bay height 44 order bottom-up start-at I 
# ... which is syntactically equivalent to: 
#bay 
# 
# 
# 
# end 

height44 
order bottom-up 
start-at I 

# ... and after adding default values, to this: 
# bay 
# 
# 
# 
# 
# 
# end 

height44 
width I 
depth I 
order bottom-up 
start-at I 

We have seen that there are many syntactic ways to express the same concept; we hope that such 
an approach is not confusing. 

In the real world, certain models are a specialization of other items. We have already defined a 
generic rack with some default dimensions. Suppose a new delivery comes in racks with slightly 
different dimensions: 

# A slightly bigger rack ... 
boxmodel APC-rack 

# .. .is a specialization of the generic-rack ... 
template generic-rack 

# ... slightly taller ... 
outer height 2300 

# ... and all other properties, including the bay organization, are inherited from 
# its parent, the "generic-rack" 

bay height 48 
end 

This specialization is called a template. A template works simply by inheriting all properties 
from the parent item, with the possibility to override each and every one of them. 

The reason for differentiating between a type of an object and properties of one particular 
instance is to force some consistency on how the operators work with the database. If it was allowed to 
change arbitrary properties on the instance level, people would likely abuse that possibility to avoid 
using constructs like the boxmodel altogether. 

Now that we have defined our abstract building blocks, Jet us see how to instantiate the real 
objects which are found in the machine room: 

# Start with the "room", which is not derived from anything 
rack machine-room 

model room 
end 

# Add real racks now 

129 



rack LOI 

end 

model APC-rack 
in machine-room # a reference to a "real object" defined above 

# "machine-room" is of instance "room" which does not provide any bays, 
# therefore we have to fall back to absolute positioning: 
position x 10 y 20 z 0 

# As a further example of enclosure nesting, suppose this blade chasses: 
rack hp-enc-p-1 

model hp-blade-p-chassis # ... this would have to be defined somewhere 

# This instance is a blade enclosure which fits to a rack. We also know its 
# dimension in rack units (ie. we know the number of occupied "bays in a 
# rack" at this point), we only have to place it somewhere. The placement is 
# done via a "significant comer", which is the bay number of the lowest, 
# left-most and front-most bay occupied by the box. 
in LOI bay 10 

end 
We have already demonstrated how to define a box.model and a rack. Matching counterparts for 

the physical machines are hwmodel and a host. We'll start by showing how to use the hwmodel, along 
with yet another template demonstration, and follow by a host definition: 

hwmodel lu 
in generic-rack 
# no bay occupation indicated -> default to "I bay" 

end 

hwmodel dl360g5 
template Ju 

end 

hwmodel dl140 

end 

host ha! 

end 

template Ju 
benchmark hepspec 8 
cpu 'Intel Xeon 3.06 GHz" 
sockets 2 
cores-per-socket 1 
logical-cores-per-physical-core 2 
disk "ATA 80GB" 
power I !OW 

hwdl360g5 
serial 1234567890 
rack LOI bay 0 

As we can see, even though certain vital information, like the network layout, is still missing 
from the table, we already have all the data needed for drawing a "map" of where machines are located. 

In order for the database to be more valuable and to be able to be used as a source of data for 
various services, it is crucial to introduce network definitions, too. It is done in the following way: 

network wn-nat 
vlan 172 
ip 172.16.0.0/16 
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end 
The purpose of maintai11ing these data is to be able to perform certain checks on data validity, 

like verifying that a host's IP address belongs to the assigned range. Now let us introduce a first real 
server: 

host hypericum 10 

end 

# Housekeeping records 
# Serial No. of the whole box 
# serial J019MF6C2J 
# Warranty No. & expiration date 
warranty KE1421631007 expires 2006-12-12 
purchased 2004-05-03 

# Physical dimension, architecture, location and interconnects 
hw dll40 
rack L04 bay 40 
kvm unit 4 port 7 
interface eth0 mac 00:0f:20:7a:e7:9c net wn-nat ip 172.16.4.10 switch swL041 port 5 

# Logical roles 
role wn 

This concept of lists of object of well-known types can be extended to include other entities 
commonly found in a datacenter, should the need arise. 

6. Comparison to existing tools 

To the best of our knowledge, the Deska project is the only tool which focuses on a CLI 
interface. There are indeed numerous other applications, from the "industrial standard" OCS Inventory 
to less known projects like the RackMonkey, as well as appliances developed inside the WLCG 
community, like Quattor fabric management tool or the Smurf database. 

In addition to a missing CLI, the mainstream way of tackling the inventory management 
problem is usually focused on automatic discovery of existing properties. This is a very useful approach 
when working with desktop computers, which often change outside of the network manager's approval, 
but could be less optimal when working in a well-controlled datacenter environment. In addition, while 
it could be desirable to automatically pick certain changes in the environment and propagate them to the 
database, at least under certain conditions, the Deska tool is meant to provide an authoritative source of 
information - what is in the database is the desired situation, representing the sysadmins' decisions, and 
should be implemented in the real world and not vice versa. 

7. Future work 

The design described so far presented the database scheme which was pretty much set in stone. 
We recognize that each site's requirements are different, and have ourselves struggled with providing a 
good approximation of the real situation in Prague and translating it to the database structure. An 
intermediate solution for a request for the possibility of customization is to allow the administrator to 
specify certain additional attributes to attach to existing types of entities in the database. However, such 
an approach would make expressing constraints rather difficult, at least due to the extension fields' 
unspecified structure. 

The considerations above led us to another approach within the Deska application. In future 
versions, we are going to make the DB structure modifiable by the administrator. We will retain the 
basic idea that the database consists of lists of objects of a well-defined type, and that each such object 
has a list of attributes, or properties, of one of a few predefined types. Such objects are entities like the 
rack or a boxmodel defined above. The definitions of such objects, along with a list of supported 
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attributes and their data types, should be easily provided by the administrator. The Deska project will of 
course ship with a predefined set of objects which are common in the datacenter. 

In consistency with the Deska's motto of reducing duplication of information, we are seeking 
ways to define the DB scheme at exactly one place, along with all possible constraints. We do not have 
any motivation to invent yet another language for describing the database, but plan to use SQL DDL as 
the way to define the DB structure, along with some rules for coding conventions. Our goal is not to 
create an " .. uber Database" capable of describing each and every situation, but to come up with 
reasonable limits allowing the administrators to describe their infrastructure accurately. 

8. Conclusion 

We have described some of the current griefs which the staffers at the Institute of Physics of the 
AS CR are going through, along with a proposed solution which could reduce this burden. We have 
learned valuable lessons when trying to design a proper database structure, using the Prague Tier-2 
WLCG site as an example. The database structure which we picked is centered on lists of objects of a 
few predefined types. 

During the implementation works, we have discovered that it makes a lot of sense to allow the 
administrators to extend the database structure. Therefore, most of the hard-coded limitations of the 
original Deska design were lifted. The Deska will now read the database structure at the startup and 
attempt to reconstruct the valid object types and their attributes. In practice, such an approach to the 
problem helps to eliminate a lot of boilerplate code. What should be done, however, is defining a 
reasonable set of constraints for the administrators to follow. 
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Monte Carlo simulation and its common problems 

Every experiment in high energy physics requires Monte Carlo simulation to properly design 
detectors and process obtained data in future. The chain of simulation usually consists of ME 
generators (partonic level), SH generators (showering, hadronic level) and detector simulators 
(GEANT, etc.). Monte Carlo process becomes technically more complicated, so the process of 
generation requires a lot of time and human resources and is exposed to mistakes due to human factor. 
Also, tuning and usage of some of the generators require expert knowledge. The way to avoid all those 
problems is to properly store and document the simulated events, so they can be used in future. 
Another problem is that different groups of physicists all over the world need the same simulated 
events very often. Making the stored samples publicly available helps to speed up the checking of 
theoretical models or detector configuration. 

This is the goal of the MCDB project [1,2] in a compartment with HepML language. It allows 
to share event samples already generated by experts between different groups of physicists. Events 
stored in LCG MCDB [1,2] are properly described as a separate articles, so they can be easily found 
and used. 

Conception of completely automated Monte Carlo simulation chain 

Firstly events are generated with a Matrix Element MC generator, stored in knowledge 
database, processed with a Shower and Decay MC generator, and then passed to the Detector 
simulation software. Handling all the data in automatic way allows a user to avoid most of human
related errors and can save researcher's time and keep simulated event files in order. 
Firstly, data from a Matrix Element generator are kept in the standard LHE format. Detailed sample's 
description in HepML format is included to the Les Houches Event Format (LHEF) [3] header. After 
this step MC generator provides self documented event sample with the full description of simulation 
inside it. At the moment, CompHEP [4] generator can provides extended information in the form of 
HepML code inside the standard LHEF header. The next step is to store the sample in a public place. 
LCG MCDB allows automatic upload and documentation (for several types) of such event files. Then, 
the events can be taken via a Grid interface or directly from CASTOR at CERN or through the web 
interface. 

After getting the files, they could be transferred to the next generation level, Showering and 
Hadronization, along with the full meta-data set. Then, stored, for example, in the HepMC format, 
the data can be processed by Detector Simulation software. 

Brief description ofMCDB 

The facilitated communication in the LHC collaborations between experts and authors of MC 
. generators and users of the programs has been created with LCG MCDB. Now MCDB provides a 

flexible way for storing, bookkeeping and accessing the MC simulated events. It has Web-based 
interface, which can be used both for storing and describing new samples and accessing already stored 
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ones. Also, there is a way to store simulated events using perl scripts. The stored event files are 
accessible in numerous ways, such as AFS, CERN CASTOR, Grid. The interface also allows to store 
graphical files - products of Pythia [5] diagrams for example. 

The LCG MCDB helps to automatize the simulation chain. The events, which have to be 
simulated using ALPGEN [6], CompHEP, or MadGraph [7] each time they are required, now stored in 
the MCDB and properly documented. The amount of information in event's description makes them 
easy to find. As they can be accessed via Web or Grid, they can be used for further simulation avoiding 
the passage of the entire simulation chain from the very beginning. Availability of automatic access to 
stored events also helps saving user's time. On the Fig. I is shown simplified scheme of the MCDB 
part in simulation chain. 

ME generated 
events 

ComHEP, 
Mad Graph, 

AlpGen 

On Local machine 
orin GRID 

LCGMCDB 

Stored events 

Events proper1y 
Documented 

Acces via GRID 
and WEB 

SH generators 
Detector modelling 

Pithya 
HERWIG 

On Local machine 
orin GRID 

Standart link from ME genarators to further sumllatlon 
,egmmg 

Fig. I: Bottom line shows standard way of simulation. Above MCDB 
block is between ME and SH generators 

HepML markup language 

To unify the way of stored events description a new markup language required to be designed. 
As the base an XML [8] markup language has been selected. Beyond the benefits of such choice is 
availability to use sachems, so the stored information can be easily parsed using any XML parser. As 
the result an HepML [9] language has been created. It provides a flexible way to store all information 
of MC generated events and generator setup information. Using schemes also provides an easy way to 
extend the possible data to be stored. Now HepML description header is an allowed part of LHEF file 
format. 

External library to work with files in HepML format 

In addition to on-line access to stored events, LCG MCDB provides an external library to 
create, parse and modify HepML descriptions of MC event files. The library wrote in C++ language 
and can be used in C++, C and Fortran programs. The main purposes of it is availability to create 
HepML description or get parsed one as a C++ objects, so they can be used in further processing. 
Another ability to use /ibhepml [9] is mixing few HepML files into a new one. Fig. 2 shows libhepml 
place in simulation chain. 
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Fig. 2: Place of libhepml in simulation chain. HepML header in 
LHEF file can be parsed or created with libhepml 

Current usage of the LCG MCDB 

Now LCG MCDB is actively used by CMS experiment on the LHC. Uploaded to MCDB files 
are accessing via CASTOR and then processing by the internal CMS software called CMSSW. 

LHAI 

HepMC, HepML 

Automatic 
uploading 

Fig. 3: Usage ofLCG MCDB by CMS internal software 

Conclusion 

The LCG MCDB in a compartment with HepML language provides a way to automatize MC 
simulation chain by storing simulated event files with proper description. Access to stored files via 
Web and Grid provides a flexible way of using them in further simulation. Such automation could give 
prominent acceleration for gaining of scientific results and helps in saving human resources and their 
time. 
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Introduction 

The aim of this work was to estimate a performance and to compare the results for two major 
production CEs currently available in gLite middleware suite: LCG-CE and CREAM-CE [I, 2]. 
Performance was measured in terms of registered jobs per second on CE during a simulation of a real
life usage pattern. Testing was performed on PNPI testbed with the following configuration: WMS -
Core 2 Duo, 4 GB RAM; CE- Core 2 Duo, 2 GB RAM; 2 WNs - Pentium IV, 2GB RAM. 

Test description 

We estimated the performance of the CE in term of throughput ( number of registered on CE 
jobs/s). To do so, we submitted 1000 identical jobs to CE using the credentials of one or ten different 
users (each user submits 100 jobs). Tests were run in two different modes: 

WMS submission of 1000 jobs from one or ten users to CREAM-CE and LCG-CE, 
Direct submission of 1000 jobs from one or ten users to CREAM-CE. 

After test run, timestamps of all important events about job life were retrieved from WMS or 
CREAM-CE (for direct job submission case) and test results in graphic and tabular forms were 
generated. The job registration rate was evaluated by analyzing the 'Transfer to LRMS' events and 
'Registered' events when testing CEs through WMS and direct respectively (Fig. I). 

"TF,mskr le LRNS" 

I Condor I leg-CE 

□ 
WMS □ • 

cream-CE • ICE 

UI 
cream-CE event 

Fig. I: Test structure 

The job submission strategy when testing was influenced by two following factors: 
1. Submission of simple jobs in one stream cannot produce any significant load neither on 

WMS nor on CE, which led us to the choice of the using parametric jobs. Parametric job allows 
submission of a bunch of jobs in one shot. The result of the comparison of the job submission rate for 
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simple and parametric job submission demonstrates that the job submission rate for parametric job is 
in 8 times higher than for simple jobs ( 4.1 job/sec and 0.5 job/sec). 

2. Usage of automatic proxy delegation (-a option in glite-wms-job-submit and glite-ce-job
submit) slows down job registration a lot. This fact led us to the choice of the using explicit proxy 
delegation when user explicitly delegates a proxy before the first job is submitted, and uses the same 
delegation ID for all subsequent submissions. The result of the comparison of the job registration rate 
for the automatic and explicit proxy delegation demonstrates the acceleration of the registration rate in 
4 times (0.4 job/sec and l.5job/sec). 

Testing CREAM-CE and LCG-CE 

Procedure of the testing CREAM-CE and LCG-CE include: 
Direct job submission to cream-CE from 1 and 10 users; 
Parametric job submission to cream-CE through WMS from 1 and 10 users; 
Parametric job submission to leg-CE through WMS from 1 and 10 users; 
One-second sleep script was used as a test job for all submissions; 
Load averages of the cream-CE and leg-CE were measured and compared; 
Job registration rates on CEs were measured and compared. 

The results of the testing for the direct job submission to cream-CE for 1 and 10 users are 
presented in Tables 1-2. 

Table 1. cream-CE: 1000 jobs from 1 user (cream-CE events) 

Event Performance Time (sec) 
Gobs/sec) Start Finish Total 

Registered 1.72 0 582 582 
Idle 1.72 5 587 582 
Rea!Running 1.15 8 874 866 
Done 1.15 9 875 866 

Table 2. cream-CE: 1000 jobs from 10 users (cream-CE events) 

Event Performance Time (sec) 
Gobs/sec) Start Finish Total 

Registered 1.55 0 647 647 
Idle 1.54 4 653 649 
Rea!Running 1.15 7 873 866 
Done 1.15 8 874 866 

The results of the testing for parametric job submission to cream-CE through WMS from 1 
and 10 users are presented in Tables 3-4. 

Table 3. cream-CE: 1000 jobs from 1 user (WMS events) 

Event Performance Time (sec) 
Gobs/sec) Start Finish Total 

RegJob 27.03 0 37 37 
Match 2.04 41 531 490 
Transfer,LRMS 1.58 45 676 631 
Run,LRMS 0.80 55 1300 1245 
Run, LogMon 1.23 360 1375 815 
Done,LRMS 0.80 58 1303 1245 
Done, LogMon 1.23 561 1376 815 
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Table 4. cream-CE: 1000 jobs from 10 users (WMS events) 

Event Performance Time (sec) 
(jobs/sec) Start Finish Total 

RegJob 4.12 0 242 242 
Match 1.22 14 835 821 
Transfer,LRMS 1.22 18 838 820 
Run,LRMS 0.80 25 1271 1246 
Run, LogMon 0.83 153 1349 1196 
Done,LRMS 0.80 27 1274 1247 
Done, LogMon 0.84 155 1349 1194 

Analysis of the "Registered" events for direct job submission and "Transfer, LRMS" for the 
WMS case show the following: 

- The job registration rate slows down when jobs are submitted from 1 and 10 users; 
- The job registration rate is higher for the direct submission in comparison with job submission 

through WMS. 
The results of the testing for the parametric job submission to lcg~CE through WMS are 

presented in Tables 5-6. 

Table 5. lcg-CE: 1000 jobs from 1 user (WMS events) 

Event Performance Time (sec) 
(jobs/sec) Start Finish Total 

RegJob 35.71 0 28 28 
Match 4.02 80 329 821 
Transfer,LRMS 0.83 92 1304 820 
Run,LRMS 0.36 137 2902 1246 
Run, LogMon 0.34 285 3203 1196 
Done,LRMS 0.36 140 2904 1247 
Done, LogMon 0.31 360 3607 1194 

Table 6. leg-CE: 1000 jobs from 10 users (WMS events) 

Event Performance Time (sec) 
(jobs/sec) Start Finish Total 

RegJob 5.46 0 183 183 
Match 2.00 50 549 499 
Transfer,LRMS 0.72 67 1461 1394 
Run,LRMS 0.35 125 2989 2864 
Run, LogMon 0.33 220 3292 3072 
Done,LRMS 0.35 128 2991 2863 
Done, LogMon 0.30 375 3718 3343 

As well as in the previous case the registration rate depends on the number of users. Table 7 
shows the registration rates for all the experiments. 
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Table 7. Job 
cream-CE leg-CE 

N of users Direct WMS(ICE) WMS(Condor) 
1 1.72 1.58 0.83 

10 1.55 1.22 0.72 

We observe that the registration rate slows down when jobs are submitted from different users 
for cream-CE and leg-CE. Also on cream-CE the job registration rate ~2 time higher than on leg-CE. 

Monitoring of the CE load average 

During the tests CEs were monitored for load average. A special script was run on CEs that 
recorded system load average every 5 seconds. Example of the load average monitoring is presented 
on Fig. 2. Table 8 shows the load average for all the experiments. We observe that the load average on 
cream-CE does not depend on the number of users whereas on leg-CE it increased on 15% for the 10 
users case. 

------ -- ----- - ----r,- -- - ---.-, - - - ----,--, 
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Fig 2: Load average for leg-CE 
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Conclusion 

The results of the perfonnance testing of the CREAM-CE and LCG-CE currently available in 
gLite middleware suite shown that the job registration rate depends on the number of users to 
submitted jobs and it slows down when the number of users increased at the both CEs. Also the 
CREAM-CE shows better perfonnance than the LCG-CE. It was also observed that load average of 
CREAM-CE does not depend on the number of users unlike on LCG-CE. 

References 

[l] gLite home page http://glite.web.cem.ch/glite/ 
[2] Aiftimiei C. et al. Future Generation Computer Systems, Volume 26, Issue 4, April 2010, 

Pages 654-667. 
[3] Aiftimiei, P. et al. INFN Technical Note. INFN/TC_09/3. May 5, 2009. 

141 



GRID ACTIVITIES AT THE JOINT INSTITUTE FOR 
NUCLEAR RESEARCH 

V. Korenkov 

Joint Institute for Nuclear Research, Dubna, Russia 

1. Introduction 

For more than last ten years, staff members of the Joint Institute for Nuclear Research have 
been actively involved in the study, use and development of advanced grid technologies. The most 
important result of this work was the creation of a grid infrastructure at JINR that provides a complete 
range of grid services. The created JINR grid site (T2_RU_JINR) is fully integrated into the global 
(world-wide) WLCG / EGEE infrastructure. The resources of the JINR grid site are successfully used 
in the global infrastructure, and on indicators of the reliability, the T2 _ RU _JINR site is one of the best 
in the WLCG / EGEE infrastructure. 

A great contribution is made by the JINR staff members to testing and development of the grid 
middleware, the development of grid-monitoring systems and organizing support for different virtual 
organizations. The only specialized conference in Russia devoted to grid technologies and distributed 
computing is organized and traditionally held in JINR. Constantly working to train the grid 
technologies, the JINR created a separate educational grid infrastructure. In the field of grid the JINR 
actively collaborates with many foreign and Russian research centers. Special attention is paid to 
cooperation with the JINR Member States. 

2. JINR grid infrastructure 

By September 2010 the JINR grid-infrastructure included a farm of 1104 processor slots 
(computers of 2 GB RAM and -20GB scratch disk per core), more than 50 specialized servers, disk 
data storage system on the dCache basis of nearly 700 TB (SE of 550 TB with dCache usage and SE 
of 150 TB with XROOTD usage) and 5 interactive machines for users' work. The current version of 
the middleware is the gLite 3.2. In October of 2009 transition to 5.4 version of Scientific Linux 
operating system has been carried out. The name of the JINR grid site in the WLCG/EGEE 
infrastructure is JINR-LCG2. 

The JINR in the WLCG/EGEE infrastructure provides both basic grid services: Berkley DB 
Information Index (top level BDII), site BDII, Computing Element (CE), Proxy Server (PX), 
Workload Management System (WMS), Logging&Bookkeeping Service (LB), RGMA-based 
monitoring system collector server (MON-box), LCG File Catalog (LFC), Storage Element (SE), User 
Interface (UI)), and specialized grid-services (ROCMON, 2 VOboxes for ALICE and 1 VObox for 
CMS, Storage Element of XROOTD type for ALICE). For the LHC virtual organizations the actual 
versions of the specialized software are supported: AliROOT, ROOT and GEANT for ALICE, atlas
offline and atlas-production for ATLAS, CMS SW for CMS and Da Vinchi and Gauss is for LHCb. 
Putting into operation of the JINR-Moscow channel with throughput in 20 Gbit/s is considered as the 
major achievement of the JINR grid-infrastructure development in the year 2009. 

The JINR grid site supports the computing activities of 10 Virtual Organizations (VO) 
(alice, atlas, biomed, ems, dteam, fusion, hone, lhcb, rgstest and ops) and also provides the grid 
resources for CBM and PANDA experiments. The VOs of the LHC experiments 
(ALICE, ATLAS, CMS H LHCb) are primary users of the JINR grid resources. 

3. Participation in the grid projects 

From 2001, after staring the EU Data Grid project on creation of grid middleware and testing 
the initial operational grid infrastructure in Europe, the JINR takes an active part in the international 
grid activities [l]. The JINR made a significant contribution both in the WLCG and EGEE projects. 
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The JINR is an active member of the Russian consortium RDIG (Russian Data Intensive Grid) which 
was set up in September 2003 as a national federation in the EGEE project (2). 

The EGI (European Grid Infrastructure) project (http://www.egi.eu/) succeeded the EGEE 
project to coordinate the integration and interaction between National Grid Infrastructures (NGis) and 
operate the European level of the production Grid infrastructure for a wide range of scientific 
disciplines to link NGis. Russian NGI is e-ARENA. The national association of research and 
educational e-Infrastructures «e-ARENA» was established in August 2009 as a legal body for 
coordinating efforts of different organizations in the Russian Federation in creating and developing the 
e-infrastructures, including networking and grids, to serve science and higher education. The e-Arena 
Association is recognized by the Ministry of the Communications as a legal body for coordination of 
the e-infrastructure efforts at national level. In the scope of the EGI stream, the Russian NGI include 
five organizations, actively participated in the EGEE/EGEE-II/EGEE-III projects: RRC KI (Moscow), 
SINP MSU (Moscow), JINR (Dubna), PNPI RAS (Gatchina) and ITEP (Moscow). 

During of the EGEE project (by April 2010) the JINR staff members took part in the following 
directions of this project: SAl - Grid Infrastructure Support; SA3 - Integration, Testing & 
Certification; NA2 - Dissemination and Outreach of Knowledge on Grid; NA3 - Training and 
Induction; NA4 - Application Identification and Support. These activities were carried out in the 
frames ofcollective participation of Russia in the EGEE project (http://www.egee-rdig.ru/). 

The Joint Institute for Nuclear Research takes an active part in the WLCG project from its 
start. Participation of the JINR in the WLCG project is fixed by the Agreement signed by heads of the 
CERN, the JINR and several Russian institutes. In frames of the project works were carried out both at 
JINR and at CERN in following directions: 

• support and development of the WLCG infrastructure for the high energy physics and for the 
LHC project (3-5]; 

• gLite, OMII and Globus Toolkit testing (in particular, creation of certification tests for FTS, 
LFC and gLite MPI in the 2009-2010 years); 

• participation in Service Challenges and Data Challenges - global large-scale testing of WLCG 
grid-infrastructure[3-5]; 

• computing support and development for ALICE, ATLAS and CMS experiments [3-5); 
• support and development of data storage based on the dCache system[6]; 
• development of grid monitoring systems (7-14) ; 
• development of the MCDB system (WLCG Monte-Carlo Events Data Base)[l5-17]; 
• support of the WLCG activity in the JINR member states; 
• training of WLCG users and systems administrators[l8,19). 

The JINR T2 center participates in the Service, Data, Software and Analysis Challenges and 
MC Production for ALICE, CMS and ATLAS in coordination with LHC experiments and Tierl 
centers at Karlsruhe (FZK), CERN (CERNPROD) and Amsterdam (SARA) (3-5). 

A rich experience in designing and developing the grid monitoring and accounting systems 
has been accumulated at JINR: 

the creation and the support of the monitoring and accounting system for Russian consortium 
RDIG (http://rocmon.jinr.ru:8080) can be considered as the most significant work. RDIG is 
Russian grid-segment of the WLCG/EGEE global infrastructure and it comprises about 
5 thousands computing slots and more than 3 PB of data storage. The system monitors the 
RDIG grid-infrastructure by many parameters and provides the statistical information with a 
high degree of detail and in a very visible form. The monitoring allows keeping an eye on 
parameters of Grid sites' operation in real time. The accounting shows resources utilization on 
Grid sites by virtual organizations and single users. The following values are monitored: 
number of CPUs (total/working/down/free/busy) and jobs (running/waiting), storage space 
(used/available), available network bandwidth. The accounting values are: a number of 
submitted jobs, CPU time used (total sum in seconds, normalized time with WNs productivity 
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and average time per job), waiting time (total sum in seconds, average ratio waiting/used CPU 
time per job) and physical memory (average per job) [6, 7]; 
the JINR staff members made a great contribution to the development of the monitoring 
system for the LHC virtual organizations, which is developed and supported in the 
department of the Information Technologies in the CERN (Dashboard) 
(http://dashboard.cem.ch) . These activities were supported by CERN-RFBR project "Grid 
Monitoring from VO perspective" and included, in particular, monitoring of the CMS Monte
Carlo production system and Condor-G job monitoring, CMS Job Monitoring and CMS job 
failures reporting, CMS Dashboard data repository maintenance, development of the interface 
to the CMS Dashboard database for GridMap monitoring tool (http://gridmap.cem.ch/gm); 
development of real time monitoring subsystem with the usage of Google Earth system 
(http://dashb-cms-job-devel.cem.ch/doc/guides/service-monitor-gearth/html/user/index.html); 
the monitoring system for the FTS data transfer service was developed and implemented in the 
CERN. The system enabled not only to monitor but also to improve the FTS service [11-13]; 
the Job Monitoring system of the HI experiment was supplemented with a statistical 
monitoring component [20]; 
a local monitoring system was developed to analyze the dCache storage system (monitoring 
input/output traffic, requested and utilized space for both ATLAS and CMS experiments): 
http://litmon.jinr.ru/dcache.html [6]. 

During the year 20 IO the works on development of the deletion service for ATLAS 
Distributed Data Management (DDM) system were started. The ATLAS DDM is responsible for the 
replication, access and bookkeeping of ATLAS data across more than I 00 distributed grid sites. 
Deletion service is one of the most important DDM services. The works on the deletion service 
include a support of the current version of software and development of a new version of the deletion 
service (more stable and with extended monitoring system). The development comprises the building 
of new interfaces between parts of deletion service (based on the web service technology), creating 
new database schema, rebuilding the deletion service core part, development of extended interfaces 
with mass storage systems and extension of the deletion monitoring system [21]. 

ATLAS Remote Control Room in Dubna has been constructed at the JINR to monitor the 
detector at any time, provide a participation of the subsystem experts from Dubna in the shifts and data 
quality checks remotely and also train the shifters before they come to CERN [22]. 

The JINR's participation in the GridNNN (Russian National Nanotechnological Net) project 
includes development !J.Ctivities (especially for monitoring and accounting system), support of 
registration system of grid services and sites, user support service, support of the virtual organization 
for molecular dynamics calculations, adjustment of some JINR's applications to parallel execution in 
the GridNNN environment and creation of the infrastructure for applications development and testing. 

Since 2004, different kinds of training courses on grid-technologies have been organized at 
JINR on the basis of the Laboratory of Information Technologies. These courses include introduction 
into the grid and the work in the gLite environment and training of system administrators on the 
organization of grid-infrastructures as well as acquaintance with specificity of work in the grid in the 
concrete virtual organizations. Course participants are the JINR staff members, their colleagues from 
Russia and from the JINR Member States as well as the students of the JINR University Center. Then 
a special infrastructure for training on grid-technologies was created and originally located on the 
dedicated servers at JINR. At the moment, the educational complex on the basis of the gLite 
environment consists of three grid-sites of the JINR, and also of the grid-sites of the Institute of High 
Energy Physics (IHEP, Protvino), of the Institute of Mathematics and Information Technologies of 
Academy of Sciences of the Republic of Uzbekistan (Tashkent), of the Sofia University (Sofia, 
Bulgaria), of the Bogolyubov Institute for Theoretical Physics (Kiev, Ukraine) and of the Kiev 
Polytechnic Institute (Kiev, Ukraine)[l 8.19]. 

Protocols and agreements for cooperation in the filed of grid technologies are signed between 
the JINR and Armenia, ·Belarus, Bulgaria, Moldova, Poland, Czech and Slovak. The JINR takes part 
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in a number of joint grid projects (some of them are supported by different grants) with Czech, Slovak, 
Germany, South Africa, Belarus, Bulgaria, Ukraine and Romania, in particular: 

• BMBF grant "Development of the Grid-infrastructure and tools to provide joint investigations 
performed with participation of JINR and German research centers", 

• "Development of Grid segment for the LHC experiments" was supported in frames of JINR
South Africa cooperation agreement, 

• NATO project "DREAMS-ASIA" (Development of gRid EnAbling technology in 
Medicine&Science for Central ASIA), 

• JINR -FZU AS Czech Republic Project 'The GRID infrastructure for the physics 
experiments", 

• NASU-RFBR project "Development and support of LIT JINR and NSC KIPr grid
infrastructures for distributed CMS (CERN) data processing during the first two years of the 
Large Hadron Collider operation"[23], 

• project "Elaboration of distributed computing JINR-Armenia grid-infrastructure for carrying 
out mutual scientific investigations", 

• JINR-Romania cooperation Hulubei-Meshcheryakov programme, 
• project "SKIF-GRID" (Program ofBelarusian-Russian Union State). 

Trainings for grid site administrators from Ukraine, Romania, Uzbekistan and Azerbaijan 
have been conducted at JINR during 2008-2010. Courses and practical training for students and users 
from Egypt and Bulgaria have been also organized. We provide a continuous support and consulting 
for specialists from Cuba, Georgia, Kazakhstan, Mongolia, Vietnam and Korea. 

A new informational resource has been created at JINR (initially in Russian): the web-portal 
"GRID AT JINR" (http://grid.jinr.ru). The content includes a detailed information on the JINR grid
site and JINR's participation in grid projects. 

4. Summary 

The resources of the JINR grid site are actively used by different virtual organizations and the 
JINR's contribution into the resources provided by the consortium RDIG in 2009-2010 is the most 
significant one (see Fig. 1). 

Nonnalised CPU time (Spectlnt2000•hour = 1000) per 
VO 

Normalised CPU time (Spectlnt2000"hour = 1000) per 
Site 

Fig.1: The diagram of the usage of the JINR' s grid resources by VOs (left) and the distribution of 
CPU time provided by the members of the consortium RDIG (right) during the period from July, 2009 

to June, 2010 

We shall continue our grid activities within the EGI project in frames of Russian NGI 
providing a continuous reliable support to a number of VOs including the LHC VOs. A special 
attention will be paid to the grid deployment of new applications from the fields of nanotechnology, 
industry, medicine and engineering. 
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The further development of the JINR Grid-environment in 2010-2016 comprises: 
• at the network level: links between Moscow and Dubna on the basis of state-of-the-art 

technologies DWDM and 10Gb Ethernet; 
• for the JINR Local area network: JINR high-speed backbone construction (l0Gbps); 
• at the resource level: to reach effective processing and analysis of the experimental data, 

further increase in the JINR CICC performance and disk space is needed. 
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Grid-technologies have already became standard tools used by scientists in different fields and first 
of all in high-energy physics. The associated steep learning curve may be alleviated within a 
dedicated education and training process. To this purpose, a distributed training and testing grid
infrastructure (t-infrastructure for short) has been set up with core services at the Laboratory of 
information technologies (LIT) of JINR and integrating resources of several organizations from 
the JINR Member States. It is used for educating and giving practical tutorials to students of 
University Centre (UC) of JINR, University «Dubna», JINR and its member states colleagues as 
well as for performing obligations in different Grid related activities of local and international 
projects. 

During the last 2 years the educational grid infrastructure has been intensively developed and 
the spectrum of the tasks that should be used for has been grown up as well. Currently the list of 
possible activities looks as follows: 

- user, system administrator and developer trainings, 
- grid-oriented application development and porting, 

middleware functionality testing and certification. 
In order to be able to perfonn these tasks, the training infrastructure (t-infrastructure for short) 

needs to be autonomous i.e. independent of any of external services of production grid infrastructures 
(for example EGEE\WLCG one). Taking into account the non-production nature of the activities, the 
gLite (http://glite.web.cern.ch/glite/) based t-infrastructure is used for the following principles of its 
deployment can be considered. 

I. Certification authorities (CAs) of all organizations whose grid sites are the part of the 
t-infrastructure can be self-signed and trust each other without root ("top-level") CA's 
signature as it is done in EGEE\ WLCG production infrastructure. 

2. There is no need in VOBOX service on sites which acts as a gateway for VO-specific 
software since each VO conducts special courses for their users on production 
infrastructure. 

3. The number of grid sites int-infrastructure is much less than in production one (up to 
IO in comparison with few hundred). Thus its list can be maintained manually instead 
of hosting Grid Operations Center Database (GOCDB) services which is used by top
level BDIIs for grid site list retrieval. 

4. All organizations having their grid sites as part oft-infrastructure are equal and its use 
is free of charge. Thus there is no need in accounting i.e. in such services of 
EGEE\WLCG production infrastructure as MON-box, APEL tt R-GMA Registry. 

5. Since the production quality of service oft-infrastructure is redundant the simplified 
monitoring of its services can be used. It means there is no need in SAM, GStat, 
GridView, Gridmap services but infonnation from top-level BDIIs can be utilized 
instead. 

6. A few WNs per each CE are enough since jobs run during trainings are simple and 
short in time. 148 



7. A small size of transferring files and absence in its reliable transfers let avoid the 
deployment of File Transfer Service (FTS). 

8. Since the performance is not a critical point for the training infrastructure, all its 
services can be deployed on virtual machines. 

9. There is no need in MyProxy server because users' jobs are much shorter than the 
default lifetime of user proxy certificate. 

10. All communications among site administrators and t-infrastructure management as 
well as technical support can be done via email, skype, icq, etc. Thus there is no 
strong need in such administrative services as CIC, ROC, GOC what EGEE\ WLCG 
projects have. 

The educational grid infrastructure was built following the mentioned principles. Initially all its 
services were located at JINR (see [1] for more details). Since then new grid sites of some 
organizations from. the JINR Member-States were integrated into it thus making that infrastructure 
geographically distributed. Apart from that two more grid sites with MPI enabled CE were deployed at 
JINR and integrated into t-infrastructure: 1) LCG-CE with three worker nodes (WNs) run on 32-bits 
platform and 2) CREAM based CE with three WNs run on 64-bits platform. A schema of the current 
state of the distributed training and testing grid infrastructure is shown on Figure 1. 

Fig. 1: The schema of the distributed training and testing grid infrastructure based on gLite 
middleware 

This gLite based t-infrastructure consists of the grid sites and services listed in Table I. 
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Table I. List of the gLite based t-infrastructure services and hosting organizations 

site name hosting organization services 

RU-JINR JINR User Interface (UI), LCG Computing 
Element ( LCG-CE) with two Worker 
Nodes (WNs), Disk Pool Manager 
Storage Element (DPM SE), LCG File 
Catalogue (LFC), Workload Management 
System (WMS), Logging&Bookkeeping 
Service (LB), site BDII (sBDII), top 
BDII (tBDII), Virtual organizations 
management service (VOMS) 

RU-JINR-2 -II- LCG -CE+ 2 WNs, DPM SE, sBDII; 

RU-JINR-MPI -II- MPI enabled LCG-CE + J WNs, MPI 
enabled CREAM based CE+ 3 WNs, 
DPM SE, sBDII; 

BG-SU Sofia University "St. Kliment UI, LCG-CE + 4WNs, DPM SE, sBDII; 
Ohridski", Sofia, Bulgaria 

BG-SWU South-West University no running services yet 
"Neofit Rilski" 

SU-Protvino-lHEP Institute of High-Energy Physics, UI, LCG-CE + 2 WNs, dCache SE, 
Protvino, Moscow region, Russia WMS, LB, sBDII; 

UZ-IMIT Institute of Mathematics and UI, MPI enabled LCG-CE + 4 WNs, 
Information technologies of WMS, LB, sBDII, tBDII; 

Academy of Science of Republic of 
Uzbekistan, Tashkhent, Uzbekistan 

UA-BITP Bogolyubov Institute for Theoretical UI, LCG-CE + 8 WNs, DPM SE, LFC, 
Physics, Kiev, Ukraine WMS, LB, sBDII, tBDII; 

UA-KPI-HPCC National Technical University of UI, LCG-CE + 8 WNs, DPM SE, LFC, 
Ukraine "Kyiv Polytechnic Institute", WMS, LB, sBDII, tBDII. 

Kiev, Ukraine 

Apart from gLite environment the Globus Toolkit 5.0.x - GT5 (http:llglobus.org) based testbed 
was deployed at JINR. There are plans to extend user trainings by giving a tutorial on working in GT5 
as well as making a new course for developers in that grid environment. 

CA, VOMS, MyProxy can be used by services of both testbeds: gLite and GT5. 
A schema of JINR part components oft-infrastructure is shown at Figure 2. 
Besides grid services there are also java application server for custom java-based applications 

deployment, web- server hosting the web-portal (https://gridedu.jinr.ru) containing information 
about the t-infrastructure, some administrator guides, instructions on how to integrate grid site into the 
t-infrastructure, shell access to the gLite user interface via web. 

All services are run on virtual machines. As it was already mentioned in [1], OpenVZ 
(http://openvz.org) is used as a software for virtualization. 

For the moment t-infrastructure has been used for the following activities: 
1) semestral educational course in Grid for students of UC and University "Dubna" (4 years of 

successful experience, more than 300 students); 
2) user and system administrator trainings for colleagues from the JINR Member-States and partner 

countries (Egypt, Ukraine, Romania, Belarus, Uzbekistan, Azerbaijan, North Korea and Republic 
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of South Africa); 
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3) research and development projects: 
i) grid-oriented applicatjons development on the basis of SOA: 

(1) grid-oriented application for data quality processing (parsing, cleansing, 
standardization, enrichment etc.) on a large volumes of data, 

(2) grid service for minimum spanning tree computation; 
ii) molecular dynamics simulations (DL_POLY package) and molecular electronic structure 

calculations with high accuracy (molpro package) on grid CEs with MPI support; 
iii) computer-aided engineering (CAE) simulations; 
iv) image and video processing; 

4) testing and certification of gLite components in the framework of EGEE SA3 activity and some 
other ones. 

Conclusion 
As one can see there is a strong demand in different grid related activities what requires a 

separate autonomous infrastructure. Following that necessity, the training and testing grid 
infrastructure was deployed with core services at LIT JINR. It is already successfully used for a wide 
spectrum of tasks and there are some in plans. 

It is planned to run in testing mode and after in production one the educational web-portal 
which aims to provide a possibility for distance learning grid technologies. It includes a detailed user 
guide for work with educational grid infrastructure, lectures, methodical materials, interactive tests for 
each topic, full-featured web access to the t-infrastructure. 

Apart from that the future plans comprise evaluation of modern virtualization technologies and 
migration of the JINR t-infrastructure to one of them; new grid sites integration; making courses on 
Globus Toolkit and grid applications and services development; innovative grid projects support. 

Besides, there is a plan in cooperation with DEGISCO project (http:lldegisco.eu) team to set 
up BOINC server (http:l/boinc.berkeley.edu/), connect it to the t-infrastructure, port some applications 
to that environment and run them on idle resources of desktop computers. On the basis of the gained 
experience, a course on desktop grid computing can be developed and added into educational 
programs of different groups of trainees. 

All t-infrastructure related work in 2010 is supported by the JINR grant for young scientists and 
specialists. 
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This paper discusses the ways to implement accelerator physics applications as distributed 
applications on the Grid. The proposed solution is based on virtual laboratory approach which 
makes use of scientific Grid workflow management systems, in particular WS-VLAM. An 
overview of WS-VLAM is given, decomposition of generic accelerator physics application as a 
workflow is presented. 

1. Introduction 

Recent advances in Internet and Grid technologies have greatly enhanced processes in 
scientific experiments; not only computing and data intensive tasks become feasible, but also large 
scale collaborations between resources and users are now possible. Scientific worktlows are becoming 

• an increasingly popular approach to develop and execute complex scientific experiments and computer 
simulation that require large number of compute and data resources. With appropriate virtualization, 
worktlows hide the complexity of underlying computing resources and data systems, so that domain 
scientists can focus on the logic of the experiments without going into low-level details. This approach 
allows creating a Virtual laboratory that provides means to run legacy applications, manages the e
Science experiments, and automates large-scale computations. 

The focus of the worktlow research is currently on studying and developing novel approaches 
to improve support for the design of scientific worktlow and increase reusability of worktlows among 
scientists. In essence, scientific worktlow management systems aim at the automation of scientific 
processes based on data dependencies and their control, as well as at the abstraction of the usage of the 
necessary underlying resources to help scientists focus on their own research. 

An initiative to apply scientific worktlow management for creating complex modelling 
applications for nuclear physics has started at the St.Petersburg University recently. WS-VLAM 
worktlow system, developed at the University of Amsterdam [l], has been selected as the core 
integration and worktlow management software. WS-VLAM is developed using WS-RF concepts 
based on Globus 4.1 toolkit, it provides means to compose, execute and monitor data-flow based 
worktlows on the Grid with capabilities of task farming for parameter sweeps. The current work of 
integration accelerator software as a Grid worktlow is inspired by the Unified Accelerator Library 
(UAL) [2], an object oriented programming toolkit for developing distributed accelerator software. 
Shifting the paradigm towards e-Science and Grid computing, worktlow management systems can 
support and extend the capabilities for execution, interconnection and providing unified access to 
various accelerator software (e.g. MAD, COSY) on the Grid. 

The paper is structured as follows: Section 2 gives an overview of virtual laboratory concepts; 
Section 3 presents the WS-VLAM worktlow management system, a virtual laboratory environment 
developed at the University of Amsterdam; Section 4 describes an application from the accelerator 
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physics domain that can be decomposed and executed as a Grid workflow, and Section 5 concludes 
the paper. 

2. Virtual Laboratories on the Grid 

Grid environment allows coordinated resource sharing and problem solving among groups of 
trusted users within Virtual Organizations. Such environments enable global distributed collaborations 
involving large numbers of people and large scale resources, and make data and computing intensive 
scientific experiments feasible. One of the important research topics in e-Science [3] is to develop 
effective Grid enabled Problem Solving Environments (PSE), also called Virtual laboratories, for 
different scientific domains. Organizing software utilities ( e.g. simulators, visualization and data 
analysis tools) as a meta experimental environment, PSE allows a scientist to plan and conduct 
experiments at high level of abstraction [ 4]. 

A problem solving environment (PSE) provides a complete integrated computing environment 
for composing, compiling, running, controlling and visualizing applications. It incorporates many 
features of an expert system and provides extensive assistance to users in formulating problems and 
integrating program codes, processes, data, and systems in distributed computer environments [5]. An 
important PSE flavor is a Scientific Workflow Management System (SWMS) [6, 7]. A SWMS 
explicitly models the dependencies between experiment processes, and orchestrates the runtime 
behavior of involved resources according to a flow description. 

3. WS-VLAM Workflow Management System 

The aim of the WS-VLAM (Virtual Laboratory AMsterdam) system developed at the 
University of Amsterdam is to provide and support coordinated execution of distributed Grid-enabled 
components combined in a workflow. This system combines the ability to take advantage of the 
underlying Grid infrastructure and a flexible high level rapid prototyping environment. On the high 
level, a distributed application is composed as a data driven workflow where each component 
represents a process or service on the Grid. Processes are activated only when the data is available on 
their input ports. The significant difference from other similar systems is the support for simultaneous 
execution of co-allocated processes on the Grid which enables direct data streaming between the 
distributed components: traditional batch processing of grid jobs and workflow execution based on 
input/output files exchange between the components is not suitable for many use case scenarios. This 
feature is highly required for semi-realtime distributed applications e.g. in the bio-medical domain or 
in online video processing and analysis. 

WS-VLAM is a workflow management system, which coordinates the execution of distributed 
Grid-enabled software components. WS-VLAM workflow management system is developed 
following the OGSA/WSRF standards. It has a set of client-side applications that allow scientists to 
design and monitor the execution of the workflows with intuitive interfaces, and provides also server
side applications, including a workflow engine that schedules and executes the workflow on Grid 
enabled resources [1, 8]. 

WS-VLAM provides a composition editor for graphical creation of workflows (Fig. 1). This 
tool is used for two main tasks: composition and monitoring. It supports developing workflow 
components in a number of programming and scripting languages (Java, C++, R, etc.), allows 
accessing to web services, establishes job farming and parameter sweep requirements, and is platform 
independent. Once the workflow has been submitted to execution, scientists are able to follow up the 
results of the experiments. 
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Fig. I: WS-VLAM graphical workflow composer 

Monitoring the execution allows follow the effects and outcomes of each particular atomic ( or 
composite) execution process. WS-VLAM is a grid enabled workflow management system and it 
allows of co-existence of different types of grid execution models within a single workflow. This 
feature is achieved by abstracting a particular Grid execution model to an intermediate common 
representation. In WS-VLAM the workflow is composed not from particular Grid jobs or services but 
from components having special interface. These components are called modules; they are the core 
entities of the WS-VLAM workflow. Thus a module can represent a specially developed application, 
which uses WS-VLAM native libraries, a standard web service or a third party application (legacy 
application). 

The runtime control of the execution of a distributed workflow provides the ability to monitor 
the execution and influences the behavior of workflow components. WS-VLAM supports several 
ways of runtime control: direct interaction with the user interface of a module (remote X GUI access) 
and module parameter control (reading flags and values set by a module and updating these values 
from outside the module). Monitoring delivers all the log data from remote modules to the WS-VLAM 
user interface thus all the issues in module execution can be tracked centrally. 

Intensive distributed data processing might take a long time. To facilitate the handling of the 
executing workflow, the system is capable of closing the user interface, detaching from the workflow 
engine and reattaching later on during runtime. 

4. Parallel and Distributed Computing in Accelerator Physics 

The natural parallel and distributed structures of beam physics problems allow the use of 
parallel and distributed computer systems. But the usual approaches based on traditional numerical 
methods demand using the resources of supercomputers. This leads to the impossibility of using such 
multiprocessing systems as computational clusters. In this paper some examples of beam physics 
problems are discussed from the computational point ofv_iew using clustered systems. 

There are two classes of problems in beam physics which demand very extensive computer 
resources. The first class includes long-time evolution problems, the second is concerned with the 
computer realization of optimization procedures for beam lines. Examples of the first type of problem 
include multitum injection and extraction of the beam in circular accelerators. Usually, these problems 
do not consider space charge effects. For advanced applications it is essential to study beam dynamics 
in high-intensity accelerators. Such machines are characterized by large beam currents and by very 
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stringent uncontrolled beam loss requirements. An additional difficulty of numerical simulation is 
connected with long-time beam evolution that requires the computation of hundreds of thousands or 
millions of turns. It requires the use of high-performance computers for beam evolution study. The 
problems of similar multi-tum evolution such as transverse stability with nonlinear space charge, 
uncontrolled beam losses due to space-charge-induced halo generation, etc. can also be mentioned. 
These problems are peculiar to modern high-intensity machines and require careful investigations of 
long-time evolution effects. From the computational point of view there are some problems related to 
the choice of models for beams with space charge, the presentation form of the beam propagator, and 
so on. 

Currently, there are many efforts [9, IO] devoted to the application of parallel computation to 
beam physics problems. But most of these efforts are dedicated to the creation of parallel algorithms 
for space-charge forces and multi-particle dynamics computing. 

In one of previous papers we addressed the role of parallel and distributed computing in beam 
physics [12]. The generic scheme of the decomposition of a beam physics application and mapping it 
to distributed resources has been proposed. In short it is illustrated here in figures 2 and 3. 
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Fig. 2: The types of basic computational flows 

The applied approach is based on the use of the matrix formalism for Lie algebraic methods 
developed in a previous work [13]. The choice of a matrix formalism as the basic tool for the beam 
evaluation process allows the use of databases of matrix objects prepared in symbolic and/or 
numerical modes. Moreover, this aids the construction of effective numerical and symbolic codes for 
computational experiments. In this paper we will distinguish two concepts: parallel and distributed 
computing. The first type of computational process involves the implementation of homogeneous 
operations on a set of homogeneous processors. In the second, operations having different structure are 
computed using a heterogeneous set of processors. This requires us to distinguish two types of 
computational operations: the first of them corresponds to matrix operations and the second - to 
computational flows. This separation allows us to distribute a computational experiment over several 
clusters. Every cluster solves the problems intrinsic to one of the flows. This approach has a bottleneck 
problem connected with the synchronization of these flows. This problem can be solved using a base 
of homogeneous mathematical tools-the matrix formalism for Lie methods. The matrix form of 
practically all required information allows us to realize parallel computing in a natural way. First of 
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all, parallel computing is realized in the numerical stage when the matrix presentation of the current 
map is built. The second parallelization process is connected with the phase beam portrait construction 
stage. For this stage there are several possible approaches. 

Additional computational flows are connected with the next two procedures. The first of them 
is devoted to visualization of all necessary information including auxiliary procedures (for example, 
analysis of images using differential geometry methods) and space.charge force computing (see 
Fig. 2). Here we rely upon the methods proposed in our previous publications [11, 12]. 
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Conclusion 

In this paper we discussed the approach to implement a generic accelerator physics application 
as a Grid workflow. The work is ongoing at the Faculty of Applied Mathematics and Control 
Processes of St. Petersburg State University. The core component of the system is the Virtual 
laboratory based on the WS-VLAM Grid workflow management system, and the application part is 
built on longstanding faculty members' expertise in beam physics. 
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PRAGUE WLCG TIER-2 REPORT 

T. Kouba, L. Fiala, J. Chudoba, M. Lokajicek, J. Svec 

Institute of Physics,· Academy of Sciences of the Czech Republic 

The Prague site participates in various grid activities such as EGEE/EGI and WLCG. The 
computing infrastructure serves for several high energy physics experiment, for example DO, 
Atlas, Alice, Star, Auger. In this report, we would like to present the recent changes in our 
infrastructure ranging from upgrade to 10Gb interconnect to installation of new water cooling 
system. We will also present our storage infrastructure and decisions made to ensure high capacity 
and throughput for DPM grid software. 

1. Introduction 

The Prague site for computing in high energy physics was established in 2002 under the name 
"Golias" or in the grid world under the name "praguelcg2". In 2004 a new server room was built from 
scratch. The server room is used for all information technology needs of the Institute of Physics ( e.g. 
web servers, mail servers, firewalls) but the major part of the computing power and data storage is 
dedicated for computing in High Energy Physics. Since the beginning the main consumer of the 
computing cycles has been the experiment DO. But with the start of LHC production users from other 
experiments (mainly Atlas and Alice) have become more active. 

2. Recent hardware challenges and changes 
2.1. Cooling 

In the last two years the number of computing servers has been significantly increased. Also 
the total power consumption and the waste heat has increased despite the fact that computer 
manufacturers improved the efficiency in computing power per watt. This brought problems in two 
areas: cooling and emergency power supply. 

Our server room is equipped with two units of air conditioning Liebert-Hiross with cooling 
power 56kW per unit. This was sufficient until spring 2009. In this year we purchased new iDataPlex 
system with 84 IBM x340 nodes. These new 672 CPU cores more than doubled computing capacity of 
the Golias farm. Another system was purchased at the beginning of2009 -Altix ICE 8200. Waste heat 
from these two systems summed with the other systems in the server room got over the cooling 
capacity of Liebert-Hiross system. We decided to install a water cooling solution for these two new 
systems with extra capacity for future new systems. 
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The new water cooling consists of two STULZ CLO 781A units that deliver 88kW cooling 
power each (graph of temperatures in this system can be seen on Fig. 1). They are placed on the roof 
of the building and connected with rear doors of the computer racks of iDataPlex and Altix ICE. The 
rear doors contain a heat exchanger (aka radiator) where the flowing hot air is cooled. It means the air 
flow in the server room is still very important. The IBM has created an air flow model (figure 2). This 
model showed that it is very important to ensure that the hot air is effectively sucked in the air 
conditioning and that the cold air is not mixed with hot air. Based on this model, we have implemented 
the following two decisions: 
• cold aisle covered with a roof, 

big fans installed on top of the racks so the hot air is pushed to the air condition input. 

Fig. 2: Air flow model 

At the beginning of 2010 we have purchased another two racks with water-cooled rear doors 
(one iDataPlex and one general-purpose rack mainly for JU twin nodes). It means that currently we 
have 271 worker nodes (2688 cores) in water-cooled racks. The rest (service nodes, disk arrays, and 
about 130 older worker nodes) is still in open racks and cooled by air in the traditional way. 

2.2 Emergency power supply 

Since the start of operation, our server room was equipped with 200kV A UPS. This was 
sufficient till 2009 when the total power consumption got over the recommended 80% of the UPS 
capacity. An extension to the UPS system was found to be too expensive so the new worker nodes are 
currently not backed up in terms of power supply. We try to keep only service nodes "covered" by the 
UPS. 

2. 3. Network 

With the procurement of the new hardware another two factors related to network became a 
bottleneck in effective resource utilization: 

0 number ofjobslots (or even HEPSpecs) per uplink, 
0 number of TB per uplink. 

The term "per uplink" means network path to the central router in our server room. The first case can 
be shown on an example that compares hardware from 2004 and iDataPlex from 2008, both placed in 
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dedicated racks: 
2004: 42 nodes with 8 HEPSpecs each, connected to one switch with 1Gb uplink -
336HEPSpecs/Gb, 
2008: 84 nodes with 70 Hep Specs each, 2 switches with 1 Gb uplink would be 2940HepSpecs/Gb. 

The second is more straightforward, as the size of disk arrays grow the uplink must be 
strengthen up as well. We count this in terms of terabytes of disk space per one gigabit of bandwidth. 

In 2009 these factors lead us to a redesign of the network topology in 2009 and a procurement 
of a 100bit Force 10 S2410 switch. It is connected via 200bit interconnect to the main router (Cisco 
C6506). All new worker nodes are connected to switches with 100bit uplink and all new disk arrays 
with more than 20TB are required to contain 100bit NIC. 

The schema of the topology of our network infrastructure is shown on Fig. 3. 
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Fig. 3: The schema of the topology of network infrastructure 

2.4. Summary of recent hardware changes 

In 2009 we have installed: 
84x IBM iDataPlex node x340, 

2x Xeon E5440 => 8 cores, 
20x Altix XE 310 ( twin nodes), 

• 2x Xeon E5420 => 8 cores, 

swl.112 (1b1s33-64) 

swl111 (1b1s01-32,65) 

swL101 (iberis01-42) 

swl.102 (1b1ns43-84) 

swl051 (ulix01..W.saltix01-07_ 

-1Gbpl 

- 10Gbps 

.20Gbp, 

3x Overland Ultamus 4800 (48TB raw each) SAN with 2x IBM X3650 as frontend servers, 
New backup solution, 

• Ix Overland Ultamus 1200 (12TB raw) with X3650 as frontend server, 
Tape library NEO 8000, 

2x VIA based NFS storage, 
10 Gb switch Force 10 S2410, 
First decommission of computing nodes, 

• 29xHP lpl000 (Pentium III). 

In 2010 we have installed: 
• 65x IBM iDataPlex x360 nodes, 

161 



• 2x Xeon E5520 with HT=> 16 Cores, 
• 9x Altix XE 340 (twin nodes), 

• 2x Xeon E5520 without HT=> 8 cores, 
• 3x Nexsan SataBeast (84TB raw each) SAN with 2x IBM X3650 M2 as frontend servers, 
• 3x MSI-based storage nodes. 

The rise in number of computing servers brought management challenges as well. We have 
improved our installation and configuration procedures. This is described in the next section. 

We also insist on remote manageability of the servers for every procurement of our hardware. 

3. Automatic installation, configuration and management 

Currently there are 336 worker nodes with 2630 cores and approx. 20500 HEPSpecs, all 
dedicated to WLCG project. This part describes how we install and configure this cluster. 

The Altix ICE system stands aside and it is managed and installed with SGI proprietary tools. 

The most tedious work is the installation of worker nodes. We do this in the classical linux/redhat 
way: 

I. Node is powered up and asked to boot from the network (it is a great help if the Baseboard 
Management Controller is able to change boot source remotely), 

2. DHCP server provides the IP address, 
3. According to the IP address the tftp server provides the correct installation kernel and 

parameters (mainly URL of the kickstart), 
4. The node is then installed by the kickstart script, 
5. At the end of installation the kickstart script tells the tftp server (via http request) that this 

node is reinstalled and so it will not be reinstalled again after reboot, 
6. It also installs cfengine package and downloads basic cfengine configuration. 

When the machine is installed with only basic operating system, the cfengine comes to play. It 
is run for the first time and so it downloads all the configuration files needed. After that it configures 
the node so it fulfills all its roles and duties. The detailed description of how this is achieved has been 
presented at NEC2009 and is available at [I]. 

4. Monitoring 

Monitoring is a crucial thing in ensuring that problems with services are promptly discovered 
and fixed. We use several tools for detecting problems and visualization of the resource utilization: 

4.1. Munin 

Very simple system with rich set of sensors. It consists of a server that actively (once per 
5 minutes) polls all the monitored nodes and stores performance data into rrd database. It requires a 
munin agent to run on the client side. This system provides neat graphs, but it does not scale well as it 
polls every monitored service on every monitored node. Munin does not send any notifications about 
detected problems. It is very simple to write a new sensor, it can be a script in any language and there 
are only few requirements on the output of the sensor. 

At Golias farm we have developed several munin plugins mainly for temperature and fan 
sensors in servers. 

4.2. Ganglia 

Ganglia is a monitoring system with many built-in sensors oriented on large systems. It can 
automatically discover new hosts and their services. Ganglia presents the collected results in pretty rrd 
graphs. The scalability of Ganglia is great - it separates the presentation web and collecting agents. 
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Ganglia does not send any notifications and there is no concept of error state at all. Writing new 
sensors is more complicated and we did not develop any extension for Ganglia at Golias farm. 

4.3. Nagios 

State of the art in cluster monitoring. Easy to install and setup. Nagios community is very 
broad and there are many custom sensors and scripts for various hardware. Nagios implements 
sophisticated notification system to limit false positives when reporting problems (e.g. it tests the 
service multiple times in a row, it does not send notifications in downtime period etc.) We use Nagios 
as the main monitoring tool and we have developed many sensors to check the status of the special 
hardware (UPS, air conditioning). Nagios is also capable of passively receiving results of checks 
performed outside of Nagios. This way we insert SNMP traps from disk arrays into Nagios and we 
check system logs on the central syslog server for suspicious records. 

Nagios does not automatically discover hosts nor services and it has got similar problems with 
scalability as munin has. Currently we solve the scalability issues by careful setting the checking 
period for every service type. Usual checks on worker nodes are scheduled every 20 minutes. Some 
long term checks (e.g. check if the running kernel is up-to-date) are scheduled to run only once a day. 

There is a technical solution for scalability problems: check_mk. It is an extension that 
exploits the possibility to submit passive checks into Nagios and so it collects data on the monitored 
node and sends them all in one tcp connection (similar to ganglia agent). We are currently in the phase 
of testing this monitoring approach. · 

5. Other useful tools 

There are two other tools developed at our farm that helps us to manage hardware and 
software services: 

5.1. Hardware database 

Every hardware component is recorded in our hardware database. It contains important data 
about hardware ownership (date of purchase, warranty dates), hardware operation (server location, 
power consumption, network connection) and system operation (DNS name, operating system 
installed, HEPSpec measured, history of hardware problems etc.). 

5.2. Farmevents 

Farmevents is a log for administrators with web and email interface. It features full text 
search, tagging and email notifications for every new record. You can see the screenshot of the 
service in Fig. 4. 

In addition to the above, a new inventory database is currently under development. Please see 
the paper "Deska: Tool for Central Administration of a Grid Site" in these proceedings for details. 

6. Network connection to outer world 

Our external connectivity is delivered by CESNET (fig.5) - Czech network research institute. 
CESNET is part of the GEANT infrastructure and it provides the following network infrastructure for 
Golias farm: 

I Gb connection to the Internet, 
1Gb dedicated connection to FZK-Karlsruhe (our Tier I site in the Atlas experiment), 
IO Gb connection to CESNET, 

• CESNET then provides several dedicated 1 Gb lines (FNAL, BNL, ASGC, 
Czech tier 3 sites). 
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7. Participation in the EGI project 

Praguelcg2 takes part in European grid projects from the early beginning. We participated in 
European data grid and all EGEE projects. When the EGEE became EGI this summer, our site became 
the biggest site in newly born NGI_CZ (Czech National Grid Initiative). Our staff is the main part of 
Czech grid operations team and we are responsible for monitoring, accounting and first line support of 
NGI_CZ. 
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The project 'Desktop Grids for International Scientific Collaboration' (DEGISCO) [I] is 
aimed at supporting and expanding Desktop Grids in order to provide more computational 
resources for research infrastructures, and to link these systems to scientific Grids maintained by 
the European Grid Infrastructure (EGI) and other initiatives. The proposed methods and solutions 
in DEGISCO are based on a generic grid-to-grid bridging technology that has been developed in 
the framework of EDGeS project [2]. This paper describes the main approach and some results 
from various points of view; infrastructure expanding, application porting, and community 
building. 

1. Introduction 

Desktop Grids consist of computers and other devices, including desktop PCs and notebooks 
that are used for general purposes but having unused computational and storage capacities. These 
distributed infrastructures can be formed inside research institutes and universities (local Desktop 
Grids) or by citizens that voluntarily donate unused computing time to science (volunteer Desktop 
Grids). Both types of Grids collect the underutilized resources and can offer them for scientific 
simulations or other applications. To be more useful for researchers and students, Desktop Grids have 
to be integrated into scientific workflows on a regular basis; the bridge between Desktop Grids and 
traditional service Grids, and the appropriate application development methodology can foster this 
integration. 

The DEGISCO project transfers the knowledge concerning this combined European 
distributed infrastructure towards other countries by supporting the creation of new Desktop Grids for 
e-Science in the partner countries (see Section 2). The project members (including ISA RAS) connect 
the different types of Grids using the bridge technology, support the production level combined Grid 
infrastructure, assist in porting applications, as well as disseminate, promote and provide training 
about the Grid and its usage. Several scientific applications with large user communities are already 
available but new scientific applications are to be ported (see Section 3) in order to benefit of the 
infrastructure. 

The International Desktop Grid Federation (see Section 4) has been set-up to exchange 
experience about the usage of Desktop Grid technology to expand scientific infrastructures, and in 
order to bring together Grid operators, application developers, and other key players. 

2. Infrastructure 

The EDGeS infrastructure with more lp0.000 CPUs has been built up from several Desktop 
and Service Grids [2], and can be exploited in several ways by the scientists: 

1. Desktop Grid and Service Grid operators can connect their grids to others through the EDGeS 
infrastructure. This increases the amount of computing resources available to the users. Grid 
operators can also take advantage of the applications that are ported to the Grid, and offer 
them to their scientific user communities. 

2. Virtual Organisation (VO) managers of gLite-based Grids [3], or one of the other connected 
service Grids, can connect their Grids VO to the EDGeS VO and add resources and 
applications. 
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3. Grid application users on an EDGeS connected Grid can use more computing resources than 
are available on their 'own' Grid. When they use an application that is ported to several Grids, 
it will also automatically run on those Grids and jobs need to be submitted only on the owned 
Grid. Because of that, there is no need to learn the peculiarities of other Grids. 

4. For people who want to donate their unused computing time to science, just need to connect to 
one of the Grids in the EDGeS infrastructure, and they become part of the largest computing 
Grid in the world. 

The project (at the beginning) focuses mostly on the first two cases, and provide information 
for system administrators to understand and join the EDGeS integrated EGEE-DG infrastructure. 
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Fig. 1: Generic approach for bridging Grids in DEGISCO 

The EDGeS production infrastructure is based on the following major components (see fig.I): 
• The EDGeS bridge services provide bridges to connect EGEE VOs to Desktop Grids based on 

BOINC [4], XtremWeb-HEP [5], OurGrid [6][7] and vice versa. There are 4 kinds of bridges: 
I. EGEE ⇒ DG bridge which acts like a gLite CE [3] but instead of Worker Nodes 

(WNs) it can connect a BOINC, or a XWHEP, or an OurGrid desktop grid to any 
EGEE VO. There are two flavours of this bridge: one that uses an leg-CE and another 
that uses a CREAM CE. 

2. BOINC ⇒ EGEE bridge which acts like a BOINC client but executes downloaded 
WUs in an EGEE VO. 

3. XWHEP ⇒ EGEE bridge which can connect WNs from an EGEE VO to an 
XWHEP desktop grid (in a way similar to pilot jobs) in order to execute desktop grid 
jobs. 

4. OurGrid ⇒ EGEE bridge which allows OurGrid jobs to be submitted through the 
OurGrid user interface and be executed in WNs from any EGEE VO. 
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• An EGEE VO named desktopgrid.vo.edges-grid.eu which is operated by the 
DEGISCO project solely for executing jobs coming from desktop grids via the 
BOINC ⇒ EGEE, XWHEP ⇒ EGEE, and OurGrid ⇒ EGEE bridges. 

• Several desktop grids that are connected to EDGeS and support EGEE applications including 
the three flavours (BOINC, XWHEP, and OurGrid) of EDGeS@home that are dedicated to 
run EGEE applications and allow volunteers to contribute to EDGeS and EGEE. 

There are different installation and configuration instructions available depending on what 
kind of component is to be deployed, the detailed guideline with policies is available at the project 
website [I]. 

3. Applications 

As one the most important objective, DEGISCO ports existing applications to the integrated 
infrastructure and provides a seamless job execution mechanism among the interconnected Service 
and Desktop Grid systems. 

3.1. EDGeS Application Development 

Fig. 2 illustrates the stages of the applied EDGeS Application Development Methodology [8], 
and names the participants and expected outputs of every stage. As it is shown on the figure the 
EADM aids the developers through the whole lifecycle of application porting, from identification of 
potential applications to providing support and upgrades for end-users. Here we only refer those stages 
that have been relevant and crucial at the beginning ofDEGISCO project. 

The current work addresses the first three stages of the EADM: Analysis of current 
application, Requirements analysis, and Systems design. 

The aim of the Analysis of current application stage is to describe the currently existing 
application in detail. The EADM does not deal with the development of new applications but it 
provides a methodology describing how to port existing applications to the combined SG/DG 
platform. Therefore, the EADM assumes that the application is already exploited by the target user 
community. The aim of the porting process is to improve the usability of the application and to extend 
the target user community. The outcomes of this stage are summarised in an Application Description 
Template (ADT). The ADT describes the currently existing application and answers questions related 
to the identification of the target user community and problem domain, type of computing platform, 
parallelism, data access and functionalities currently offered. Other factors, such as licensing issues, 
security solutions and ethical and gender issues are also described. 

It is defined during the Requirements analysis stage how the target user community will 
benefit from porting the application to the SG/DG platform. End-user involvement at this stage is 
crucial to capture their requirements towards the final ported application. The requirements towards 
the ported application concerning efficiency of execution and data access are analysed from a user 
perspective. The outcome of this stage is a User Requirement Specification (URS) document. The user 
requirements may have to be refined later on based on the output of technical investigations and 
limitations. Therefore, revisiting this phase may be required. 

The aim of the Systems design stage is to answer the major questions of systems design 
principles concerning the ported application. What will be the target platform for execution and how 
will it be accessed? What level/type of parallelism will be utilised? What data access mechanisms will 
be applied? The outcome of this stage is a Systems Design Specification (SDS) document that may 
have to be modified according to technical constraints identified during the forthcoming stages. 

As it was stated earlier, the applications described in this document have gone through these 
first three stages of the EADM and the above three documents have been produced for each of them. 
However, these documents are subject to change based on the results of further investigation or any 
constraints discovered later regarding the implementation. 
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At the beginning of the project, BNB-GRID (see the next section) is one the application 
candidates has gone through these above described steps. 

Particip_ants EADM stag_es Outcome 

Incremental system 
prototypes 

Consensus between 
end-users and 

developers 

Validated 
application 

Application deployed 
in EDGeS application 

repository 

Feedback, support 
and system 

modification 

Fig. 2: EADM stages, participants, and outputs 

3.2. BNB-GRID 

This section describes an application that has been identified by ISA RAS (DEGISCO project 
partner from the Russian Federation), which has been currently investigated regarding their portability 
to the target SG/DG platform. The section gives a short summary of the work carried out so far and 
also the proposed work that will be carried out as part of the project. Detailed EADM documentation 
for this application (among others) is downloadable from the DEGISCO website [1]. 
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Fig. 3: BNB-GRID main architecture and supported platforms 

BNB-Grid [9] is a generic framework for implementing optimization algorithms on distributed 
systems developed by ISA RAS. Current status is that the BNB-Grid tool can harness the consolidated 
power of computing elements collected from service Grids, desktop Grids and standalone resources to 
solve hard optimization and combinatorial problems. Adding new type of computational resource is 
available; currently the tool supports SSH, Unicore service Grid, and BOINC desktop Grid system. 
BNB-Grid central manager submits applications to different computing elements and organizes their 
interaction via specially designed protocol and uses hierarchical two-level work distribution scheme. 
The top-level distribution is done by a central manager: it sends or requests work chunks from running 
BNB-Solver applications via BNB-Proxy components. BNB-Solver instances run on individual nodes, 
supercomputers or in the Grids (see Fig. 3). The work chunk consists of several workunits where the 
notion of unit depends on the running optimization method. 

BNB-Grid has already been tested in a desktop Grid environment and in the EDGeS test 
infrastructure. As the next step, BNB-Grid will be deployed on the new ISA RAS Desktop Grid, and 
the BNB-Grid project will be available for the Service Grid part of the EDGeS distributed computing 
infrastructure as well. 

Then BNB-Grid will be tested on different optimization problems of different scale to study 
the performance and reliability of the developed application in the desktop Grid environment. The 
performance will depend on the number of desktops attached to the project. ISA RAS is going to start 
with a small institutional DG and then enlarge this DG by adding computers from other institutions 
(mainly from Universities and Academic institutions) and volunteer PCs. 

To enable access for a large operational research community ISA RAS will establish and 
maintain a Web-portal for interactive submission of BNB-Grid tasks, so the optimization research 
community will be able to exploit BNB-Grid easily by using methods currently implemented or by 
extending the BNB-Grid with new methods/problems (by implementing new methods based on 
provided generic skeletons). 
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The results will be promoted and supported via the International Desktop Grid Federation (see 
the next section) as well. 

4. The International Desktop Grid Federation 

Desktop Grid operators and developers today often work in isolation. This means that each 
encounters the same difficulties, has to avoid the same pitfalls, and cannot take advantage of 
experiences made elsewhere. That is why DEGISCO, together with its sister project EDGI [10], 
founded the International Desktop Grid Federation (IDGF). The IDGF is a platform that brings 
together operators of Desktop Grids, and developers for these types of infrastructures. IDGF is setup 
as a membership organisation. 

The International Desktop Grid Federation (IDGF) is also a corner stone of the sustainability 
plan for DEGISCO. The DEGISCO project is a two-year project with the goal of advancing Desktop 
Grid computing and embedding Desktop Grids in eScience infrastructures. This work is not finished 
after two years; the IDGF will assure the sustainability of the DEGISCO work. By setting up the IDGF 
as a membership the organisation that right from the start, and doing all DEGISCO dissemination, 
support, training and documentation activities under the brand name 'International Desktop Grid 
Federation' we prepare for sustainability right from the start of the DEGISCO project. 

From a technology point of view, the International Desktop Grid Federation has the goal of 
promoting Desktop Grid technologies, advancing Desktop Grid technologies and advancing the usage 
of Desktop Grid technologies. Desktop Grid technologies are to be understood in a broad sense, i.e. 
not only stand-alone volunteer computing Grids, but also interconnections of Desktop Grids with other 
infrastructures, especially when they use the EDGeS Bridge technology. The International Desktop 
Grid Federation brings together organisations (institutes, companies, universities) that operate Desktop 
Grids or infrastructures that incorporate Desktop Grids, and organisations or groups that run and 
develop applications on these infrastructures. Hence the International Desktop Grid Federation is set 
up as a member organisation. 

The main members of the IDGF are companies, universities, institutes, etc. The Federation 
will advance Desktop Grid technology and use, because of exchange of experience between members 
and collaboration between members. The EDGI and DEGISCO projects will provide initial support to 
the International Desktop Grid Federation. The International Desktop Grid Federation is set up to be 
long-lived, i.e. to continue after the EDGI and DEGISCO projects are finished. Probably IDGF will 
continue as an independent organisation, but not necessarily. We try to align the IDGF as much as 
possible with existing e-Infrastructure organisations, such as EGI, so it could also be possible that (part 
ot) the Federation could become a user group in one of these e-Infrastructures organisations. 

The International Desktop Grid Federation will consist of two chapters: 
- The European Desktop Grid chapter, 
- The International Desktop Grid chapter. 

The European Desktop Grid chapter will organise the Grid operators and Application 
developers in the European Union. The International Desktop Grid chapter will organise the Grid 
operators and Application developers outside the European Union, starting with those in the 
International Cooperation Partner Countries (ICPC). This division also helps alignment with for 
instance EGI and the activities of the EGI and other European e-Infrastructure initiatives. 

The members of the IDGF will also be organised according to activity and interest: 
General interest group on Desktop Grids Operations. This group will discuss 
general topics and issues when operating a Desktop Grid. 
General interest Group on application porting and running. This group will 
discuss general topics and issues when porting applications to a Desktop 
Grid. 
Integrating Desktop Grids with (existing) Service Grid Interest Group. This 
Group will look into setting up Desktop Grids as part of a larger e-
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Infrastructure (such as EGI). The Desktop Grid is the main entry into the e
Infrastructure. We expect this to become true in a number ofICPC countries 
Interest Group on Integrating Desktop Grids with new type of Service Grids. 
A group for discussions where Desktop Grids are used mainly as accelerators 
for Service Grids. (Supported by the EDGI project) 
Interest Group on integrating Clouds and Desktop Grids. This group will look 
into the newly developed EDGI technologies (Supported by the EDGI 
project). 

For each of these Interest Groups, a section of the portal has been setup, with membership list, 
special web pages, etc. The persons working in the EDGI and DEGISCO projects on the topic of an 
Interest Group, will join the appropriate Interest Group and start the activity. 

5. Conclusions and Future Work 

The DEGISCO project is unique in bringing scientific and technological knowledge to all 
comers of the world. The importance is not so much the developments that DEGICO makes itself, but 
scientific discovery enabling it will have. Making massive amounts of computing capacity available, 
will allow researchers from all kinds of disciplines to do new science. In this paper we reported one 
such example from ISAS RAS. 

Also, setting up an organisation, IDGF, that right from start of the project is intended is a 
unique feature of DEGISCO. Most European projects start with a vague idea of what to do after the 
project has finished, but by the end of the project there is not enough time left to really set-up a 
sustainable follow-up. 

IDGF also offers the opportunity for countries or regions to set-up local chapters that can help 
with harnessing otherwise unused Desktop Computing power. We are now investigating for instance 
the formation of a Russian chapter. 

DEGISCO will investigate how green Desktop Grids are, and in what circumstances 
does it make sense to implement a Desktop Grid from an energy efficiency point of view [11]. 
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We present results of numerical calculations of transport properties of single molecule magnets 
with the use of numerical renormalization group (NRG) method. We show that Wilson's idea of 
renormalization applied in energy space within the OM-NRG code manifests a good scalability. 
The NRG method is applied to the regime of strong coupling between the molecule and external 
ferromagnetic (in general) electrodes. From the calculated spectral function we get the zero bias 
conductance. The presented results reveal the Kondo anomaly which appears due to screening of 
the molecules spin by conduction electrons of the leads. Exchange coupling of the internal 
magnetic core of molecular magnets and conduction electrons in the transport orbital suppress the 
Kondo anomaly. 

1 Introduction and motivation 
In recent years, with the advent of novel experimental techniques allowing to study transport 

properties of single molecules, a number of molecule-based electronic devices have been proposed and 
constructed. In terms of possible applications, especially interesting seem to be single-molecule 
magnets (SMMs). Due to a large spin number and significant magnetic anisotropy, they exhibit an 
energy barrier for their spin reversal [l, 2] - especially at low temperatures. It has been suggested that 
spin-polarized current can be employed to modify magnetic state of a molecule [3-5]. The current
induced magnetic switching of SMMs may become a key mechanism to be utilized in future devices, 
as it does not require application of an external magnetic field for manipulating the molecule's spin. 

From the computational point of view, among various theoretical aspects of transport through 
SMMs, especially interesting seems to be the problem of transport when the coupling between a 
molecule and electrodes is strong. In such a case, electrons cannot be considered as tunnelling between 
electrodes via pure molecular states, which is a standard approach for the limit of weak coupling. As 
the strength of the coupling grows, the energy spectrum of the molecule, initially characterized by a 
set of discrete energy levels, becomes modified. The interaction between the localized electron state of 
the molecule and extended electron states of electrodes results then in gradual broadening of the 
original molecular states. Furthermore, when the mixing of the states becomes significant, molecular 
states have to be substituted with new hybrid states, which take into consideration some degree of 
electron delocalization between electrodes and the molecule. 

An interesting situation arises when the transport orbital of a molecule is occupied by a single 
electron. Since the strong coupling limit means that electrons can somewhat freely tunnel back and 
forth between electrodes and the molecule's transport orbital, such tunnelling processes lead to 
fluctuations of the unpaired electron's spin. This in tum results in an additional resonance in the 
spectral density (density of states) at the Fermi level of electrodes, known as the Rado-Suh! resonance. 
A further consequence of the resonance in density of states is the Kondo anomaly in electrical 
conductance of the molecule. 

The key numerical problem is therefore to find a way how to derive the hybrid states and the 
corresponding energies. One of the most effective ways to achieve this objective is the numerical 
renormalization group (NRG) method [6]. In the present communication we thus address some main 
numerical aspects concerning calculations of SMM's transport properties with the use of the NRG 
approach. Especially, we examine the scalability of the problem and the resulting DM-NRG code as it 
is of exponential complexity. 
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2 Theoretical model 

The model to be considered consists of an individual SMM embedded between two metallic, 
ferromagnetic electrodes. Transport of electrons through the molecule is then assumed to occur via the 
lowest unoccupied molecular orbital (LUMO) level. Electrons in the LUMO level are exchanged 
coupled to the inner magnetic core of the molecule. The Hamiltonian of the molecule HSMM(e, U, D, 
D1, D2, J) in principle depends on four variables: the energy of the LUMO level c:, the energy U of the 
Coulomb interaction between two electrons of opposite spin in the LUMO level, the uniaxial 
anisotropy D (with small corrections D1 and D2 accounting for the influence of the molecule's 
reduction state on the anisotropy), and the energy J of exchange interaction between an electron in the 
LUMO level and the SMM's core spin. The explicit form of HSMM can be found for instance in 
Ref. [4]. The electrodes, on the other hand, are described by noninteracting, itinerant electrons. 

The above described model is based on some simplification and therefore its applicability is 
also limited. Anyway, it is a model which captures all basic features of SMMs and electronic transport. 
In more accurate descriptions one should include also coupling between magnetic molecule's core and 
electrodes, Coulomb interaction of electrons in the LUMO level and in the magnetic core, and others. 
Anyway, we will show that the model can be use to describe basic features of electronic transport in 
the strong coupling regime. 

3 Numerical renormalization group method 

In order to calculate the transport properties of SMMs strongly coupled to external leads we 
use the Wilson's numerical renormalization group method. The NRG is known as an essentially exact, 
very versatile and powerful method to address quantum impurity problems in general, and in particular 
transport through quantum dot and molecular systems coupled to leads [7]. The key idea of NRG 
consists in a logarithmic discretization of the conduction band and mapping of the system on a semi
infinite chain (the so-called Wilson chain) with the impurity sitting at the end of the chain. By 
diagonalizing the Hamiltonian at consecutive sites of the chain and storing the eigenvalues and 
eigenvectors of the system, one can calculate the finite-size energy spectrum, static quantities, as well 
as correlation functions and their temperature dependence. 

From numerical point of view, the main steps of the NRG algorithm are: the construction of 
the new basis, Hamiltonian and respective operators at each iteration, diagonalization of the 
Hamiltonian, unitary transformation of operators, calculation of spectral functions. In a typical NRG 
calculation for single orbital level coupled to metallic leads (single-channel Anderson model), the 
initial Hamiltonian is a 4 x 4 matrix and at each iteration one needs to add 4 local states. This 
immediately implies that the size of the Hilbert space is 4k+i, where k is the iteration index, and for 
large k the problem cannot be solved exactly. Therefore, one introduces a truncation scheme by 
keeping only fixed number of low-energy states at each iteration and discarding the other states. The 
discarded states, on the other hand, are then used to construct the complete basis of the Wilson chain 
and to define the density matrix of the full system (DM-NRG). Especially, using non-Abelian 
symmetries increases the efficiency of calculations, which is crucial in the case of more complex 
models such as multi-channel Kondo models. 

From the above discussion follows that for more complex systems the calculation is even 
more costly numerically and one needs to truncate the Hilbert space at earlier iterations, though still 
trying to keep enough states for the calculation to be correct. For example, for a spin-full n-channel 
calculation one adds 4° local states at each iteration and the Hilbert space grows extremely fast. It is 
therefore very important to use the symmetries that the considered Hamiltonian possesses in order to 
speed up and improve the calculation. In calculations we have thus used the free-access Flexible DM
NRG code which can tackle with arbitrary number of both Abelian and non-Abelian symmetries [8]. 
Especially, using non-Abelian symmetries increases the efficiency of calculations, which is crucial in 
the case of more complex problems such as various multi-channel Kondo or multi-orbital models. 

As the most time and memory consuming steps of the whole algorithm one can consider the 
diagonalization of the Hamiltonian and the unitary transformation of operators at each iteration. 
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Therefore, for these steps we introduce parallelization of computing. In addition, one usually also 
needs to read and write a lot of data during the run, so that very efficient and fast hard drive system is 
desirable. We have thus obtained some support from the SPINLAB project for the respective 
multicomputer. For multiprocessors we use the OpenMP directives to parallelize processing whereas 
for multicomputers we exploit message passing and the MPI library. Parallelization of processing and 
data distribution enables one to consider larger systems and/or to get better precision of the results. 

4 Numerical results and discussion 

Some exemplary results obtained by the application of the NRG procedure are presented in 
Fig. I, where the spectral density is presented as a function of the exchange coupling between 
magnetic core and electrons in the conducting (LUMO) level. Antiparallel configuration of electrodes' 
magnetic moments has been assumed there, so the system (for symmetric coupling to the left and right 
lead) behaves similarly to a nonmagnetic one. First, when the exchange coupling between magnetic 
core and electrons in the transport orbital vanishes, one finds typical behavior of a quantum dot, with a 
Kondo peak at the Fermi level. This Kondo peak in the spectral function (density of states) gives rise 
to a zero bias Kondo peak in conductance through the system. 
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Fig. I: The normalized total spectral function A(cv) = Lo-A"(cv) of the LUMO level as a function of 

the coupling constant J for the antiparallel magnetic configuration of electrodes. Plots (b) and ( d) 
represent cross-sections of the plots (a) and (b), respectively, for indicated values of J. Note that all 

spectral functions are normalized to Ao= A(O) for a given J. Here, TK refers to the Kondo temperature 
estimated here to be TK:::: 0.00066 in units of 'V (k8 = 1 ). The parameters describing the molecule are as 

follows: D = 5 · 10-5
, D1 = - 5 · 10-6, D2 = 2 · 10-6, 8 = -0.1 and U= 0.3 (all given in units of'D). 
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The system behaves differently for nonzero values of J, as shown in Fig.I for both J> 0 and 
J< 0. When the absolute value of the parameter J increases, the Kondo anomaly in the spectral 

function becomes gradually suppressed. When JJJ » TK, the Kondo anomaly practically disappears. 

Thus, exchange coupling between the internal magnetic core and conduction electrons tunnelling 
through the LUMO level suppress the Kondo zero-bias anomaly in the conductance of a molecule 
attached to external leads. 

When magnetic configuration of the leads' magnetizations is parallel, the Kondo effect is 
additionally suppressed by ferromagnetism of the electrodes. Accordingly, the Kondo resonance in 
spectral function (not shown) is suppressed even for J= 0. However, it can be restored by an external 
magnetic field. 

5 Conclusions 
We conclude that Wilson's idea of renormalization is applied in energy space within the DM

NRG code manifests a good scalability. Calculation of one curve obtained for hypothetical molecule 
with the small total spin S = 2 takes about 200 hours with 60 to 80 iterations in the DM-NGR code. As 
the algorithm is of exponential complexity, we need to run a code in parallel with hundreds of parallel 
processes to consider the real molecules with total spins S of order of 10 or even greater and to obtain 
the results in a realistic time. 

The results seem to be encouraging for further studies of SMMs and to utilize them as 
elements of spintronic devices. Nevertheless, the ideas are still far from experimental realization, as 
the temperatures in which these effects are currently observed are around several K. Thus enormous 
efforts are concentrated on synthesizing of new SMMs with higher blocking temperatures but 
characterized by a decent energy barrier for the spin reversal. 

The next problem is to understand how the deposition of a molecule onto a surface changes 
properties of the molecule, the crucial ones for the electronic transport. The first experiments probably 
will be observed for a SMM on a metallic but nonmagnetic substrate and the scanning tunneling 
microscope with a magnetic tip. Thus, it is worth to understand how ballistic transport of electrons 
through a molecule affects its structure and magnetic state. 
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1. Introduction 

The x-ray scattering by the films deposited in the vacuum vessel of tokamak T-10, carried out 
at the Kurchatov Synchrotron Radiation Center (wavelength J = 0.0464 nm) [I], has shown the 
presence of a wide peak at low scattering angles 0 (namely, at q ~ IO nm·1

, where 

q =I{-{!= (4JZ" I l)sin(0) is modulus of scattering wave vector) which corresponds to fluctuations 

of elementary scatter's density in the few nanometers range. This peak appeared to be not explainable 
by contributions of typical impurity polycrystals and most popular nanostructures like fullerenes or 
straight carbon nanotubes [2]. 

Interpretation of these results requested a numerical modeling of x-ray scattering by chaotic 
and regular ensembles of carbon nanostructures of various topology (isolated structures, including 

· spheres, tubes, ellipsoids and toroids) over a broad range of their geometric sizes. Here we report on 
using (i) parallel computing (MPI + OpenMP) for these calculations and (ii) remote optimization 
services for solving an optimization problem of identification of possible topological contents of 
carbon nanostructures in the films analyzed. 

Our goal is to determine possible topological structural composition in the sample, responsible 
for three peculiarities of the scattered intensity curve. We propose the following method: 
I. Restricting the class of the nanostructures, possibly responsible for the wide peak at q ~ IO nm ·1 

by comparing the calculated x-ray scattered intensity curves with experiment; 
2. Identification of possible topological contents of isolated carbon nanostructures in the sample 

within the above selected class of structures by means of an optimization method; 
3. Full interference modeling of x-ray diffraction (XRD) by the above optimal ensemble of 

nanostructures in amorphous medium to take into account previously neglected interference terms 
(nanostructure-nanostructure, nanostructure-ambient medium) and to estimate the accuracy of 
the above optimization and the domain of its applicability. 

2. Numerical code 

Numerical code has been developed for modeling the x-ray scattering intensity for 
various nanostructures (first of all, carbon ones). Main features of the code are as follows: 

Input. Whole ensemble can consist of unlimited number of structures. Each structure is 
represented by an elementary block (e.g., unit cell of a crystals). Elementary blocks may have 

1 Supported by the Russian Foundation for Basic Research (grant RFBR 09-07-00469) and the European project 
EGEE-III (Enabling Grids for E-sciencE). 
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unrestricted number of copies, that could be organized in a regular (crystals) or irregular 
structure. For regular structures, translation vectors and translation numbers are specified. It is 
also allowed to take into account possible defects in crystal structure; 
Output. The lD curve for x-ray scattered intensity, calculated with Debye formula, with possible 
output of particular interference terms from interference of the waves scattered by different 
structures or the 2D XRD pattern with possible averaging over angles of incident wave vector; 
Interface. Simple XML interface is used for initial parameters definition. Such interfaces are 
suitable for an automated use, e.g., in GRID. For initial data generation, processing and 
visualization of the results, a number of python scripts are used; 
Computation. Code is written in CIC++ and parallelized both with MPI and OpenMP. 

Here we consider the parallelization algorithms used. For 1 D x-ray intensity curve the 
calculation with double summation over scattering centers (i.e. atoms) in the Debye formula (1) was 
distributed between MPI processes: 

N., N., sin(qr ) 
S(q) = LLJ;(q)~(q) lj ' (I) 

i=I j=I qrij 

where q is the modulus of scattering wave vector, rij is the distance between i-th and j-th atoms,f(q) is 
the atomic scattering form-factor. Simplified scheme is shown in the Table 1. 

Table 1. Simplified scheme of atomic data (coordinates, etc.) distribution between MPI processes for ID Debye 
case: p# is MPI process number, NP= k(k+ 1)/2 is total number of processes, where k is non-negative integer 

i 
atoms 

I I 2 I 3 I ... I I I I I I I I IN" 
I -2 pO pl p2 p3 -2... ... 

-- p4 p5 p6 -j 

-
- p7 p8 
-
-- p9 -N., 

Since the partial sums are computed independently, the synchronization is needed only before 
and after the computation. High parallel efficiency is achieved with a very simple realization. The only 
condition here is Np<< N.1, where N.1 - the total number of atoms in ensemble, and it is always 
satisfied, because for small N.1 the computation time is so small that no parallelization is needed. In 
addition, each point of discrete space of scattering vector modulus q is computed independently as an 
OpenMP thread. 

In the 2D XRD pattern calculations, the intensity matrix S(q,<p) is distributed between MPI 
processes, and each point (q,<p) is computed independently as an OpenMP thread. 

3. Optimization algorithms 
Determination of topology and size distribution of isolated nanostructures was carried out by 

minimizing the following errors: 
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(2) 

where S,xp(q) is experimental XRD intensity curve, S;(q) is the calculated XRD intensity curve for i-th 
carbon nanostructure divided by the number of atoms in the structure, j is the number of point in the 

discrete space of scattering vector modulus q, A = r:
1 

X; +a, x;IA is probability of carbon atom to 

belong to the i-th nanostructure, N is total number of selected nanostructures, a/A is probability of 
carbon atom to belong to amorphous medium,.fc(q) is XRD form-factor of single carbon atom, ak is 
the ratio of the number of k-th impurity atoms (including hydrogen) to that of carbon atoms in the 
sample, taken from the experiment [3], Nim is total number of impurity atoms in the sample,fi(q) is 
XRD form-factor of the k-th impurity single atom, b is the value of possible constant background 
signal, 0.5 a.u.is the average error of experimental data, m is the number of points on the axis of the 
variable q. 

The additional constraints are as follows: 

S0,p (qj )-a(/c(q))2 -Aiak(Jk(q))
2 
-b ?.-0.5,(j =I: m) (3) 

k=I 

x;,a?.O(i=I:N) (4) 

The optimization was carried out for three different criteria: 
m 

Liz /x, a, b, A)l-.-.a-,h-,A-min - L1: minimization of the sum of error's absolute values, 
j=I 

f (z / x, a, b, A) )2 -.-.a-,h-,A-min - L2: minimization of the sum of error's squared values, 
J=I 

~~lz /x, a, b, A)i-.-.a-.h-.A-min - Linf: minimization of maximum absolute value of errors, 

(5) 

(6) 

(7) 

The expression for the error :qx,a,b,A) is linear in the variables x;. So for criteria L 1 and Linf 
the GNU Linear Programming Kit [4] was used. In the case L2, the standard least-squares method 
cannot be used because of additional inequality constraints (x;, a >= 0). In this case, the non-linear 
optimization package MINOS, available for remote use on NEOS project servers [5], was used. 

14.----------,------,----,-----,----=""'""-,----,------,-,---,----c---, 
•••••••••••• L;nf - maximum absolute value of deviation minimization 

12 

::i 
.; 6 

<>:i' 

4 

2 

0 
10 

- - - - L1 - sum of absolute deviations minimization 

• -- L2 - sum of squared deviations minimization 

1. .. • • • Experiment: x-ray scattering by deposited films 
·· taken from vacuum chamber of Tokamak T-10 

20 30 40_1 
q,nm 

50 60 70 

Fig. I: Comparison of the curves, obtained by minimizing with three different criteria, with the 
experiment 
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4. Optimization results 
Based on preliminary analysis, the structures with the following topologies and dimensions 

were selected: 
Tubes and half tubes: 0.4 nm :'.SR :'.S 0.6 nm, 
Ellipsoids and half-ellipsoids: 0.5 nm :'.S Rx :'.S 0.7 nm, Rx :'.S Ry :'.S 2Rx, 
Toroidal carbon nanotubes (toroids) [6, 7] with elliptic cross-section and half-toroids: 0.85 nm :'.SR 
:'.S 1.25 nm, 0.3 nm :'.S Rx :'.S 0.4 nm, 0.5 nm :'.S Ry :'.S 0.9 nm. 

The XRD intensity profiles S;(q) for N = 450 nanostructures were calculated in GRID. The fig. 1 
shows optimization results for the criteria (5)-(7).The results of optimization procedure are shown in 
the Table 2. 

::i 
.! 6 

Cl) 

4 

10 

Toroidal carbon nanotube 
R,= 0.3 nm, Ry= 0_5 nm, 

R= 1.1 nm-37,3% 

Toroidal carbon nanotube 
R,= 0.3 nm, Ry= 0_6 nm, 

R = 0_95 nm-13,1% 
I 

I 
:. , Carbon isolated atoms - 19_3% 
.t I 

I Isolated atoms of other elements 
I 
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_ Total calculated curve (L2) 
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Fig. 2: Comparison of the curve, obtained by minimizing the sum of squared deviations, with the 
experiment. The most significant partial contributions are indicated 

Atoms Topology Dimensions Table 2. Probability of carbon atom 
Num. R nm R nm R,nm to belong to nanostructure of given 
631 0.3 0_5 1 topology and dimensions 
663 0.3 0_5 1.05 ( comparison of three different 
675 0_3 0_6 0_95 optimizations) 
694 0_3 0_5 1.1 

704 0_3 0_55 1.05 

710 toroid 0.3 0_6 

750 0_35 0_6 

757 0.3 0_5 1.2 

771 0_3 0_55 1.15 

862 0_3 0_65 1.15 

900 0.3 0_65 1.2 

454 half- 0.3 0_7 1.15 
toroid 

tube 4_0 

Carbon isolated atoms 
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Structure-structure and structures-amorphous medium interference terms as well as atom
atom interference in medium has been neglected in the above optimization procedure. We carried out 
full-interference XRD modeling by the ensemble of nanostructures, previously determined by 
optimization procedures in amorphous medium, to estimate the accuracy of optimization-based 
identification and the conditions of applicability. The figure 3 shows the model volume element 
(~1.3•105 atoms) of the sample with the contents of carbon nanostructures, close to that determined in 
the case ofL2 optimization, and the contents of other chemical elements, taken from experiment [3]. 

z 
I 
I 
I 
I 

I 

X 

I 
I 

I 
' 

R=l nm, R,.=0.3 nm, R.=0.5 nm 

R= LOS: JU!l R,.=0,3 nm, R,.=8.5 nm 

R=0.95 JUll R,.=0.3 nm, R.=8.6 nm 

R= LI nm, R..=0.3 Im\ R,=0.5 nm 

• R= l nm, R,.=0.3 nm, R,.=8.6 nm 

R= L2 nm, R,.=0.3 Im\ R,.=0.66 nm 

Au:ms: 

• • • • H C Cr,Fe,Ni Nb,Mo • Tl 

Fig. 3: Model volume element (~l.3•105 atoms) of the sample with contents ofnanostructures close to 
that determined in the case of L2 optimization. 

5. Integration into MathCloud services 

Now we are working on the integration of our numerical code into MathCloud framework [8], 
www.mathcloud.org, based on the RESTful services for e-science. The approach easily enables 
implementations of complete computing scenario of x-ray scattering data processing to determine the 
contents of a wide class of carbon nanostructures . 
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Fig. 4: Screenshot.ofMathCloud 
workflow editor page. A typical scenario 

of data processing is shown 



This, we hope, will help other researchers in processing the results of x-ray diffraction and 
respective diagnostics of carbon-based nanomaterials. The figure 4 shows possible scenario of data 
processing in MathCloud workflo'Y editor (a kind of Rich Web Application running in browser). Each 
block represents either a required input data, or a separate RESTful service (or an output data). For 
example, "ExperimentData" block is a loader for AMPL formatted data (www.ampl.com) composed 
of experimental profile, numerical modeling results and other data (noise, etc.); "glpk" is a wrapper for 
GNU Linear Programming Kit (for L1 and Linrcriteria), and "AMPL-NeosClient" wraps remote access 
to nonlinear programming optimization solver for L2 criterion (i.e. MINOS, see details on NEOS 
optimization solvers portal, neos.mcs.anl.gov); "cat" is just files concatenation service. 

Conclusions 

1. The developed code for modeling of x-ray diffraction characteristics of a wide range of carbon 
nanostructures and the proposed algorithms for the identification of the topological contents 
within a given class of nanostructures, can be used in automated systems for processing x-ray 
diffraction signals in the nanomaterial diagnostics with the modem computational tools, on the 
principles of parallel (MPI + OpenMP) and distributed (GRID and remote services) algorithms. 
Integration into MathCloud services is under development now. 

2. Application of the developed algorithms to interpretation of x-ray scattering by the films deposed 
in tokamak T-10 shows that Unusual strong wide peak at q - 10 nm·1 peak may be caused by the 
nanostructures, formed by non-planar single-layer graphene sheets. Toroids (small toroidal 
carbon nanotubes with radii of the torus - 1 nm) are found to be the most likely candidates 
responsible for this peak. Full interference modeling of x-ray diffraction by ensemble of 
nanostructures in amorphous medium shows small deviation from the case without full 
interference. So our optimization algorithms are of 90% accuracy if the ratio of isolated carbon 
atoms to carbon atoms in nanostructures is less than 25%. 
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We report a Grid-based information system designed to improve the monitoring, 
management and reporting activities in the framework of complex collaborations. 

The solution is based on the Globus Toolkit 4 [I] and the OGSA-DAI [2] software 
framework, and makes use of web services to share data between databases located in different 
domains. Also, web services are used to automatically synchronize the databases, by means of 
daemons. 

The Grid environment provides the necessary security, and the management of distributed 
data is performed through OGSA-DAI. The system also offers tools for the online communication 
between the collaboration partners. 

A case study is presented which targets the development of an integrated information 
system for the management and monitoring of research projects [3]. The system can easily be 
mapped on other similar case scenarios, such as the administration of the resources within an 
institution and all its subsidiaries, or the management of the human resources within research and 
education networks. 

1. Introduction 
The coordination of complex collaborations through digital means is highly desirable 

whenever an e-communication infrastructure that connects_ all the participants is available. This in 
particular is the case of the multi-partner projects in which institutional networks of independent 
organizations are created for longer periods of time in order to reach common objectives, when the 
partners share the same communication network. Examples are offered by European FP7 projects [4], 
international business projects, projects developed in educational and e-Health networks, national 
research projects, etc. 

While the underlying communication networks (GEANT2 [5], Internet, NRENs [6]) are quasi
horizontal, the project-specific institutional networks are in most of the mentioned cases hierarchic, 
various organizations fulfilling specific roles within the same project. Accordingly, the participants in 
the EU projects can be coordinators, beneficiaries, or third parties, the business consortia are 
structured in parent companies, subsidiaries, regional representatives, sites, departments, etc. 

The infrastructure of the information systems associated with these project-driven networks is 
inherently distributed due to the geographic dispersion of the participant resources, but the information 
flow reflects the hierarchical nature of the relationships between the partners. In particular, the 
selective and secure access of the users to the partners' databases must be ensured according to their 
identity and roles within the project. This is one of the main reasons why a Grid solution is indicated 
for the information management of the projects which use such distributed resources. 

1 Work partially supported from the project SIMPROC, contract PN2 11-043/2007, funded by the National 
Centre for Programme Management (CNMP), and the project PN 09 37 0104/2009, funded by the National 
Authority for Scientific Research (ANCS). 
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At present, most of the proposed solutions for the integrated informatisation of the project 
management are based on EPM (Enterprise Project Management) systems, which offer the users the 
possibility of monitoring and checking up of the activity within a single company/institution. 

In this work we first design a Grid system for the real-time management and monitoring of the 
information flow in complex projects carried out by multiple partner institutions which are organized 
in a hierarchical structure. Then the general formalism is applied to the specific conditions of public 
financing of the national scientific research, which is performed through R&D projects, in accordance 
with the European Commission requirements. 

In this context, the study proposes new procedures for the monitoring and reporting of the 
scientific results and economic management, aiming at improving the current management of the 
information and answering the needs for a better coordination between the research units and the 
contracting authorities. 

2. Overview 
The model 

The system under investigation consists of a set of autonomous entities (organizations) which 
are connected together in institutional networks, within which they develop collaboration activities 
according to some commonly agreed activity plans that define what we'll generically call in what 
follows projects. Each entity (institute, university, company) has a specific role within a project, but it 
can fulfill different roles in different projects (e.g. as partner or coordinator - in the case of the 
national research projects). 

In general, the projects are grouped together into programs according to some common goals 
and/or the source of funding. The entity that coordinates a program and monitors its projects will be 
called a monitor. 

For instance, the 3-level hierarchical model corresponding to the national research projects is 
represented schematically in the image below where, for simplicity, the possibility of participation of 
the same entity (institute) in several projects was not shown. 
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The project database 

We assume that the participant entities store all the relevant data for projects in the relational 
databases of some informatic systems which are dedicated to the local management of the projects. 
These systems can be, for instance, based on EPM software, but their precise nature is not important as 
long as the database schema is similar for all the participants to the same project. 

The first step towards the achievement of the global automation of the project management is 
the design of the project database (PDB), whose distributed structure is based on the local databases of 
the participants. This must be done in agreement with the rules of development of the project during 
its life cycle and with the various requirements of the system's users, which fulfill different roles 
(project responsible, project manager, accountant, evaluator, monitor, etc.) 

The second step regards the data flow, and consists in the definition of general procedures for 
the automatic synchronization of the databases with the input information the lower branches were fed 
in the hierarchical structure. In this respect, it is to be noted that every entity, except the monitor, must 
be able to transfer some of the local management system data to the higher level entity, and this 
transfer must take place between different domains. 

The third step is to establish the differentiated and secure access of the users to the PDB 
information, following authentication procedures which ascertain the identity, the membership of the 
users and the roles assigned in the project. Moreover, the information transfer between the databases 
and to the user interfaces must also be secure. 

3. Technical description 

The above-mentioned requirements can easily be satisfied if a Grid solution is chosen for the 
management of the informatic system. This can be achieved if each partner hosts a Grid node that 
communicates with the local database dedicated to the management of projects, and if the Grid nodes 
can securely and automatically transfer the database information along the hierarchical structure. 
Also, the client interaction with the local database is made through a web interface, the user 
authentication being provided through Grid certificates. 

The Grid environment was built making use of Globus Toolkit 4 (GT), which provides 
increased security, all the communications being made exclusively through GT authentication (SSL 
certificates). Moreover, GT provides means for application development and ensures the filtered 
synchronization of the databases, offering tools which are independent of the infrastructure, but 
dependent of the SQL structure of the databases. 

The access to and the integration of the system's distributed data sources is provided by the 
OGSA-DAI toolkit [2], which is an extension of GT and contains a package of web services that work 
with Grid functionalities through GT. 

Web services 
The OGSA-DAI functions are called through web services (WS), which are developed with 

the help of the Globus Toolkit and deployed in GT and Apache Tomcat [7]. 
In the simplified case of a three-level hierarchical management structure ( e.g. monitor, 

coordinator, partners) three web services are necessary: 

• WSI handles single resource requests (one-to-one queries of the gridnodes' databases); 
• WS2 is designed to handle multiple resources and queries one-to-many the databases of the 
gridnodes; 
• WS3 is similar to WS2, but it is configured to work at the monitor level. 

The web service WSI is developed to work with OGSA-DAI at the first level of the 
management hierarchy. In WSI one must configure the database resources (DB Res) and then the 
whole system communicates through these resources with the database servers in a way which is 
transparent for the developer. Thus, for each node the database resource for the database management 
server must be configured. In order to create a secure link for sending the SQL request and to receive 
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the results, one must define a pipeline in WS 1. This pipeline is based on the DB Res mentioned above 
and looks like in Fig. 2 below. 

Thus, whenewer a result is required, a SQL Statement is sent as a parameter to SQLQuery. 
SQLQuery is double-linked with TupleToWebRowSetCharArrays which converts one SQL tuple to 
strings. These strings are filtered with CharArraysResize, which groups the strings in packets of data 
of a certain size (specified as a parameter). In the same manner, the link 
TupleToWebRowSetCharArrays - CharArraysResize is double (in both ways). 

oe1h,erT0Requestst:artiS:"t 1,~.rl''f ! 1 
1. :; t'~\\Dellwr'thtlnforrnattoM ifflJ!i ll~ai $Uttus lpetlfl~U~ 

Fig. 2 

The last element of the pipeline is the double-link with DeliverToRequestStatus with assures 
that the SQL request is sent to DB Res and that it will return the result to the query. The double-link 
ensures the passing of the messages in both ways, to and from the Database Resource. 

The project coordinating institution has an additional specific interface in which it calls a 
second web service - WS2 - which is configured so that it can read from several database resources as 
a result of a single command issued by the user. Thus, within this web service the data is read from 
several DB Res. Accordingly, the pipeline is modified such that the first level uses many Database 
Resources. 

The data read from multiple partners can, for example, be the transferable parts of the 
economic databases. The pipeline's structure in this case is the following: 
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Fig. 3 
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---------------------------,-----------,------------

The functional relationships between institutions at the first and the second level of the 
hierarchy are represented in Fig. 4 below. 

The monitoring institution possesses its own database that it is populated using a variety of 
daemon applications which run as client-server (just like the previous level), and a specific user 
interface using the third web service - WS3. 

Coordinator 
Institution 

-
-

Fig. 4 

Although web service WS3 is similar to WS2, it is configured differently: while in the case of 
WS2 the DB Res were owned by each partner institutes, in the case of WS3 the DB Res are owned by 
each coordinating institute. 

The architecture of the third level is represented in Fig. 5. 

Project Monitor Institution 

~-~ 

vJii' 
.., ••• ,.i 

-

Fig. 5 

Synchronization daemons 

The migration of the new data from the partners' databases to the coordinator, respectively 
from the coordinator's database to the monitor's database is performed through scheduled updates by 
means of daemon processes. 
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Thus, the synchronization between the database of the project coordinator and the database of 
any of the partners is realized using a daemon which is configured to work with WS2 through a client, 
reads the data from the partners and populates the coordinator's database using WS 1. 

Similarly, the synchronization between the monitoring institution and the coordinators is 
realized using another daemon configured to read the data, through a client working with WS2, and 
populates the monitoring database using WS 1. 

The action of the daemons is depicted below: 

Fig. 6 

4. Case study: the real-time management of the research projects 
The implementation of the general formalism above for the execution of the national R&D 

projects was performed after the in depth analysis of the functioning and interconnection of the 
reporting and monitoring activities within the system. As a result, most of the subsequent work was 
dedicated to the development and implementation of the project database structure and user interface 
in agreement with the specific projects' requirements. 

The management structure 

The management structure of the national multi-partner R&D projects is based on a three-level 
hierarchy that includes the contracting/monitoring authority, the project coordinator, and the partner 
institutions which collaborate with the coordinator. 

The information flows along the hierarchical structure: the partner institutions regularly report 
their results to the project coordinator, which in tum sends scheduled deliverables to the contracting 
authority. · 

" Parts of this information are handled by the accountants, human resources managers, project 
responsible, project directors, evaluators, monitors, etc., whose access is restricted to their area of 
expertise. 

These positions within the project define the roles of the system's users. Also, user 
requirements are important for defining the design of the interaction between the database and the user 
interface. 

The general formalism described in the previous chapter can easily be adapted to the 
management of the national R&D projects. The software tools are described in what follows. 

Implementation 

As a minimal condition, the participants to the research project and the monitoring authority 
must have installed grid nodes with at least one reliable server, which interacts with one or more 
databases within that institution. 

188 



An open source architecture was chosen for the operation infrastructure. Each grid node has a 
Linux distribution installed, with a web-server Apache - PHP and a PostgreSQL database 
management system. 

In our specific implementation we used the CentOS 5.3 distribution, the Apache 2.0 server, 
PHP 5.1.6 and PostgreSQL 8.1.11. 

The Grid architecture is based on Globus Toolkit 4.0.5 (GT4) middleware, whose tools were 
used for developing the grid applications and web services. Additionally, OGSA-DAI (ver 3.1) was 
installed for the interaction with databases and Tomcat (ver 5.0.28) as a web-environment for the 
deployment and use of web services. 

Globus Toolkit's Grid Security Infrastructure (GSI) was used for user authentication and 
authorization. 

The graphical user interface 
The web services described in Chap. 3 were programmed to ensure the communication 

between the GUI and the OGSA-DAI services which are required for interaction with the local 
databases of the partners. 

The GUI is PHP based, deployed in Apache, and makes use of the above described web 
services to address SQL queries to the PostgreSQL databases. 

For the ease of programming of the GUI, a specialized PHP library was developed. 
The design of the GUI takes into account the different roles assigned to the users. The 

correspondence between the user identity (grid certificate), the projects to which he has access, and the 
roles the user plays within these projects is stored by the system administrator in the authentication 
database. 

The user accesses the system portal, his grid certificate is read from the browser, its 
credentials are checked from the authentication database, and a specific web interface is presented in 
agreement with the credentials, providing access to the information the user is allowed to see and/or 
edit. 
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Fig. 7 

The GUI presents customized interfaces for the roles of project responsible/director, 
accountant, legal representative of the entity, monitor, and system administrator. 

The interface also provides means of accessing communication tools, videoconferencing 
between the users located in different domains being possible through Access Grid [8]. 

189 



Deployment 
The system was first implemented and tested for the real-time management of the SIMPROC 

project [3] and other national R&D projects. 
Three Grid nodes were deployed in the domains of the institutions which participate to the 

SIMPROC project, i.e. the coordinator IFIN-HH, and the partners, the Institute for Space Sciences and 
the University 'Politehnica' from Bucharest. Each node is connected to a PostgreSQL DBMS whose 
tables were populated with the scientific and economic data of the project. The node of the monitoring 
institution was simulated by means of a different server, hosted in IFIN-HH. 

The server and user certificates were issued by the national certification authority, 
RomanianGRID CA. 

5. Conclusions 
An integrated system for the management and monitoring of the data flow in distributed 

systems with hierarchical informational structure was designed making use of the OGSA-DAI 
extension of the Globus Toolkit and web services. The system was developed and implemented in the 
particular case of the management of national R&D projects, being deployed by the partners of the 
SIMPROC [3] project. 

The implementation of the solution making use of Grid technologies ensured the necessary 
security, the user authentication, the access to and the management of the system's distributed 
database, and the scalability of the system. 

The general design features of the project management system can easily be mapped on other 
similar case scenarios, such as the administration of the resources within a company and its 
subsidiaries, or the management of the activities performed in the framework of institutional networks 
such as the educational and e-Health project-based collaborations. 
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The project GridNNN [l] is aimed creation of a distributed computing environment for Russia 
National Nanotechnology Network. This goal requires integration GridNNN infrastructure with 
supercomputer resources which belong to various Russian universities and research centers. Since 
GridNNN software is partially based on GT4 (Globus Toolkit 4.2 [2]), computing resources which use 
widespread LRMS (local resource manager systems) such as PBS/Torque or Condor can be easily 
integrated in GridNNN. There are however some popular LRMS in Russia which integration is 
essential to the GridNNN. Among them are Cleo [3] and Slurm. For example, Cleo was designed in 
Lomonosov Moscow State University and is used on "Chebyshev" supercomputer. Slurm is used on 
Kurchatov Institute supercomputer. 

There are a several requirements by GridNNN project related to developing bridge between 
GT4 and new LRMS: 

• LRMS should be interfaced with GT4 in a way similar to PBS/Torque, Condor, LSF already 
supported by GT4; 
• Bridge between LRMS and GT4 should be installed in the same way as other LRMSs bridges 
using GPT(Globus Packaging Toolkit); 
• Additional LRMS capabilities which is essential to use cases should be supported in a matter 
consistent with GT4; 
• GridNNN software and bridge between GT4 and LRMS should be installed on machine 
separated from cluster. Only NFS mounted /home and ssh access to central cluster node has be 
provided. Stack GT4 does not support this, even for PBS/Torque. 

Cleo LRMS was developed in Moscow State University for purpose of parallel tasks 
execution control on computer clusters in one or more task queues. Essentially its architecture is 
common for all LRMS: client, server to control execution, optional agent for work nodes. Comparing 
to other LRMS Cleo support all standard and some non-standard features: 

• tasks queues including node partitioning and subqueues; 
• tasks scheduling; 
• all MPI implementations are supported, most other parallel environments are supported too; 
• can transparently use few MPI implementations on the same set of cluster nodes; 
• task processes terminating on compute nodes; 
• automatic dead nodes blocking; 
• programmable free nodes distribution between tasks; 
• cluster usage policy control; 
• controllable user limits (max used CPUs, task work time, etc.); 
• customizable graphical or text queue and tasks info (via qs-web package); 
• custom modules for CPUs distributors and schedulers; 

1 The work is supported by MON Contract No. 01.647.11.2004 . 
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• execution profile allows to configure task execution in any way possible; 

From user point of view Cleo has two CLI programs: 'mpirun' and 'tasks'. Despite the name 
'mpirun' the program is a wrapper, which emulates standard mpirun and understand some additional 
options. However it does not limit user to running MPI programs. 'tasks' program allows to queue and 
destroy submitted tasks. 

Common use cases for Cleo require support for all standard PBS/Torque like features from 
GridNNN. However execution profile parameter should also be supported since it is commonly used. 
Moreover Cleo ability to transparently use few MPI implementations rely on execution profile 
parameter. For example MSU Chebyshev cluster has following execution profiles: 

• single - allows to run single CPU job; 
• zingle - allows to run single CPU job with full node allocation; 
• mpich - allows to run MPI task using mpich; 
• openmpi - allows to run MPI task using openib; 
• intelrdma - allows to run MPI task using RDMA; 
• mes - allows to run .Net executable with mono Gust mpirun -np 1 task.exe); 

Since GT4 is very modular bridging between new LRMS and GT4 requires rewriting only few 
components. GT4 execution subsystem is well documented and consist of three main components 
(fig. 1 ): 

';; 

~ 

• SA (Schedule adapter) - transforms external request to GRAM into requests to LRMS (main 
component JobManager.pm); 
• SEG (Scheduler Event Generator) - provides asynchronous notification of GRAM about job 
state changes; 
• SP (Schedule Provider) - output current LRMS state (query status etc, this is not 
execution management component but it is essential for meta-scheduling) 
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Fig. I: Globus Toolkit 4.2 execution management subsystem 
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However components of GT4 execution management subsystem do not have good 
documentation about how to develop bridge which integrate GT4 with LRMS. In practice, this task is 
not trivial and requires many tricks. There are lots of legacy pieces inherited from previous versions of 
GT4 which complicate such undertaking. If LRMS have capabilities which is not available in 
PBSfforque bridge implementation will be even more tricky. 

Analysis of GT4 shows that there are five GPT components inside GT4 source tree related to 
particular LRMS (PBSfforque, Condor, LSF):: 

• glob us _gram job_ manager _setup_ LRMS - gram/jobmanager/setup/LRMS; 
• glob us_ scheduler_ event_generator_ LRMS - ws-gram/job _ monitoring/LRMS/c/source; 
• globus _scheduler_ event_generator_ LRMS _ setup - ws-gram/job _ monitoring/LRMS/c/setup; 
• glob us _scheduler _provider_ setup_ LRMS - ws-gram/service/java/setup/LRMS; 
• globus_wsrf_gram_servicejava_setup_LRMS -ws-gram/service/java/setup/LRMS; 

All this GPT components have a lot of code which seems boilerplate and it is not oblivious 
which parts should be written for new LRMS and which can simply be borrowed. Moreover existing 
GT4 bridges for PBSfforque, Condor, LSF have quite complex (but as experiments shows essential) 
'conventions' for mixing upper/lower case LRMS name and'_', '-' usage in LRMS related names. 

It is evident that GPT components for new LRMS can be manually forked from similar 
component for other LRMS. However to simplify future development we developed simple script 
create_gpt_component.pl [4] to create necessary components with essential boilerplate code and 
proper GT4 naming conventions. Just run with mixed case in LRMS name: create_gpt_component.pl -
n Lnns. All GPT components will be created from internal templates with files having proper content. 
Some essential code which should be written will be pointed out. Write only useful parts. 

Generated components contain lots of boilerplate code which is common to all components: 
• doxygen - empty directory; 
• pkgdata/pkg_data_src.gpt.in - GPT component description file; 
• bootstrap - script which runs autoconf/automake to create configure etc; 
• dirt.sh - empty file for time stamp; 
• configure.in - stub file forconfigure; 
• Makefile.am - stub file forMakefile.in; 

and some mostly boilerplate code which is component specific: 
• globus_gramjob_manager_setup_LRMS 

• setup-globus-job-manager-LRMS.pl - script to create LRMS.pm from LRMS.in; 
• globus_gramjob_manager_LRMS.dox - doxygen documentation file for setup-globus

job-manager-LRMS.pl; 
• find-LRMS-tools.in - ac-file which describes how to transfonn LRMS.in into LRMS.pm; 

• globus _scheduler_ event_generator_ LRMS 
• pkgdata/MyFilelists.pm - Perl module which subclass Grid::GPT::MyFilelists and 

redefines few methods to correctly install corresponding shared library; 
• globus_scheduler_event_generator_LRMS_setup 

• setup-seg-LRMS.pl - create configuration file $GLOBUS_LOCATION/etc/globus
LRMS.conf (in practice checks where LRMS log-files are placed) 

• globus _scheduler _provider _setup_ LRMS 
• setup-globus-scheduler-provider-LRMS - shell script to run setup-globus-scheduler

providerLRMS.pl; 
• setup-globus-scheduler-provider-LRMS.pl - Perl script to create globus-scheduler

provider-LRMS.pl from in-file (for given LRMS mostly find where CLI utilities, log-files 
etc resides); 

• find-LRMS-provider-tools.in - ac-file which describes transfonnation from in-file; 
• globus_wsrf_gram_servicejava_setup_LRM 

• setup-gram-service-LRMS - simply runs $GLOBUS_LOCATION/setup/globus/setup
grammanager.pl with parameters. 
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There are of cause some real code which should be written. 
Template globus_gramjob_manager_setup_LRMS/LRMS.in is used to generate Perl module 

LRMS.pm which contain definitions for methods submit, cancel and poll to submit job, cancel job and 
poll job state. The methods have $self->{JobDescription} for input data and output have form ever 
{JOB_ID =>$job_id, JOB_STATE => Globus::GRAM::JobState::* } or Globus::GRAM::Error::*. 
There are useful things to know about submit, cancel and poll: 

• In all LRMS submit method create script in .globus sub directory which calls LRMS CLI 
utilities. 

• In all LRMS cancel method just calls 1ob destroy' using LRMS CLI. 
• Poll method doesn't needed for WS-GRAM. 
• Job identifier $job_id should be unique identifier inside LRMS. 
• If it is unique only inside particular LRMS query use '$queue-$job _id' as LRMS job identifier. 

• Do not use';' in job identifier (this break WS GRAM event stream parser). 
• Use identifier in form which allows easy job event identification in LRMS Jog-files. 

• If you want to pass some strange parameters to LRMS use extensions section in job 
description. 
• Standard Globus::GRAM::ExtensionsHandler work fine in most cases. 
• If you need to pass some heavy structured parameters subclass Perl module 

Globus: :GRAM: :ExtensionsHandler into Globus: :GRAM: :ExtensionsHandler::LRM. 
globus_scheduler_event_generator_LRMS/seg_LRMS_module.c contain C source code for 

SEG shared library and is used to parse LRMS Jog-files and emit events related to job (submitted, 
queues, deleted etc) in common GT format. In seg_LRMS_module.c it is essential to write several 
functions: 

• globus_l_LRMS_find_Jogfile find current log-file. Usually parse 
$GLOBUS_LOCATION/etc/globus-LRMS.conf} and just returns file name. In most LRMS 
however does more complex things iflog-files are rotated, date splinted etc. 

• globus_l_LRMS_read_callback - read lines from Jog-files into buffer and calls 
globus_l_LRMS_parse_events to parse buffer. If log-files rotated or date splinted calls 
globus_l_LRMS_find_Jogfile after reading current log-file. It is better to just borrow this part 
of code from other LRMS and change parts related to globus_J_LRMS_find_Jogfile. 

• globus_J_LRMS_parse_events - parse buffer with line from LRMS Jog-file and generate event 
using standard functions globus_scheduler_event_STATE; 
• But in reality it just writes string '00l;TIMESTAMP;JOB_ID;STATUS;0' into stdout. WS

GRAMjust parse it. For some reason IPC was not used. 
• Output could be viewed. Just run globus-scheduler-event-generator -s LRMS -t 

FROM_TIMESTAMP. Useful for debugging. 
• For easy debugging insert SEGLRMSDebug(TYPE, STRING) into code. Debugging 

mode can be activated by non zero value in environment variable SEG_LRMS_DEBUG. 
• Use globus_strptime function to parse date in Jog-files. 
Template glob us_ scheduler _provider_ setup_ LRMS/globus-scheduler-provider-LRMS.in is 

used to create Perl program globus-scheduler-provider-LRMS.pl. globus-scheduler-provider-LRMS.in 
has no direct input and just writes XML file which describes LRMS state (fig 2.). Mostly uses LRMS 
CLI utilities for data acquisition. Mostly trivial to write but not so trivial to understand why related 
WS-MDS does not work properly: 

• In case of multiple queues of proper info will not be shown in information system in most 
cases. Publishing component ofWS-MDS is broken in few places and require patching. 

• There are some mismapping between scheduler provider and WS-MDS; 
• totalnodes, freenodes from scheduler provider transforms into freeCPUs, totalCPUs in 

WS-MDS. 
• Neither variant is not nodes nor CPUs. Just some abstract quantity for CPU resources; 
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<scheduler 
xmlns="http://rnds.globus.org/batchproviders/2004/09" 
xrnlns:ce="http://rnds.globus.org/glue/ce/l.l" 
xmlns:cfg="http://rnds.globus.org/2005/09/cluster-config" 
<Info ce:LRMSType="LRM" ce:LRMSVersion="VERSION" 

ce:GRAMVersion="GRAM VERSION" ce:HostNarne="HOSTNAME" 
ce:TotalCPUs="TOTALCPU" ce:FreeCPUs="FREECPU"> 

<Queue narne="NAME"> 
<totalnodes>TOTALNODES</totalnodes> 
<freenodes>FREENODES</freenodes> 
<rnaxtirne>MAXTIME</rnaxtirne> 
<rnaxCPUtirne>MAXCPUTIME</rnaxCPUtirne> 
<rnaxCount>MAXCOUNT</rnaxCount> 
<totalJobs>TOTALJOBS</totalJobs> 
<runningJobs>RUNNING</runningJobs> 
<rnaxReqNodes>MAXREQNODE</rnaxReqNodes> 
<rnaxRunningJobs>MAXRUNNINGJOBS</rnaxRunningJobs> 
<rnaxJobsinQueue>MAXJOBSINQUEUE</rnaxJobsinQueue> 
<rnaxTotalMernory>MAXTOTALMEMORY</rnaxTotalMernory> 
<rnaxSingleMernory>MAXSINGLEMEMORY</rnaxSingleMernory> 
<whenActive>WHENACTIVE</whenActive> 
<status>STATUS</status> 
<dispatchType>DISPATCHTYPE</dispatchType> 

</Queue> 
</scheduler> 

Fig.2: globus-scheduler-provider-LRMS.pl dump example 

All resulting GPT components could be installed in standard GPT way: creating and installing 
GPTbundle: 

• cdGPT_COMPONENT 
• ./bootstrap 
• ./configure 
• or ./configure --with-flavor=FLAVOR in case globus_scheduler_event_generator_LRM 
• make dist (../GPT_COMPONENT-VERSION.tar.gz will be created) 
• cd .. 
• gpt-build GPT _ COMPONENT-VERSION.tar.gz 
• gpt-postinstall 

Looking back at Cleo integration with GridNNN first and second requirement for bridge will 
be automatically provided by create_gpt_component.pl script. Since Cleo requires support for 
execution profile parameter it should be passed in 'extension' section of job description. Since 
execution profile is essentially 'flat' parameter no Globus::GRAM::ExtensionsHandler modifications 
are required to pass it to SA. Resulting SA was modified to pass execution profile parameter to Cleo 
'mpirun'. Since only NFS mounted /home and ssh access to central cluster node was provided for 
bridge Cleo 'mpirun' and 'tasks' is called from central cluster node by means of ssh-wrapper (to call 
Cleo CLI using 'ssh -t' on central cluster node). Moreover resulting SEG was modified to tolerate 
when Cleo log-files is destroyed and recreated (log-files are received to GT4 node using rsync from 
central cluster node since mounting /var is not acceptable). Bridge between Cleo and GT4 was 
successfully tested for "Chebyshev" supercomputer Moscow State University which now belongs to 
production part ofGridNNN. 
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PROOF - Parallel ROOT Facility 

ROOT is an object-oriented framework aimed at solving the data analysis challenges of high
energy physics. 

The Parallel ROOT Facility, PROOF, is an extension of ROOT enabling interactive analysis 
of large sets of ROOT files in parallel on clusters of computers or many-core machines. More 
generally PROOF can parallelize the class of tasks the solution of which can be formulated as a set of 
independent sub-tasks [l]. 

PROOF is primarily meant as an alternative to batch systems for Central Analysis Facilities • 
and departmental work groups (Tier-2's and Tier-3's) in particle physics experiments. However, thanks 
to a multi-tier architecture allowing multiple levels of masters, it can be easily adapted to a wide range 
of virtual clusters distributed over geographically separated domains and heterogeneous machines 
(GRIDs) [2]. 

Apart from the pure interactive mode, PROOF has also an interactive-batch mode. With 
interactive-batch the user can start very long running queries, disconnect the client and at any time, 
any location and from any computer reconnect to the query to monitor its progress or retrieve the 
results. This feature gives it a distinct advantage over purely batch based solutions, that only provide 
an answer once all sub-jobs have been finished and merged [l]. The PROOF system implements a 
multi-tier architecture as shown in the figure 1. 
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Fig 1: Multi-Tier Master-Worker Architecture 

The client is the user that wants to use the resources to perform a task. The master is the entry 
point to the computing facility: it parses the client requests, it distributes the work to the workers, and 
it collects and merges the results. The master tier can be multi-layered. This allows, for example, 
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federating geographically separated clusters by optimizing the access to auxiliary resources, like mass 
storages. It also allows distributing the distribution and merging work, which may become the bottle
neck in the case of many workers. 

The purpose of our work is to enable PROOF on cluster of machines. Enabling PROOF on a 
cluster of machines means to configure and start a dedicated daemon on each machine running as 
master / worker, hereafter referred to as the servers. 

The dedicated daemon - which is implemented as a plug-in for the multi-purpose xrootd 
daemon - processes PROOF-related requests on server nodes, which may come from the client or 
from a master on behalf of a client. The daemon is running on the PROOF server machines accepting 
connections on port 1093 (assigned by IAAA) [3]. It performs two tasks: 

• Authenticates the requests: it checks that the request makes sense and comes from an 
authorized entity; the strength of the checks depends on the configuration settings; 
• Starts a ROOT session and puts the client in connection with it. 

GRID site and PROOF cluster 

' Storage 
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5,8TB~- □ 370GB 

Nodes .. 

User Interface 

AfS 
[11.2TB 
~HOME 

Fig 2: Structure of site RU-Protvino-IHEP 

1~ 
Server side: the master is the entry point to the computing facility. There are not CPUs on 

master. 
Server side: there are 60 workers with one CPU on each on IHEP GRID site. 
Client side: User Interface. 
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Fig 3: PROOF architecture in IHEP 

Step by step install and configure PROOF cluster on GRID site 

It is necessary to download source codes from an official site root.cern.ch: root_ <version> 
.source.tar.gz. Then unpack archive, change configuration files and choose a way of installation. After 
archive unpacking we edit configuration files. 

In the config file (proof.cont) we add master machine and all working nodes: 
master <hostname> 
worker <hostname> 
worker <hostname> 

In the second config file xpd.cf in part one "data serving" we add some libraries such as 
libXrdProofd.so and libXrdOfs.so. In third part "enable PROOF serving" we show way to config file 
proof.conf. 

In the instruction xpd.schedparam we specify type of queue which we wish to apply and 
quantity of simultaneous sessions queue.fifo mxrun: 1. In IHEP GRID site queue fifo (first input first 
output) and one simultaneous session is used. 

In daemon xrootd start script we must specify some variables, such as: 
export ROOTSYS=<p/ace _ where _root _is _installed> 
export PATH=$PATH: $ROOTSYS/bin 
export LD _ LIBRARY _FATH=$LD _ LIBRARY_FATH-$ROOTSYS/lib/root/5.26 
Then we choose a way of installation. 
There are two main methods of installing ROOT. The first one is installation from source. As 

an alternative, you can build either a set of Debian GNU/Linux or Redhat Linux packages. We decided 
to use rpm packages. GRID site contains many nodes and on each we need install this software. It was 
necessary to automate this process. 

Operating system on master and all nodes is Scientific Linux SL release 5.3 (Boron) 
(x86_64). 

In a folder with source codes we execute a command: 
make redhat 

This will create a RPM spec file in the source tree: root.spec. 
We do some changes in a file root.spec such as: specify release version, directories in which 

rpm-packages will be gathered and where to be setup and choose features with which proof should be 
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If you do not have system privileges, you should set up a build area by having the file 
~/.rpmmacros with a contents like: 

%_topdir <some where you can write>/redhat 
% _sourcedir %{_topdir }/SOURCES 
% _specdir %{_topdir }ISP ECS 
%_builddir %{_topdir}/BUJLD 

Then you should make the appropiate directories: 
mkdir <some where you can write>ISOURCES 
mkdir <some where you can write>IBUILD 
mkdir <some where you can write>IRPMS 
mkdir <some where you can write>ISRPMS 
mkdir <some where you can write>ISPECS 

and finally copy the source tar-ball and spec file: 
cproot_v<version>.source.tar.gz \ <some where you can write>/SOURCES 
cp root.spec \ <some where you can write>/SPECS 

Whether you have system privileges or not, you can now build the RPM packages by issuing: 
rpmbuild-ba <some where you can write>/SPECS/root.spec 
Finally in a folder <some where you can write>/RPMS we have two rpm-packages: 
libroot-static-<version>-<release>.x86 _ 64.rpm 
root-system-<version>-<release>.x86 _ 64.rpm 
These two packages should be installed on master and every node in cluster. First libroot-

static-<version>-<release> .x86 _ 64.rpm, second root-system-<version>-<release>.x86 _ 64.rpm. 
Then on master and all nodes we start a daemon xrootd. 
/etc/init.d/xrootd status 
xrootd (pid 9885) is running ... 
At successful start in log file there should be a following message: initialization complete. 
When user connect with PROOF cluster one can see message in log file: <user> logged in; I 

session are currently active. 
Xrootd daemon check active sessions every 30 seconds. 

100623 11: 19: 43 001 xpd· l: ProofServMgr:: Con fig: c ron thread started 
ltH)623 11:19:43 £101 xpd.resource static /opt/root/etc/proof/proof,conf 
Hl0623 11:19:43 E>Ol xpd,schedparam queue:fifo mxrun:l 
100623 11:19:43 001 xpd-1: Sched::Conflg: cron thread started 
1E>0623 11: 19: 43 3780 xpd-I: ProofServCron: next full sessions check in 30 secs 
H)£l623 11:19:43 £101 xpd-I: Manager::Config: manager cron thread started 
HH)623 11: 19:43 0£11 xpd-I: Protocol: :Configure: global manager created 
1£1fl623 11: 19: 43 001 xpd-I: Protocol:: Configure: xproofd protocol version 8. 6 build 26f)912£12-05E>9 successfully loaded 
..•. - . xrootd anon@vcbox0004, m45, ihep, su: 1El94 initialization COIJllleted. 
l0fl62J 11:20:13 3780 xpd•I: SchedCron: running regular checks 
100623 11:20:13 3780 xpd•I: ProofServCron: e sessions are currently active 
100623 11:26:13 3780 xpd-I: ProofServCron: next sessions check in 36 secs 
Hl0623 11:26:43 3780 xpd-I: SchedCron: running regular checks 
Hl0623 11:20:43 3780 xpd-I: ProofServCron; 0 sessions are currently active 
U:10623 11:26:43 3780 xpd-I: ProofServCron; next sessions check in 3E> secs 
100623 11:20:45 3780 xpd-1: sajzhsof.24760:34@.li0004•int: ClientMgr: :MapClient: user sajzhsof logged-in; type: ClientMaster 
100623 11:20:53 3780 xpd-I: sajzhsof.2476E>:34@JiE>804-int: Protocol: :Recycle: user sajzhsof disconnected; type: ClientMaster 
100623 11:21:03 3780 xpd-I: sa·zhsof.2477l:35@.li8ElE>4-int: Client r::MapClient: user sajzhsof logged-in; type: ClientMaster 
100623 11:21:03 3780 xpd-I: ProofServ::SetAdminPath: creation/assertion oft e status pat /t!Jl)/,xproofd,U)93/activesessions/s 
successful! 

100623 11:21:03 3780 xpd-I: saJzhsof.3Bll:36@localhost. localdomain; ClientMgr: :MapClient: user sajzhsof logged-in; type: Inter 
100623 11: 21: 13 3780 xpd-I: ProofServCron: 1 sessions are currently active 
100623 11:21:13 3780 xpd-I: ProofServCron: next sessions check in 38 secs 

Fig 4: PROOF log file 
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When user starts proof connection, he can see useful short information (fig. 5). 

[sajzhsof@ui0004]-~ root 
Couldn't find font ·-adobe-helvetica-medium-r-*-*-10-*-*-*-*-*-iso8859-l", 
trying "fixed". Please fix your system so helvetica can be found, 
this font typically is in the rpm (or pkg equivalent) package 
XFree86-[75,100]dpi-fonts or fonts-xorg-[75,100]dpi. 

*******••·································· * • 
* WELCOME to R O O T * 
• * 
* version 5.26/00 14 December 2009 * 
* .. 
• You are welcome to visit our Web site .. 
* http://root.cern.ch .. 
* .. 
********************••····················· 

ROOT 5.26/00 (trunk@31882, Dec 14 2009, 20:18:36 on linuxx8664gcc) 

CINT/ROOT C/C++ Interpreter version 5.17.00, Dec 21, 2008 
Type 7 for help. Commands must be C++ statements. 
Enclose multiple statements between { }. 
root {0] TProof *pl= TProof: :Open("proof.m45.ihep.su"; 
Starting master: opening connection ... 
Starting master: OK 
Opening connections to workers: OK (60 workers) 
Setting up worker servers: OK (60 workers) 
PROOF set to parallel mode (60 workers) 

Fig 5: Start PROOF 

More detail information you can see during PROOF session (fig. 6). 

root [l] pl->Print( "p" 
Connected to: 
Port number: 
User: 
ROOT version I rev: 
Arch itectu re-Coffl)iler: 
Proofd protocol version: 
Client protocol version: 
Remote protocol version: 
Log level: 
Session unique tag: 

voboxe0e4-int. m45. ihep. su (valid) 
1693 
sajzhsof 
5. 26/eo I r31BB2 
linuxx8664gcc-gcc412 
27 
27 
27 
e 
vobox0004- 1284631523 · 11100 
root:/ /vaboxeoe4. m45. 1hep. su//proofpool Default data pool: 

••• Master server e 
Master host name: 

(parallel mode, 60 workers): 

Port number: 
User/Group: 
ROOT version I rev I tag: 
Archi tee tu re-Campi ler: 
Protocol version: 
Image name: 
Working directory: 
Config directory: 
Config file: 
Log level: 
Number of workers: 

vobox0004, m45, ihep. su 
1093 
saj zh sof /default 
s. 26/00 I r31BB2 I 5. 26/00 
linuxx8664gcc -gcc412 
27 
voboxe004. m45, ihep. su: /home/saj zh sof /. proof 
/home/saj zh sof /. proof /session-voboxee04-12B4631523- 1110e/master-0-vobox0004-1284631523- 11100 

proof. cont 
e 
60 

Number of active workers: 60 
Number of unique workers: 60 
Number of inactive workers: E> 

Nuffi)er of bad workers: 0 
Total fvB's processed: 0.ee 
Total real time used (s): 0.129 
Total CPU time used ( s): 0. 020 

Fig 6: PROOF session detail information 

200 



PROOF and GRID jobs can be executed together on the same GRID site (fig. 7). 

top - 12:43:53 up 4 days, 14:39, 1 user, load average: 1.27; 1.33, 1.10 
Tasks: 186 total, 2 running, 184 sleeping, o stopped, o zombie 
CpuO : 0.0%us, 0.0%sy, 0.0%ni,100.Cll:iid, 0.0%wa, 0.0%hi, 0.0%si, 0.0%st 
Cpul : 0.0%us, 0.0%sy~ 0.tesni, 99.7%id, 0.0%Wa, 0.0%hi, 0.3'%si, 0.0%st 

0.0"iist 
0.0%st 

Cpu2 : 0.C1-tius, O.3%sy., 0.0%ni, 99.7%id, 0.mrwa, 0.0%hi, O.0%si, 
Cpu3 : 0.~us, O.3%sy., 0.CPsni, 99.316id, o.~a, 0.01Jii, 0.0¾si, 
Cpu4 : 90.7%us, 0.7%sy., 0.0%ni, 8.3%id, 0.~a, 0.0%hi, 0.0%si, 0.0%st 

0,0!\ist 
0.01sst 
O.O'last 

Cpu5 : 3.0%us, O,OSi;sy, O,Q'¼ni, 97,096id, O,c.¾wa, 0,0%hi, 0,09§si, 
Cpu6 : 0.01sus, 0.0%sy, 0.0lsni,100.0%id, 0.~a, ~0.0%hi, 0.0%si, 
Cpu7 : 1?.~s, 0.3%sy., S.O\ini, 82.7\id, 0.~a, O.l:l%hi, 0.0%si, 
Mem: 16439704k total, 4482360k used, 11957344k free, 289868k buffers 
swap: 18481144k total, 2580k used, 18478564k' free, 2975532k cached 
I] 

1084B sgmali94 17 
16257 prdcmsl3 15 
25143 sajzhsof 16 
18663 root 15 

1 root 15 
2 root RT" 
3 root 34 
4 root ITT 
5 root Rr 
6 root 34 
7 root ITT 
8 root Rr 
9 root 34 

0 574m 334m 26m R 91. 5 
0 402m 329m 56m s 17.6 
0 _l_66m 20m IOm s_ 3.0 
0 63084 2972 2332 5 0.3 
0 10344 668 55:2 S 0.0 

-5 0 0 0 S 0.0 
19 0 0 0 S 0.0 
.5 0 0 0 S 0.0 
-5 0 0 0 S o.o 
19 0 0 0 S 0.0 
-5 0 0 0 S 0.0 
-5 0 0 0 S 0.0 
19 0 0 0 S a.a 

2.1 21:32.43 root.exe, 0 

2.1 8: 07.35; cmsRun 
0.1 0:00.35 prpofserv~ 
o.o 0:00,13 ssna---------
0.0 0:02.14'init :I 

a.a 0:00.78 migration/a 
a.a 0:00.13 ksoftirqd/0 
o.o 0:00.00 watchdog/□ 
0.0 0:00.26 migration/I 
0.0 0:00.17 ksoftirqd/1 
o.o 0:00.00 watchdog/I 
0.0 0:00.21 migration/2 
0.0 0:00.19 ksoftirqd/2 

Fig 7: PROOF and GRID jobs 

The most important conclusion is PROOF compatible with GRID site. PROOF cluster easy to 
install. It has not limit worker nodes. Can be install by rpm or deb (multiplatform). 

In the future it is planned to do authentication by krb5 (now by uid, gid) and PROOF 
monitoring system. 
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THE ALICE GRID OPERATION 

G. Shabratova (on behalf of ALICE) 

Laboratory of High Energy Physics, 
Joint Institute for Nuclear Research, 141980, Dubna, Russia 

Since the start of the LHC physics program in October 2009 the ALICE experiment at 
CERN has collected a significant amount of data. To record, process and analyze the data, ALICE 
has developed over the last 8 years a distributed computing model and Grid middleware AliEn and 
is using resources deployed in the framework of the WLCG project. Presently, the ALICE Grid is 
operating on more than 90 sites worldwide, with about 30K CPU cores and 6PB of disk and tape 
storage. ALICE implements the different Grid services provided by the gLite middleware into the 
experiment computing model. During the period 2008-2009 the WLCG project deployed new 
versions of services which are used by ALICE, for example the gLite3.2 VOBOX, the CREAM
CE and the gLite3.2 WMS. As the current LCG-CE, still widely used at many sites, is about to be 
deprecated in benefit of the new CREAM CE, ALICE has been an early adopter and tester of this 
middleware. The experiences and issues found during the initial operations have served as a basis 
for the service improvements and presently CREAM is fully in production and is deployed at 
every site used by ALICE. 

ALICE has been also a leader in testing and implementing other generic services - the 
gLite3.2 VOBOX and WMS before their full deployment. In this talk we present a summary of the 
ALICE experiences with these new services also including the test results of the other LHC 
experiments. In addition to the workload management, the talk will also present the ALICE 
approach to a fully distributed storage, based on the xrood/scalla suite. 

Finally we will discuss the PROOF-based parallel interactive analysis facilities. 

Introduction 

The ALICE [1] experiment at the CERN Large Hadron Collider (LHC) will accumulate data 
at a unprecedented speed and volume. The yearly estimate is l .SPB of raw data from the experimental 
setup and additional 1.SPB of reconstructed data and Monte-Carlo simulations. The data management 
and processing is done on the Worldwide LHC Grid [2, 3] (WLCG), encompassing hundreds of 
computing centers with many thousands of CPUs and PB scale disk and mass storage systems. The 
data volumes and distributed computing environment present a set of unique challenges for the 
reconstruction and analysis software and the ways the physicists perform the data analysis. 

However, this computing model has an intrinsic delay in providing results from the data that 
are processed. In the AliEn model, the Grid is a large distributed batch system where use jobs typically 
process very large data volumes and must pass through several steps. They are submitted to a central 
queue, then split and assigned to computing farms with suitable resources, scheduled within the local 
batch systems and executed on the worker nodes. Outputs are finally stored on the user's sandbox. 
This approach is not efficient for code prototyping where tasks have generally short execution time 
and need several iterations over a data set. Typical examples are the tuning of cuts during the 
development ofan analysis as well as calibration and alignment. One of the most important aspects of 
data analysis is the speed with which it can be carried out. Fast feedback on the collected data and 
publication ofresults is essential for the success of the experiment. 

The ALICE experiment offers its users a cluster for quick interactive parallel data processing 
called the CERN Analysis Facility [4] (CAF) which runs the PROOF [5] software (Parallel ROOT 
Facility). 

So the software infrastructure created by ALICE in the past ten years had to respond to the 
first LHC data taking. The stable and secure processing of ALICE data is managed by sure operation 
of all components of this infrastructure: GRID ALICE environment - AliEn, WLCG services together 
with perfect support and operation across more than 60 sites all over the world. Success in 
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reconstruction and analysis of data has been and will demonstrate an adequate construction of this 
infrastructure to the goal of the most modem data development and analysis. Bellow the main 
components of this infrastructure will be considered. 

1. ALICE GRID environment - AliEn 

AliEn[6] is a set of middleware tools and services that implement a GRID structure. Since 
2005 AliEn has been used both for data production and end-user analysis. AliEn has a very 

. successfully served goal of hiding the complexity and heterogeneity of the underlying GRID services 
from the end user. The basic AliEn components will be considered. The most modem development of 
these components will be presented that allows one to automatize the process of production, data 
processing and end-user analysis. 

1.1. File catalog with metadata capabilities 

The file catalogue is the principal component of the AliEn system. Unlike real file systems, it 
does not own the files but provides the mapping between the visible to the end user Logical File Name 

, (LFN) and one or more Physical File Names (PFN). Multiple PFNs are remotely stored replicas of the 
same file. The PFN entries in the catalogue describe a physical location of files by indentifying the 
name of the AliEn storage element and the path to the local file. 

LFN can be manipulated by user. Moreover, two different LFNs can point to the same PNF. 
· To prevent duplicate file entries, each LFN is associated to Globally Unique Identifier (GUID) entry. 

The interface to the file catalogue like UNIX file system has a hierarchical structure of files and 
directories. The catalogue provides also tools to associate user-defined meta information to any entry. 

The file catalogue is used by almost all components of AliEn. It contains information on all 
data and software packages used for data production and analysis. The job output is also registered in 
the catalogue as well the metadata definitions and various triggers used for automatic data 
management or processing. 

For user the catalogue behaves as a single entry. However, the internal structure is divided 
between LFN and the GUID catalogue, which are kept in an independent database. 

1.2. Data management and storage 

AliEn practices a global and transparent file access. Every file can be accessed remotely in 
any storage element if necessary. Jobs are scheduled close to the storage location of the file in order to 
keep the file access the most optimal. Files are referenced via a LFN or GRID and storage end points. 
PFNs are resolved by AliEn file catalogue taking into account the client location. The policy is to 
return the closest replica of a requested file, unless a specific storage element is explicitly requested by 
job. The closeness of the storage element is defined in a central configuration and by storage domain 
names. 

AliEn distinguishes between batch and interactive file access and scheduled file transfers. 
Interactive file access is done using the xrootd protocol by the scalla software suit [7]. Xrootd protocol 
is well integrated into the ROOT software framework [8] used by ALICE. It offers specific 
optimizations for a remote file access in the experimental data analysis: 

a) connection multiplexing, 
b) vector read request, 
c) plugin architecture to integrate enhanced file system and security features, 
d) fault tolerance with automatic retry mechanism, asynchronous server responses and server 

redirection. 
xrootd offers a copy client (xrdcp) and posix interface for a partial file access. ROOT has 

special plugin for xrootd access (TXNetFile) to optimize file access using vector read etc. 
Scheduled data transfer is handled by AliEn FTD (File Transfer Daemon). Depending on the 

capability of storage elements involved in the transfer, the protocol can be configured individually. If 
supported by the storage system, wide area transfers are done using common GRID middleware 
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services like gLite FTS (File Transfer Service)[9] which itself used GLOBUS GridFTP[l0] as a WAN 
(Wide Area Network) optimized transfer protocol and a SRM interface[l 1]. 

The data management system today is based on four storages technologies: 
i) CASTOR2, 
ii) dCache, 
iii) DPM, 
iv) Scalia (xrootd). 

CASTOR2 [12] and dCache [13] are used by ALICE in Tier-0 and Tier-I centers as they provide a 
tape backend. DPM [14] and Scalla are used mainly in Tier-2 centers as disk pool managers. There are 
an ongoing development to enable xrootd protocol on CASTOR2, dCache and DPM, which allow 
application to use only xrootd as a global protocol for data access to any storage. These three storage 
elements provide also a SRM interface and a GridFTP protocol for scheduled WAN file transfers. 

1.3. Workload management system 

One of the main concepts applied in the workload management is based at JobAgent (JA) 
schema. During submit of JA on a worker node, it executes a set of sanity checks on the environment 
and if successful, sends its description to the Job Broker. These checkers include the available disk 
space, memory, platform architecture and OS, application packages currently installed or that could be 
installed and its time of live. If this description satisfies the requirements of a job waiting in the Task 
Queue, the Job Broker assigns the job to the JA. Once the user job terminates inside the JA, the latter 
registers its output in the catalogue and requests another job to execute. If there are no more jobs to 
execute, the JA exits. 

Job Agents usage improves the workload system in multiple ways. First of all, it eliminates 
the possibility of job failure due to problems with a local batch system or on the worker nodes 
themselves. It reduces also the time between the submission and execution of user jobs. As JA can 
execute several jobs, it reduces the load on the local batch system. In the same time functionality of 
JAs is far out weights the drawbacks. In the current operational model of ALICE any overload ofihe 
Job Broker with more than 6000 jobs running in parallel is not observed. 
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Fig. 1: Map of SEs used by ALICE 
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The version of AliEn used in the first data taking v2.18 has provided implementation of a 
large number of features intended to escalate the number of concurrent jobs for fundamental ALICE 
activities: reconstruction of Pass 1 and Pass2, calibration, MC production and user analysis. There are 
two new features important for the GRID sites and the end users: 

1. Implementation of job and file quotas: 
a) limit on the available resources per user, 
b) jobs: #jobs, CPU cost, running time, 
c) files: #files; total size, including replicas. 

2. Automatic storage elements discovery: 
a) finding the closest working SEs of a QoS for optimal configuration. The 

discovery is based on MonALISA monitoring information (topology, status, etc.); 
b) sorting replicas for reading from the closet available one; 
c) simplifying the selection of SE and adding more options in case of special needs. 

The algorithms of closed SE based at discover and derived network topology (see Fig. 1) 
which is taking into account each SE associated with a set of IP addresses: VOBox IP, IPs of xrootd 
redirector & nodes. MonALISA performs tracepath/traceroute between all VOBoxes, recording all 
routers and the RTT of each link, SE nodes status & bandwidth between sites. Group the routers is 
taking in the respective Autonomous Systems (AS) computes the distance (RTT) between sites 
Distance(IP, IP) hierarchy v.s.: same C-class network, common domain, same AS, same country, same 
continent , use known distance between ASes et al. 

Results of the Storage discovery in AliEn could be expressed in: 
1. Flexible storage configuration: 

• QoS tags are all that users should know about the system; 
• We can store N replicas at once; 

2. Maintenance-free system: 
• Monitoring feedback on known elements, automatic discovery and configuration of 

new resources; 
3. Reliable and efficient file access: 

• No more failed jobs due to auto discovery andfailover in case of temporary problems; 
• Use the closest working storage element(s) to where the application runs. 

1.4. Interoperability 

AliEn has interfaces to other GRID flavors. At present, these interfaces allow ALiEn to 
interoperate with g Lite, ARC [15] and OSC [16] GRIDs. Interfaces can be deployed at different 
hierarchy levels. It would be possible to make the whole GRID behave as a single CE through a 
gateway deployed by the GRID service provider. The interface with ARC is geared toward this model. 
Another approach is to associate each computing element from a GRID with an AliEn computing 
element. This is used in the gLite interface. 

There is also a possibility to interface any number of Virtual Organizations running AliEn to each 
other. This interface makes a whole AliEn VO appear as a single computing element for another VO. The 
interface uses the Job Agent model, where one VO is submitting Jas to the resources of other VO. 

1.5. Monitoring 

Monitoring in AliEn is based on the MonALISA framework [17]. The monitoring architecture 
consists of a hierarchical structure with a selective aggregation of the monitoring information sent 
upward to the next level (see Fig. 2). The aggregation is a determinant factor in reducing the overall 
volume of information, while preserving important details. 
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Fig. 3: SE page of ALICE MonALISA monitoring. The right upper window present the 
messages of functionality test of SE: add, ls, ad, where is, rm are executed every 2 hours, SEs 

failing the functionality tests are removed from the storage matrix 

All AliEn services and clients are instrumented with ApMon[l8], which transmits general job 
and host monitoring information and also allows services to send specific parameters. Extensive 
information is collected about CPU and memory usage, consumed and wall CPU time, open files and 
networks traffic. Each site of the AliEn GRID has a dedicated node (VO-Boe) where the Alien site 
services run. On this nod, MonALISA also monitors the health of the AliEn services through 
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periodical functional tests. Each MonALISA service has a short-time temporary buffer for highly 
detailed history data. It performs the filtering and aggregations of data and sends it to a central 
repository. Fig. 3 presents the monitoring SE (Storage Element) page which presents an allocated and 
used space of each SE in a real time and also health of SEs. 

The MomALISA repository [19] subscribes to general interest data and stores them into a 
PostgreSQL database. It offer both near real time and history views, with different levels of detail -
ranging from general overviews to details about individual user jobs. Currently the MonALISA 
repository for ALICE is keeping the history for 40000 different data series for the last 18 months. The 
data stream is in average 2500 values per minute with a current database size of 140 GB (~1.4 billion 
data points). 

In addition to presenting the information to users and site administrators, the repository also 
has the task of taking the automated decisions based on the monitoring information received. The 
example of such usage has been presented upper in the description of the SE close decision algorithm. 

2. WLCG Services of ALICE sites 

For the stable and successful operation of ALICE software in GRID activity of sites there is a 
necessity of installation and support of the following WLCG [20] services at these sites: VObox [21 ], 
CE front-end job submission directly to the local batch system, Xrootd based Storage system 

2.1. VO box - Virtual Organization box 

The VO-box is a type of node where experiments can run specific agents and services to 
provide a reliable mechan.ism to accomplish various tasks. It is provided as an interim solution in order 
to allow experiments to provide their own services whenever the middleware still does not provide a 
required functionality. The access to the VO-box (or VO node) is restricted to the Software Group 
Manager (SGM) of the Virtual Organization (VO). Note that there is not a unique description about 
"the" gLite VO-box as each VO provides their own requirements. At the time when the VO-box has 
been deployed, the VOs have completed the "LCG VOBox Operations Recommendations and 
Questionnaire" which describes, for instance, the requirements on the hardware (e.g., "any modem 
dual CPU system would be sufficient"), the preferred operating system (Scientific Linux 5 last year), 
or the requirements on the backup policy. The VO software running on the VO-box, and the open 
ports, are described in the "VO-Box Security Recommendations and Questionnaire" (VOBOX-SRQ). 
Templates of the questionnaires have been provided by the Joint Security Policy Group. VO-box 
WIKI for the templates and the current versions of the completed questionnaires could be found in 
https://twiki.cem.ch/twiki/bin/view/LCGNoBoxesinfo. 

What daemons are running at VO box: 
a GSISSH server (running by default on port 1975) which allows ssh connection authorized 
through X509 proxies and proxy delegation (/opt/globus/sbin/sshd -p 1975), 
a GRIS (registering to the site GIIS) which publishes the GSISSH service and port (usually 
/usr/sbin/slapd -f /opt/bdii-slapd.conf -b Idap://localhost:2171 -u edguser), 
a Proxy Renewal Service (together with a user level tool) to ensure automatic refresh of user 
creditals(/opt/lcg/sbin/vobox-renewd). 

Modem VO box at the layer of gLite 3 .2 is a gLite User Interface (UI) with two added features: 
1. automatic renewal of user proxy, what provide the long-lived proxy in 

myproxy.cem.ch, 
2.. provide the direct access to the experimental software area with this access restriction 

to the VOMS, only lcgadmin has a such access. So VO box is unique service not 
accepting pool accounts, ONLY single local account is valid. 

gLite-VOBOX operation is shared between site and experiment. Participation of the site in 
this operation is minimal, only installation and configuration. VO box service is one of the most stable 
services. The experiment support side is in support of the whole ALICE site at any moment by the 
CERN team. Let us remind that gLite3.2 VO box has been created by the ALICE support team in 
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collaboration with the WLCG. All VO boxes are monitored now via NAGIOS. A few words about 
alarm VO box system: 

• TO VOBOXEs are monitored via Lemon with an alarm system behind, 
• Tl sites can be notified via GGUS alarm tickets, 
• T2 sites will be notified on best effort base. 

Fig. 5: The Proxy renewal mechanism at gLite3.2 VO box 

In Fig. 4 one can see VO box components and share of support of these components between the site 
and the experiment and Fig. 5 is illustrated the proxy renewal mechanism. 
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2.2. The CREAM Service 

The job management component is a Grid component which is used to submit, cancel, and 
monitor jobs for execution on a suitable computational resource, called a Computing Element (CE). A 
CE is the interface to a large farm of computing hosts managed by a Local Resource Management 
System (LRMS), such as LSF or PBS. Moreover, a CE provides additional features to those of the 
underlying batch system, such as Grid-enabled user authentication and authorization, accounting, fault 
tolerance and improved performance and reliability. 

New Computing Element components, called the Computing Resource Execution and 
Management (CREAM) and CEMonitor [22], are designed to manage a CE in the gLite Grid 
middleware. CREAM provides a service for job operations. It exposes an interface based on Web 
Services, which enables a high degree of interoperability with clients written in different programming 
languages. CEMonitor is a general-purpose asynchronous notification engine, which can be coupled 
with CREAM in order to notify clients when job status changes occur. Such a notification mechanism 
is particularly important for those clients which need to handle a large amount of jobs. 

CREAM is a job submission service: users can submit jobs, described via a classad-based Job 
Description Language (JDL) expression [23], to CREAM CEs. The JDL is a high-level notation based 
on Condor classified advertisements (classads) [24] for describing jobs and their requirements. 
CREAM supports the execution of batch (normal) and parallel (MPI) jobs. Normal jobs are single or 
multithreaded applications requiring one CPU to be executed; MPI jobs are parallel applications which 
usually require a larger number of CPUs to be executed, and which make use of the MPI library for 
inter process communication. CREAM is a Java application which runs as an Axis servile inside the 
Tomcat application server. The CREAM interface exposes a set of operations which can be classed in 
three groups (see [25] for details). 

The first group of operations (Lease Management) allows the user to define and manage 
leases associated with jobs. The lease mechanism has been implemented to ensure that all jobs get 
eventually managed, even if the CREAM service loses connection with the client application due to 
network partitioning. Each lease defines a time interval, and can be associated with a set of jobs. A 
lease can be renewed before its expiration; if a lease expires, all jobs associated with it are terminated 
and purged by CREAM. 

The second group of operations (Job Management) is related to the core functionality of 
CREAM as a job management service. Operations are provided to create a new job, start execution of 
a job, suspend/resume or terminate a job. Moreover, the user can get a list of all owned jobs, and it is 
also possible to get a status of the set of jobs. 

Finally, the third group of operations (Service Management) deals with the whole CREAM 
service. It consists of two operations, one for enabling/disabling new job submissions, and one for 
accessing general information about the service itself. Note that only users with administration 
privileges are allowed to enable/disable job submissions. 

Authentication (implemented using a GSI based framework) is properly supported in all 
operations. Authorization on the CREAM service is also implemented, supporting both Virtual 
Organization (VO) based policies and policies specified in terms of individual Grid users. 

A Virtual Organization is a concept that supplies a context for operation of the Grid that can 
be used to associate users, their requests, and a set of resources. CREAM interacts with a VO 
Membership Service (VOMS) [26] service to manage VOs; VOMS is an attribute issuing service 
which allows high-level group and capability management and extraction of attributes based on the 
user's identity. VOMS attributes are typically embedded in the user's proxy certificate, enabling the 
client to authenticate as well as to provide VO membership and other evidence in a single operation. 

The CREAM-CE [28] is the latest gLite service created to replace the current LCG-CE [29]. 
The CREAM-CE is a lightweight service for job management operations at the CE level,' which 
includes two submission modes: 
• Submission to the CREAM-CE via the gLite WMS [27], [29] service, 
• Direct submission via generic clients. 
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The ALICE experiment has expressed their interest in the CREAM-CE system since summer ; 
2008. ALICE was interested in the direct submission mode of the CREAM-CE with a major goal: 
replace the use of the gLite WMS that was showing large instabilities in the ALICE production by 
using the direct submission mode of the CREAM-CE. In addition, the experiment had negotiated two 
years ago with the Security Team of CERN a voms extension of 48 hours; time enough for any 
production or analysis job. 

The first test phase of the CREAM-CE was performed at FZK-LCG2 Tierl (Germany) from 
June to August 2008. The WLCG GDB advice (testing the CREAM-CE in parallel to the LCG-CE) is 
translated into the ALICE computing model in a second VOBOX deployment per site. The VOBOX 
service is deployed at all sites providing access to the ALICE experiment following the experiment 
computing model and it is responsible for the job agent submissions. Each VOBOX can submit to a · 
single backend, LCG-CE or CREAM-CE. Therefore a second VOBOX was necessary to ensure the 
CREAM-CE/LCG-CE duality A simplified schema of the ALICE workload management components 
is presented in Fig. 6. 

----------· Central Services 
Am:n' 

Qi'ORi:D 

Task 
Queue 

Data 
Catalogue WMS 

---------------------· 
,--------------------------1---------1---------· Site 1 
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·-------------------------------------------------------· 
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j I PackMan I 
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Fig. 6: A simplified schema of the ALICE workload management components in the parallel 
processing ofCE-LCG and CREAM-CE 

In the second test phase, starting from February 2009, ALICE asked several sites to deploy a 
CREAM-CE and second VO box, submitting to the sites production queues in parallel with existing 
LCG-CE. Even if some sites reported problems in installation and configuration the CE, after entering 
production the CREAM-CEs were remarkably stable; this of course and because of obvious shortcut in 
the submission chain. In less than one month ALICE achieved more than 67000 jobs executed through 
the CREAM-CE services of all these mentioned sites. Fig. 7 shows the comparison of three sites load 
by jobs processing via CREAM-CE and LCG-CE in the same 4 months. 

From the beginning of2010 CREAM has been fully in production and deployed at every site. 
used by ALICE. 
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Fig. 7: Distribution of Done jobs in four months operation of three ALICE sites (CNAF, JINR and 
Troitsk) via CREAM-CE and LCG-CE 

3. ALICE Analysis Facility - AAF 

The ALICE experiment at CERN LHC intensively uses the PROOF cluster for fast analysis 
and reconstruction. PROOF enables an interactive parallel processing of data distributed on clusters of 
computers or multi-core machines. PROOF (Parallel ROOT Facility) [30] allows an interactive 
parallel analysis on a local cluster. Interactive means that you see the results right away ( contrary to a 
batch job where you have to wait for the job to finish before you see the results). Parallel means that 
several nodes execute sub sets of your data at the same time. You connect to a PROOF system from 
your usual ROOT prompt. Using PROOF is aimed to be transparent, that means you can execute the 
same analysis code locally and on a PROOF system. The CERN Analysis Facility (CAF) [31] is a 
cluster at CERN running PROOF. It can be used for a prompt analysis ofpp data as well as selected 
PbPb data. Furthermore calibration programs can be run on the CAF. The CAF will run PROOF for 
ALICE. Simulated data and measured data, once ALICE starts data taking, is available on the CAF. It 
is used also to perform analysis and calibration. The aim of the CAF is conception ally different from 
analysis on the Grid. The CAF will not make it possible to analyze all the data taken by ALICE 
because its space is limited. However, it is possible to run an analysis and see results after a few 
minutes or even seconds, thus allowing very fast development cycles. 

3.1. Data distribution and staging 

The CAF disk space is principally used as a cache space for data imported from the Grid 
storage systems. It is not meant for permanent storage because data for user analysis might change 
quickly and, moreover, only a subset of the data produced by the experiment may be significant for 
fast interactive parallel analysis. The CAF provides an automatic mechanism to stage files stored in 
the AliEn SEs upon user request. Presently about 1 I 0000 files have been staged, corresponding to 
23 million p+p events with a total size of 8TB. The concept of dataset is used to group and process 
files describing the input for analysis as well as for data staging from the Grid. Datasets have replaced 
the initial publication of available files in the form of a text file. Data staging is performed through 
datasets. Datasets are lists of files registered by users for processing with PROOF. They may share the 
same physical file, i.e. files that are in several datasets are stored only once, allow one to keep the file 
information consistent and take care of disk quotas. 
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Data staging from AliEn is performed by a datastager script that is plugged into the cmsd 
service on each disk server. Cmsd (cluster management service daemon) is part of the Scalla/xrootd 
software suite. A correspondence between AliEn datasets and PROOF datasets exists, i.e. a PROOF 
dataset can be created from an AliEn dataset. As a user registers a new dataset, the xrootd redirector 
selects the suited xrootd disk servers and forwards the request to stage each single file. The disk 
servers send the request to their datastager which performs the staging. When the disk usage reaches a 
high-water mark (90%), a garbage collector is triggered to delete files with the oldest access time that 
have not been accessed for a certain period, e.g. one day. This condition preserves the consistency of 
the datasets. The garbage collection stops when a low-water mark (80%) is reached. 

3.2. Authentication 

User authentication is based on the Globus Security Infrastructure (GSI) and uses X509 
certificates and an LDAP-based configuration management. Grid certificates are used to authenticate 
the users to the system. In this way, the same mean of authentication is used either for Grid and the 
CAF. An additional advantage is the possibility to access directly Grid files from the CAF workers. 
The framework for fast parallel reconstruction of raw data has been recently developed relying on this 
new feature. 

Last year in ALICE a new schema was developed to use the local PROOF clusters as a 
distributed PROOF cluster having the same management of application software and staging the data 
information. This distributed PROOF cluster has been named as AAF (Alice Analysis Facilities). It is 
a common setup of PROOF clusters using xrootd setup. A detailed information on ALICE Analysis 
Facilities (AAF) and CAF is available at the AAF web site: aaf.cem.ch. The list of the local clusters 
combined to AAF is presented in Fig. 8. 

Fig. 9 shows some statistics in the last time operation of AAF as to a number of workers, a 
number of jobs, wall time et al for different analysis groups of user. 

Name 

l.CAF 
Online 

~--··~·-~·------------·----~-----------------

Ouster ROOT Aggregated disk space Af xroctd xroctd 
Status Proof master Workers Users Version Totll Free · Used Running utest Version 

stable alice-caf.cemch 52 5 v5-27-06b 80.86 TB 27.44 TB 53.42TB 1.0.35 !.0.35; 20100510-1509_dbg 

132 0 v5-26-00-proof 1.057TB 80,1GB 1002GB 1.0,22 __ 1J~22; 20100510-1509_dbg 

48 0 v5-27-06b 12.07TB 9.019TB 3.053TB 1.0.35 l.Q.351 20100510-1509_dbg 

15 0 v5-27-06b 53.72TB 4&75TB 4.976 TB 1.0.35 t~35 20100510-1509_dbg 

2 0 v5-27-06b 815.9 GB 657.5 GB 158.4 GB 1.0.35 1.0.35. 20100510-1509_dbg 
"'" •• --m•-•--•~• 

249 5 148.5TB 85.93 TB 6159TB 

Fig. 8: List of PROOF clusters of AAF 

Conclusion 

The infrastructure of LHC computing developed and tested by ALICE during the long period 
of the detector construction demonstrated its full adequacy to data development and analysis during 
first expositions at the LHC beams. 
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Fig. 9: Few parameters of AAF operation for different analysis group of users 
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In this work we demonstrate a possibility of using REST architecture style for building grid 
services as an alternative to traditional methods, such as WSRF services. We demonstrate 
approaches to implementation of the basic functionality of a grid service and grid resource 
management. The proposed methods were used in a grid job execution service «Pilot» which was 
developed for the GridNNN project. This service allows to execute workflow-style jobs and 
provides a simple but powerful REST API for client applications. The main goal for the service is to 
automate computations with multiple stages since they can be expressed as simple workflows. This 
service is deployed and used in GridNNN production infrastructure. 

1 Introduction 

In this work we describe the architecture and interfaces of the grid job execution service for the 
GridNNN project [I] which is called «Pilot».· In contrast to many modem grid services which are 
implemented as WSRF web services [2], it is built as a RESTful grid service [3, 4]. A RESTful Web 
service provides access to a collection of resources using standard HTTP methods like GET, PUT, 
POST or DELETE and representations which are agreed with the service consumers. It is very important 
here that the logical operations with the resource conceptually match the HTTP method used for the 
operation. Grid service built on REST architecture differs from a web service by taking special care of 
resource lifetime management and resource creation process. This allows to design a simple but 
powerful API while preserving all properties of a grid service. In this work we describe the purpose of 
the service, the· notion of workflow jobs and tasks which can be executed and discuss the 
implementation of the Pilot grid service. 

2 Jobs and Tasks 

Computations carried out in the GridNNN grid infrastructure are represented as jobs, which are 
composed of tasks. A grid job, or simply a job is a directed acyclic graph composed from tasks. Each 
node of the graph corresponds to a task, edges define the order of tasks execution. A task is a minimal 
executable element of a job which is a submission of an executable to some GridNNN Computing 
Element (CE) which is generally a host running a Globus WS-GRAM grid service. Each task has a set of 
resource requirements attached defining which grid resources are compatible with a task. These 
requirements may specify minimal amounts of available memory and storage, number of CPUs and so 
on. Implicit requirements are satisfied by any CE in the grid. 

The job execution service accepts a job from a user and executes this job on a set of grid 
resources. It will track the execution progress of each task and will try to run any task for which the 
prerequisites are met on the best resource matching the task resource requirements. It is possible to 
specify the criteria to determine the success of completion for each task based on its exit code, and to 
stop the execution of the entire job if some task fails, or only part of the job which will not be able to 

. complete due to failed task. 

Listing 1 Example job definition (Job.js). 
{ "version": 2, 

1 This work was partially supported by RFBR (grant 10-07-00332), and Russian Ministry of Education 
and Science (Contracts No. 01.647.11.2004, No. 02.740.11.0388 and Nsh-4142.2010.2). 
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"description": "test job", 
"default_storage_base": "gsiftp://tbOl.ngrid.ru/trrp/staging/", 
"tasks": [ { "id": "a", 

"des=iption": 
"filename " 
"children": 

), 

{ "id": "b", 
"definition" 

"task #1", 
"task_a.js " 

["b"J 

{ 

"version": 
"executable": 

2 I 

"/bin/cat", 

) 

)] 

"arguments": ["-n"], 
"stdin": "test. log", 
"stdout":"gsiftp://tb05.ngrid.ru/hane/john/exarrples/results.txt" 

2.1 Syntax 

Jobs and Tasks definitions are written as ISON documents, there is a ISON Schema definition 
for the jobs/tasks formats [5, 6). A job definition consists of a list of tasks, indications of task 
dependencies and some common options for the whole job, and default resource requirements for all 
tasks. The definitions for tasks may be done inline in the job definition file, or stored in separate files 
referenced from the job definition. Listing 1 provides an example of a job definition. This definition 
corresponds to a simple job with two tasks, a and b, and structure of a-+b. The task a is defined in a 
separate file task_ a.js, provided on listing 2. The definition of the task b is contained in the job 
definition. 

These examples demonstrate some of the features of the jobs and tasks definitions for the Pilot 
service: 

Task dependencies; the task b is started only after completion of the task a. 
Staging of standard input/output as well as arbitrary other files to and from external storage. 
Using paths relative to default_storage_base instead of absolute URLs in files 
specifications. 
Setting environment variables prior to task execution. 

There are many other features supported by the jobs and fasks syntax that are not covered in this 
introductory description. Complete documentation on the job, tasks and resource requirements syntax, 
as well as a number of examples, is available at the GridNNN project web site [7] under Pilot service 
documentation section (http://www.ngrid.ru/sw/pilot/docs/). 

Listing 2 Example task definition (task_ajs). 
"version": 2, 
"description": "example task defined in a separate file", 
"executable": "worker.sh", 
"input.files": { 
"worker.sh": "gsiftp://tb05.ngrid.ru/home/john/examples/worker.sh" 
), 
"stdout": "test.log", 
"environment": { "CFLAGS": "-02") 

2.2 Resource requirements 

Resource requirements for tasks may be specified both in job and in task definitions. The 
requirements keys specified in the task override the values from the job. Pilot supports all of the 
following: 

Node and operating system parameters: CPU speed and architecture, available memory and 
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disk storage, SMP size, operating system name and release. 
- Batch system parameters like time limits, queue lengths. 
- Requirements for preinstalled software. 

GridNNN information system publishes information about the software preinstalled on the CEs 
by system administrators and virtual organizations, including software versions. Pilot support 
specifying software requirements optionally based on expressions with software versions. For example 
software requirements of «mvapieh, abini t > 6 , gee == 3 . 5 . 5» will be satisfied by any CE 
which has any version ofmvapieh package, abini t with any version greater than 6 and gee of the 
specified version 3.5.5. 

3 Pilot 

Pilot is a grid service which can run jobs and tasks as defined in the section 2. The service is 
developed as a part of the GridNNN project. It is designed as a RESTful grid service [3, 4]. All requests 
to service are done through authenticated HTTPS connections with peer authentication using user X.509 
certificate or proxy certificate [8]. Pilot uses VOMS extensions [9] to determine the virtual organization 
which the user belongs to. Requests with a certificate without VOMS extensions are allowed only to 
access existing data owned by the user on the service. 

All requests to the service which have payload except the request headers are sent in JSON 
format. Most of the service replies are also JSON documents, however a client may specify alternative 
representations in Accept header, and the service will try to satisfy such requests if possible. This allows, 
for example, to produce a human-friendly information about the job status as an HTML document if the 
job URI is opened in a web browser. 

3.1 Service API 

Pilot service API is outlined in the table 1. User jobs are accessible through the /jobs/ collection 
and each job itself is a collection of job's tasks. To create a job a user may submit a POST request to 
/jobs/ service URI creating the job resource and all dependent tasks resources. The job and tasks then 
may be modified using PUT requests. Jobs are not started automatically after their creation, they are 
started only after the corresponding operation request from the user, which is done through the PUT 
request to the job URI. 

Table 1: Pilot API summa~ 
GET PUT POST DELETE 

liobsl 
List user's jobs (URis) NIA Submit a new job NIA 

(non-idempotent 
interface) 

liobsl<iobid>I 
Job status information - Modify job definition. NIA Cancel and delete the job 
and task URis - Perform an operation 

with job. 
- Submit a new job 
(idemootent interface). 

liobsl<iobid>l<taskid>I 
Task status information Modify task definition. NIA NIA 

laccounting/oeriod/<st art >-<stoo> 
Accounting information NIA NIA NIA 
for the specified time 
span 

Task resources are created and deleted only implicitly based on the job definition. It is not 
required to define and submit all tasks to the service while creating a job. Any task definition may be 
modified if it has not been started yet. This allows to define tasks at virtually any moment of time, even 
after the job has been started. This allows the user to make corrections to job tasks without interrupting 
the job workflow execution. 
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Pilot records all events relevant to any job or task processed by the service. Job's and task's 
individual history is stored in corresponding resource documents. 

Accounting information is represented as a dynamic read-only collection which URI determines 
the time span requested. ,P-J~sides the JSON representation, accounting information may also be returned 
as a CSV document if( __ client requests this format. The amount and scope of accounting events 
depends on the certificate used for request authentication. Pilot can provide full accounting information 
access to a limited number of users specified in the configuration file (this is useful for external 
accounting aggregation services). A user has access to accounting information for his own jobs, and a 
VO manager (recognized by VOMS role) has access to accounting information for his virtual 
organization. 

3.2 Implementation 

Pilot service is written in Python language. It uses M2Crypto library [10] for the SSL/X.509 
functions and libvomsc libraries from the gLite project for parsing VOMS attributesfll]. SQLAlchemy 
object relationship manager is used for the database interface. Currently Pilot is compatible with 
PostgreSQL and SQLite databases. MySQL support is not available due to the lack of under second 
precision in date-time fields. PostgreSQL is recommended for production installs, SQLite may be used 
for low-load testing. 

The service is split into two daemon processes (see figure 1). The first process, pilot-httpd, 
handles all HTTPS authentication and authorization, and processes the requests to the Pilot service. It is 
implemented as a Pylons WSGI application running in a custom service container supporting X.509 
proxy certificates with VOMS extensions. The pilot-httpd daemon handles most jobs and tasks 
operations by storing to and retrieving from the database all of the corresponding information. Globus 
WS-Notification [12] events are accepted by the pilot-httpd and passed to the pilot-spooler daemon. For 
job matchmaking requests pilot-httpd makes queries to the matchmaker service, which is available as an 
internal pilot-spooler RESTful HTTP service. 

httpd 

X.509 auth 

pilot 
frontcnd 

spooler 

matchmaker 

1--1'------+----->1 notifications 

I jobs processor I 

/ 
( Database () 

Fig. I: Pilot service structure 

The second daemon, pilot-spooler, contains the following parts: 

Queues 

I submission I 
I status I 

- Job processor: analyzes the jobs stored in the database, schedules tasks for the execution. 
- Task submission queue: submits the tasks to the resources where they are executed. Current 

implementation supports only Globus WS-GRAM resources. 
- Task status queue: polls the status information for the running tasks which did not receive 

status notifications for a long time; sends status notifications based on poll results to the 
notifications service. 

- Notifications service: processes task status notifications coming from status queue and from 
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---------------- -------------

grid resources via WS-Notification protocol. 
- Matchmaker service: returns lists of preferred resources based on requirement sets, virtual 

organization information. This service is also responsible for querying the aggregated 
informational system or individual resources for up to date information on the grid 
resources availability and properties. 

For the ease of installation Pilot service and its dependencies are available as an RPM package 
for CentOS 5 Linux distribution. 

3.3 Command Line Interface 

There is a command line interface package available for the Pilot service. It provides a set of 
batch-like commands pilot-something, including: 

- pilot-job-submit, pilot-job-status, pilot-job-info (contrary to pilot-job-status also includes 
information for all job tasks), pilot-job-cancel; 

- pilot-task-status; 
- pilot-job-matchmaker (gives a list ofresources compatible with a task for each task of the 

job and an overall estimation if the job can be executed on current grid resources); 
- pilot-query-jobs (lists all jobs owned by the user). 
The CLI is available as an RPM for the CentOS 5 Linux distribution and requires a minimal 

number of dependencies. 

4 Conclusions 

The workflow jobs described in this work are useful because they allow to automate multistage 
computations. In cases where some of the stages are independent, workflows may speed up the 
computations by running corresponding tasks in parallel. In this work a simple syntax for workflow jobs 
with computational tasks, based on JSON language, was described. The grid service «Pilot» for 
executing such jobs was developed. It was designed as a RESTful grid service. The outline of the service 
API was described, and some implementation details are given. The Pilot service is running in 
production on GridNNN project testbed resources. 
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ARC Nox release came out in the end-2009 as a result of several years of development by 
NorduGrid and several other projects. It represents a major step towards a truly modular Grid 
middleware solution, which can be easily extended with new services and functionalities, while 
keeping standard interfaces. As such, it is ready to become one of the key contributing middlewares 
to the European Mddleware Initiative, which in tum will provide components to the future Unified 
Middleware Distribution to be deployed by the European Grid Initiative project. 

1 Introduction 

During the last decade, Grid computing evolved from an innovative academic exercise to an 
everyday reality for many researchers. This progress was largely driven by the needs of physicists 
working at the Large Hadron Collider at CERN. Despite the diverse international nature of the CERN 
collaborations, the necessity to work together lead to creation of several distinct Grid infrastructures, 
each powered by a different middleware flavour. 

It is possible to argue that a single infrastructure would have been the ultimate goal, however, 
just like with any infrastructure, geopolitical considerations tend to define boundaries. And just like with 
any infrastructure, adherence to common basic standards, policies and guidelines is the key to successful 
cooperation. 

It is by now clear that modern Grid infrastructures are defined not that much by network 
topologies or hardware resources, but by the underlying middleware. There are attempts of creating 
multi-middleware infrastructures, but so far they rely on additional layers of application-specific 
solutions, such as e.g. the Worldwide LHC Computing Grid (WLCG) [I]. Either way, Grid 
infrastructures are defined by software. This paper presents the current state and plans of the Advanced 
Resource Connector(ARC) [2] - one of such infrastructure-defining middlewares. 

It is not a secret that many middlewares were originally created for the purposes of establishing 
infrastructures addressing quite specific user and provider requirements. ARC was developed originally 
for the Nordic Grid computing infrastructure, which was initially set up with the goal to provide comput
ing and data storage services to the physics experiments at CERN. Specifics of this Nordic infrastructure 
is such that while the compute and storage resource providers are highly diverse, independent and are 
not controlled by the researchers, there is a strong tradition of coming with a collective effort, and the 
idea of a common Nordic Tier! center for CERN is one of such initiatives. Similar conditions exist in 
other countries, therefore ARC usage spreads well beyond Scandinavia, leading to creation of distinct 
national and international Grid infrastructures. Nordic DataGrid Facility (NDGF) [3] is the largest and 
most complex of them, serving a large variety ofusers since 2006, in particular, providing Tier! services 
to ALICE and ATLAS experiments at CERN. NDGF is established by four countries, Denmark, Finland, 
Norway and Sweden, as a body that coordinates service deployment, operations and maintenance, and 
produces necessary software solutions when necessary. NDGF is a key contributor to development of 
various softwares: ARC, dCache [ 4] and SGAS [ 5], and provides substantial input to other middlewares, 
most notably, Globus Toolkit [6]. An important difference ofNDGF from other similar projects is that it 

1 This work was supported in parts by the Information Society and Media Directorate-general of the European 
Commission through the Know ARC (Contract No. 032691) and EMI (Contract No. 261611) projects, as well as by 
the Nordic Council of Ministers through the NDGF and Nordunet3 projects. 

220 



does not own or control computational or storage resources and thus can not affect local policies. 
Portability, flexibility and fault-tolerance of chosen middleware solutions is thus ofultimate importance. 
Figure I shows an overview of the NDGF re-spources as of fall 2009; the computing and storage 
capacity is being constantly increased. 

CEVObClx 
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Fig. I: Overview of the NDGF resources as of fall 2009 
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In what follows, this paper summarizes current experience with using ARC in the NDGF-based 
infrastructure (Section 2), proceeds to the overview of the latest ARC release and new developments 
(Section 3), and gives an outlook to the future of European middlewares in Section 4 before concluding. 

2 Usage of ARC 

ARC is a fairly generic middleware solution, suitable for a large variety ofapplications. Having 
. no centralized operational structure for ARC customers, it is impossible to keep detailed track of ARC 
usage; however, from accounting records ofNDGF, national infrastructures and circumstantial evidence 

. obtained from the ARC Grid Monitor [7], it is possible to conclude that well above two dozen research 
groups in various fields rely on ARC. Historically, the largest user community relying on ARC are the 
LHC research teams. All LHC-specific application environments are integrated with ARC (albeit to a 
different extent). Since ARC-based solutions are comparatively lightweight and highly adaptable, 
smaller communities also enjoy ARC-based services provided by NDGF and smaller national Grid 
infrastructures. 

The largest ARC-based service offered to the scientists is the NDGF's Tierl centre. This Tierl is 
quite unique: traditionally, and until now, all Tierl centres, except of the Nordic one, are confined 
within one country, and in most cases -within one computing centre. Individual facilities in Nordic 
countries could not host such a massive resource, thus a distributed Tierl was created, spanning 4 
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countries, and ARC is one of the key software that made it possible - the other being dCache, adapted by 
NDGF for management of distributed storage. 
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Fig. 2: Snapshot of the ATLAS production system dashboard showing status of the NDGF-based 
"cloud" 

Every Tier I center in the WLCG infrastructure has affiliated Tier2 centers: while Tier I centers 
are focused on custodial primary data storage and processing, Tier2 centers are used for simulations and 
derived data storage and processing. The NDGF Tierl has such affiliated Tier2 facilities, and these in
clude countries outside Scandinavia that chose to deploy ARC. Operation of the resulting ARC-based 
infrastructure is a common effort by NDGF and national Grid initiatives, with a different degree of 
involvement. Major share of computing and storage resources is provided by national scientific 
computing centers, and the rest is provided by individual research groups. Despite the very different 
scales (from few CPUs cluster to a top-500 site), the chosen approach provides a reliable, smoothly 
integrated multi-purpose Grid infrastructure. 

The largest customer of NDGF is ATLAS Collaboration at CERN. Figure 2 shows a recent 
snapshot of the ATLAS production system dashboard [8] with the NDGF-based cloud status. ATLAS 
production infrastructure within WLCG is organised as clouds (not to be confused with the Cloud 
technology) centered around Tierls [9], and the NDGF cloud brings together ARC-powered resources 
contributing to ATLAS computing. The figure shows computing jobs executed on various Linux 
clusters, and it can be seen that the success rate and efficiency of this cloud in terms of computing 
services is very high. It also can be seen that the load is quite substantial, with about half a million jobs 
processed during one month. 

Figure 3 presents an overview of various ATLAS computing activities in the ARC-based NDGF 
cloud over past year. Before LHC data taking resumed in fall 2009, main focus was on simulation tasks, 
and it can be seen that the cloud can sustain the load of about 10 thousand simultaneous tasks, with peaks 
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up to 30 thousand. With the start of data taking, analysis jobs became more prominent; though the 
number of these jobs is less than the simulation ones, analysis jobs in general are more challenging and 
have unpredictable and hence often suboptimal workflows, often leading to lower efficiencies. 
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. Fig. 3: ATLAS simulation jobs in the NDGF cloud over one year (upper plot) and ATLAS data analysis 
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Data management activities are as important for ATLAS as computational jobs. Figure 4 shows 
evolution of ATLAS storage capacity of the NDGF Tier 1 since 2008. It can be seen that NDGF storage 
resources allocated to ATLAS are heavily used, with sharp increase of demand coinsiding with the start 
of LHC data taking. 

It is not the purpose of this paper to compare performance of the ARC-based resources in 
general and NDGF in particular against other infrastructures, since there are no commonly accepted 
unambiguous criteria. By studying publicly available performance monitors, such as the used here 
ATLAS dashboard, one can conclude that NDGF performs at least as well as other Tierl sites in all 
aspects, and in terms of efficiency is clearly among the top sites. 

It should be also noted that in addition to the necessary middleware services, the NDGF-based 
infrastructure implements all the operational procedures and tools required by the relevant large Grid 
projects, such as already mentioned WLCG and the recently launched European Grid Initiative 
(EGI) [1 O], being thus an integral part of larger international infrastructures despite being based on 
non-mainstream middleware. 

3 Overview of the latest ARC release 

To maximize efficiency of resource usage in international computing infrastructures built by 
independent resource owners with different policies, distributed computing solutions must be highly 
portable, flexible in configuration, and standards-compliant. At the time of writing, NDGF uses 
ARC v0.8.2 release as the solution that satisfies these requirements best. Although ARC 0.8.2 contains 
both standard and pre-standard implementations of services, only pre-standard ones are currently used in 
production. There are several reasons for that: primarily, the pre-standard components have a solid 
success record and are well understood; meanwhile, standards still undergo changes, and other relevant 
middlewares do not implement them widely anyway, thus there is no pressing need to upgrade. This 
situation is likely to change in near future, when major middleware providers will agree on the common 
set of standards, see discussion in Section 4. 

In general, ARC is designed as a de-centralized solution, such that the system has no single 
point of failure. Distributing such services as information indexing and metascheduling, while keeping 
service and task status information locally at the resource are among key design choices that ensure high 
fault tolerance of ARC-based infrastructures. 

The version of ARC used in production is focused on providing remote computing functionality 
and general purpose client tools. The software can be compiled on many POSIX-like operating systems, 
and binary packages are available for major Linux distributions. On the service side, ARC is interfaced 
through custom plugins with many cluster batch systems like Torque, LSF, SGE, Condor, etc .. 

ARC computing service also features advanced data staging capabilities. The data caching 
algorithm implemented in computing service significantly reduces overhead of accessing significant 
amount of input data in a data-intensive computing usage pattern. With data staging embedded into the 
front-end it becomes possible to reduce ineffective input/output-bound usage of computing nodes. 
Support for various data transfer share algorithms allows effectively to avoid congestion of data staging 
resources and provides fair share functionality among different consumers. Possibility to have multiple 
front-ends allows to spread the network load. This efficient data caching and staging mechanism of 
ARC allows to decouple data processing and data archiving facilities, making creation of a distributed 
storage facility, like the one implemented by NDGF, a feasible solution. 

The ARC middleware as such includes only very basic file storage service, and in order to use 
third party storage solutions, ARC client part features easily expandable wide range of supported data 
indexing, management and access protocols. In this respect, ARC client is to a large extent integrated 
with other middlewares regarding operations with data files. 

3.1 New developments: ARC Nox 

With the above principles and approaches remaining at the core of ARC design, significant 
effort was made to re-implement same functionalities in a standard-compliant, extensible and scalable 
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manner. Such re-implemented components are distributed with ARC 0.8.2 alongside with the 
pre-standard ones. 

The new components add support for computing service with standardized Web-based interface, 
enhanced data staging capabilities, client tools with support for multiple data and computing services 
and multi-language development APL Although invisible for end-users, code base of ARC undergoes 
quite dramatic changes, including a complete re-structuring. Perhaps the most important change is 
introduction of the single service hosting layer, the Hosting Environment Daemon (HED) [11). HED is a 
Web Service (WS) container that provides communications between the hosted services, and handles all 
external interfaces. This results in much increased modularity and extensibility of services. For example, 

' communication chain can now be composed of a number of pluggable components; this allows, among 
others, to formalize GSI as a separate plugin, which in turn removes dependency of core components on 
Globus. The restructured code significantly improves portability, such that the new ARC tools and 
services are being made available not just on Linux (included in some standard distributions), but also 
on Microsoft Windows, Mac OS and Solaris. 

The packages containing new ARC services and tools are currently labeled Nox, in order to 
distinguish from the pre-standard ones. The ARC Nox packages were first made available as a separate 
technology preview release in November 2009 [12), and later became included in the 0.8.2 releases line. 
Figure 5 shows the generic service decomposition of ARC Nox, and their relations to eventual external 
services. 
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Fig. 5: Service decomposition of ARC Nox 

The new ARC components can be classified in the same conventional areas: compute, data, 
information, security and clients. Since all new services, and even the client tools, rely on HED or its 
libraries, one should always include HED as a common infrastructure component for all the areas. The 
following sections present brief overview of each such area in ARC context. Pre-standard components, 
not relying on HED, will be referred to as pre-WS ones, while the new- as WS-components. 
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3.1.1 Compute area 

In the compute area, two services, offering largely the same functionalities, are available. The 
first one is the pre-WS computing element exposing a proprietary interface via a GridFTP [13) plugin, 
and based on the.Grid Manager [14] process that handles LRMS communications, data staging, cache 
management, application environments and such. Information about the computing resource and its 
activities Gobs) is accessible via an LDAP interface, and is arranged in the proprietary ARC schema. 
Resource usage records are collected and published to the SGAS accounting system by a dedicated 
URlogger process. 

The new WS-based computing element was introduced in Nox. The Grid Manager is replaced 
with A-REX [15], which provides much the same functionality, but is more versatile. Through HED, it 
offers standard compliant WS interface, which is currently based on BES [16), with few extensions. It 
also is compliant with other key standards, such as WS-RF [17), JSDL [18) and Glue2.0 [19). The 
modularity of the system allows addition of several new modules, such as the Janitor for application 
environments management, and JURA for job resource usage record publishing to accounting systems. 

It is expected that the new WS-based computing element will replace the pre-WS one 
completely. Meanwhile, complex deployment scenarios are possible: for example, it is possible to 
deploy both services simultaneously, or to deploy A-REX with a GridFTP plugin interface. 

3.1.2 Information area 

In the information area, pre-WS solutions included in the ARC 0.8.2 release underwent 
substantial changes. Although there is no change in LDAP interface and schema, the underlying 
technology is completely different: Globus LDAP back-end is replaced with BDII [20), and Globus 
GIIS is re-implemented in pure LDAP. These changes further reduce dependency on Globus, and are 
expected to improve stability of information services. 

The most notable change in Nox components information-wise is that they are compliant with 
the Glue2.0 standard. Moreover, Nox offers a preview of a new WS-based solution for the information 
system: the local information system (LID]) offers a WS-RF interface through HED; every service thus 
describes itself through the LIDI interface. The information is indexed in ISIS - the information 
indexing service, implemented over a peer-to-peer information system backbone; ISIS offers a 
WS-interface as well. 

3.1.3 Data area 

As it was already mentioned, pre-WS ARC has no own storage solution, but is interoperable 
with third-party storages. Nox fills this gap by offering a preview of the Chelonia, a distributed storage 
solution. Chelonia is designed as a self-healing flexible storage cloud-like system. Self-healing is 
provided by redundant services and automatic restoration of number of replicas if storage components 
fall out. Chelonia implements a global namespace, and supports collections and sub-collection to any 
depth. The system is also intended to be user friendly, coming with a complete command-line interface 
and FUSE mounting possibility (though with a limited functionality). Chelonia is implemented as a set 
of redundant services deployed on the top of basic file storage systems. In case of no such storage, one 
can use the light-weight Hopi HTTP server ofNox. Shepherd services manage storages, and provide a 
simple interface for storing files on storage nodes. Bartenders provide a high-level interface for the 
users and for other services, while Librarians handle metadata and hierarchy of collections and files, 
location of replicas and health data of the Shepherd services. Finally, A-Hash services implement a 
replicated database to store metadata. The overall system is expected to handle small to medium size 
storage systems. 

ARC is different from many other middlewares in one important aspect: it has powerful data 
handling mechanisms built into computing elements, optimizing them for data-intensive 
high-throughput computing. While being a part of the computing element, cache management and data 
staging tools and libraries can be classified as belonging to the data area as well. These functionalities 
are practically identical in pre-WS and WS-based ARC, and in ARC v0.8.2 come with some 
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enhancements. Multiple Grid Managers (or A-REXes) can now be run under one GridFTP server to 
improve throughput. C ache-wise, Grid Managers co-deployed on one site can now use each other 
caches; user authentication is now cached in case the same data source is perused; caches can be now 
cleanly drained before taken offline, and the cleaning tool is in general optimized; finally, it is now 
possible to specify a lifetime for cached files. Concerning data staging, ARC now implements a 
fair-share system for transfers, which splits transfer slots evenly between users or groups of them. 
Intelligent retry strategy for failed data transfers with exponential back-off for temporary errors is 
introduced as well. A new possibility to specify output files through a dynamically created list is added. 
Improvements are made in handling SRM [21] port/protocol ambiguity, by attempting various 
combinations and caching successful ones. ARC v0.8.2 offers two data management libraries - for the 
pre-WS solutions, and for the WS-based ones. 

While these changes improve significantly ARC performance, especially in such a challenging 
application as ATLAS data analysis, there is still a strong need for a new data staging framework. This is 
being in development at the time of writing, and will be only available for the WS-based ARC 
components. 

3.1.4 Security area 

Like many Grid solutions, ARC primarily relies on Globus GSI for authentication and 
authorisation handling. Introduction of HED, however, allows to diversify security mechanisms without 
re-writing services themselves. Through HED, new ARC services are capable of handling almost every 
protocol, such as TLS, SAML, VOMS, MyProxy, and certainly the GSI. Integration with external 
security and policy services is therefore quite straigtforward, as long as the interface is known. HED 
comes with a set of powerful security libraries that can be used to develop new modules. 

On the client side, ARC now comes with the arcproxy command line utility, which is capable of 
creating all kinds of proxy certificates. It does not rely on any third-party library, and thus is available 
for all kinds of end-user systems, including Microsoft Windows. 

Noc preview came also with a large variety of proof-of-concept services and clients handling 
different security aspects; at the moment, however, there are no plans to develop them further, and 
instead rely on existing third-party solutions. 

3.1.5 Client area 

In the client area, ARC v0.8.2 provides both the pre-WS CLI (ngsub, ngls etc) and the new 
WS-compliant CLI based on new ARC client libraries. Since new client tools offer significantly 
extended functionalities, the names can not be reused, therefore new commands are introduced: arcsub, 
arcls etc., with different command line options. The new CLI is available not just on Linuxes, but also 
on Microsoft Windows and Mac OS systems. 

ARC keeps the tradition of providing stand-alone client tar-balls that can be quickly deployed 
anywhere, providing this the fastest way to access Grid resources. It is important to stress that ARC 
clients perform resource discovery, matchmaking and brokering prior to submitting jobs directly to 
computing elements. Corresponding libraries are available, allowing to develop custom-made clients. 
One of such newly developed client tools is the graphical user interface Ar-cJobTool. It is written in 
Python using the ARC client library; the code can be easily converted to a Web portal. ArcJobTool is 
now distributed as a part of ARC v0.8.2 release. 

4 Future of European middleware development and ARC 

As it was demonstrated in Section 2, pre-WS ARC solutions are already successfully deployed 
in international Grid infrastructures along with other middlewares, most notably, gLite [22]. However, 
the interoperability is predominantly on the application level, with the only common standards being 
GSI and GridFTP. In order to be accounted for and monitored by the EGI operators, NDGF successfully 
developed and deployed all the add-ons necessary to hook ARC-based sites into the EGI infrastructure. 
Most of these add-ons are custom solutions tailored for NDGF, and as such can not be distributed with 
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ARC. The most notable exception is the Gluel.3 translator, which translates ARC information 
representation into Gluel.3 one used currently by gLite. Unfortunately, neither schema is a standard 
one. 

In order to be truly interoperable, and with many middlewares, common standards have to be 
accepted and implemented. The European community sees open standards as the starting point for 
providing a common European Grid infrastructure, where different providers use different middlewares 
- be it ARC, gLite, UNICORE [23] or Globus. Unfortunately, currently available standard specifications 
are of a very basic nature and are not suitable for production needs. The necessity to amend such 
standards lead to middlewares developing incompatible extensions, devaluating the notion of being 
" standard-conformant". Open Grid Forum (OGF) [24] mandated a dedicated Production Grid Interfaces 
Working Group (PGI-WG) in end-2008, bringing together key middleware providers from all over the 
World, and aiming at producing a set of common specifications. Being so diverse, however, the Group 
couldn't so far deliver a tangible output. 

Aiming to address the middleware convergence issue on the European level, the European 
Union supported creation of the European Midleware Initiative (EMI) [25] in May 2010. In many 
aspects it is complementary to EGI, and is expected to be a major provider for the Unified Middleware 
Distribution (UMD) ofEGI. EMI brings together ARC, dCache, gLite and UNICORE developers, with 
the high-level objective of achieving convergence between the middlewares. The first obvious step is to 
agree on common interfaces for key services; common solutions are expected to be developed where 
possible (e.g., in virtualisation), while redundant components are scheduled for removal. 

Given the status of the middlewares involved in EMI, changes will be introduced in several 
steps. The "day Zero" release will include all the components that are used today in production 
infrastructures, but built and packaged using the common infrastructure, and therefore having no 
conflicting dependencies. 

From ARC perspective, the necessity to implement EMI objectives coincides with that of 
replacing pre-WS components with the new ones. Clearly, interfaces will have to be adjusted to those 
recommended by EMI, but since no production infrastructure deploys the new components yet, there 
will be no disruption caused by this. In the EMI framework, ARC Grid Manager will be replaced with 
A-REX, while pre-WS CLI and client library will be replaced with new ones. EMI information system is 
likely to be developed a-new, but in any case it will rely on the Glue2.0 standard. Storage solutions, 
being largely independent from computing ones, and already benefiting from a common SRM standard, 
will not undergo major changes in EMI, except of the planned transition from GSI to industry-standard 
protocols. 

Several components found in Nox and ARC 0.8.2 are currently not endorsed by EMI - most 
notably, Chelonia and ISIS. If there will be a significant user demand, ARC community will support and 
distribute such components outside EMI. 

5 Conclusion 

The latest ARC release is a result of several years of development by NorduGrid and several 
other projects. It represents a major step towards a truly modular Grid middleware solution, which can 
be easily extended with new services and functionalities, while keeping standard interfaces. As such, it 
is ready to become one of the key contributing middlewares to the future Unified Middleware Distri
bution to be deployed over EGI resources. The solutions described in this paper are constantly being 
improved and extended, following the general technology progress and addressing requirements from 
end-users, system administrators, collaborating projects and others. The new European EMI project is 
one of the frameworks in which future ARC development will proceed. EMI releases will provide an 
opportunity to phase out pre-WS components and otherwise to improve services offered by ARC. 
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1. Introduction 

Maxima [I] is an open source computer algebra system (CAS) for the manipulation of 
symbolic and numerical expressions, including differentiation, integration, Taylor series, Laplace 
transforms, ordinary differential equations, systems of linear equations, polynomials, and sets, lists, 
vectors, matrices, and tensors. Maxima yields high precision numeric results by using exact fractions, 
arbitrary precision integers, and variable precision floating point numbers. 

The Maxima source code can be compiled on many systems, including Windows, Linux, and 
MacOSX. 

Maxima is a descendant ofMacsyma, the legendary computer algebra system developed in the 
late 1960s at the Massachusetts Institute of Technology. It is the only system based on that effort still 
publicly available and with an active user community, thanks to its open source nature. 

MathCloud [2] is a distributed environment focused on the support of mathematical research 
and based on the technologies of Web and grid. The purpose of the environment is to provide unified 
access to network services of solution of various classes of mathematical problems. The REST 
(Representational State Transfer) architectural style [3] was used to unify the mechanism of remote 
access to services in the MathCloud at the level of protocols and data formats. The REST architectural 
style lies at the heart of the modem World Wide Web. In particular, HTTP provides a number of main 
REST constraints. The key concepts of REST are the resource, the identifier and the representation of 
a resource. Web services that satisfy the REST constraints are referred to as RESTful Web 
services [4]. 

In the unified MathCloud REST interface [5] a service means a single operation represented as 
a resource. To execute the operation the client has to use the POST method of HTTP. In response, the 
service will create a job resource which allows to query the status and the result of the client's request. 
Thus in the current MathCloud interface implementation all requests are processed asynchronously. 
GET method allows to get the description of the service. The interface also allows to transfer and store 
parameters and results of requests in the form of files. 

The paper is concerned with the problem of transformation of the Maxima CAS into a 
RESTful Web service. Two ways of using Maxima from another program (sockets and unnamed 
pipes) are discussed. Different approaches to providing an HTTP access to the service are considered: 
an embedded web server and a special container. 

2. MaximaAPI library 

Let us consider the Maxima features which allow other applications to interact with it 
interactively. The complex part is that the Maxima project didn't document the protocol or an API for 
interactive interaction with the Maxima. Thus all the information was gathered from the project's 
mailing list archives and from analysis of the wxMaxima's (a GUI for Maxima) source code. 

1Partially supported by the RFBR grant 08-07-00430-a and "SKIF-Grid" project. 
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Two ways to interact with the Maxima were discovered: TCP-based sockets and the use of 
unnamed pipes. Let's start with the sockets. 

This technique is the most popular and is used in the wxMaxima and many other applications 
that interact with the Maxima. In this design there are two processes that must run on the same host: 
the Maxima process and a client process (e.g. wxMaxima). The client process creates a listening TCP 
socket on a well-known port such as 12345. Then it starts the Maxima process with -s option, e.g. 
maxima -s 12345. In this case Maxima makes a TCP connection to localhost:12345. Then Maxima 
redirects the standard 1/0 streams to this TCP connection. As a result the client application gets a 
socket connected to the Maxima instance and behaving like a Maxima console. We would like to 
emphasize that in this scheme the client application plays the role of a server while the Maxima 
behaves like a client. 

In the second method the client application process starts a child Maxima process. Client 
process opens the Maxima's standard 1/0 streams as unnamed pipes. Thus the clients receives access 
to the Maxima console. 

Let us compare these two methods of interaction with the Maxima. Since both methods 
become more or less equivalent from the moment of established connection we will focus on the 
specifics of the process of establishing a connection. Firstly let's list the specifics of the approach 
based on the sockets: 

Similar BSD sockets API can be found in most modem operating systems. 
Classes providing a portable sockets API are present only in large libraries ( e.g., ACE). 
Separate means are needed to start the Maxima. 
Specifics ofusing the unnamed pipes: 
Different operating systems have different APis for generating child processes and for 
redirecting standard input/output. 
There is a small, portable, header-only library that implements the above mentioned 
functionality (Boost.Process [7]). 
In this work we chose the second approach as it provides access to a Maxima console with less 

efforts although adding a dependency on a header-only third-party library. 
After connecting to the Maxima console we can move to the problem of proper interaction. 

Console communication with the Maxima is quite simple: in response to a prompt from the Maxima 
user enters an expression. Then Maxima returns a result. Further, the cycle repeats. Sometimes if user 
enters certain expressions the Maxima behaves incorrectly. It doesn't print the result of an operation 
or doesn't issue a prompt. Judging from the behavior of existing applications that interact with the 
Maxima this is a bug in the Maxima. Thus if the user adheres to some undocumented format, the 
communication protocol with the Maxima can be characterized as a request-response. 

Automatic processing of Maxima console output is quite complicated. It is hard to deduce the 
general form of the Maxima output which can be a result, a message or a prompt. According to the 
Maxima documentation the system has a number of variables that control the highlighting of 
significant fragments in the console output. These variables allow to greatly simplify the automatic 
processing of Maxima output. Let us outline the most useful variables and their meaning: 

*prompt-prefix* - a string printed before each prompt; 
*prompt-suffix* - a string printed after each prompt; 
*alt-display2d* - a function that replaces the standard one when Maxima prints expressions in 
2-dimensional mode. 
These variables can be set in a Common Lisp file specified by the -p command line option of 

Maxima. Maxima executes this file during its startup. 
We've implemented the above-described low-level interaction with Maxima in a separate 

library called MaximaAPI [6]. The library uses the unnamed pipes approach to Maxima console 
interaction. The approach was based on the Boost.Process library. The -p command line option was 
used to supply Maxima with an appropriate startup script. The script sets up the prompt and the result 
highlighting. It also enables one dimensional output mode so that Maxima output can be used in other 
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expressions without modification. The output parsing was based on the regular expression matching 
provided by the Boost.Regex [8] library. 

The MaximaAPI library contains a single class named Maximalnstance. The class resides in 
the MaximaAPI namespace. Creation of a Maxima process and linking to its 1/0 streams are 
implemented in the constructor. Interaction with the Maxima is done via a single method that has one 
string argument representing an expression to be passed to the Maxima. The method returns another 
string containing the result. There is also a method to asynchronously interrupt the current calculation. 

3. Web service based on the Mongoose web server 

The first version of the service was based on the Mongoose web server which was chosen due 
to its simplicity, embeddability and relatively wide functionality. This web server allows you to setup 
handlers for URI templates. When one requests a resource, the server calls an appropriate handler 
supplying a structure with a partially parsed client's request. The structure contains the requested URI 
as a string, the HTTP method, an array of request headers, request body length, and more. Also, if a 
query was done through an HTML form, the server provides a helper function to retrieve the name
value pairs for the form fields. 

Despite the handy functionality described above, the server is missing some necessary tools 
for correct handling of the HTTP. For example, there is no code for working with the content of 
Accept headers which is necessary to select the most suitable resource representation for a client. 
Also, you have to generate raw HTTP response yourself in the URI handler. As a result we had to 
implement the missing functionality ourselves. 

Also some functionality not specific to a web server had to be developed from scratch. That 
was the job management in accordance with the MathCloud REST APL However the ability to use 
files in service parameters, that would be very useful in the Maxima service, have not been 
implemented. 

Finally, a service prototype which worked successfully in the MathCloud environment and in 
particular with the WfMS [9] was implemented. However it was not suitable for calculations requiring 
large amount of data as it didn't support passing parameters in the form of files. The service had the 
following interface description: 

{ 
"name" : ''maxima", 
"description" : "CAS Maxima REST-service accepting one Maxima expresion at 

a time",' 
"inputs" ·: { 

"input expression" 
}, . 
"outputs" : { 

"result" : {"type" 
} 

{"type" "string", "title" "Input expression"} 

"string", "title" "Result returned by Maxima"} 

4. Web service based on the EveREST container 

After creating the first version of the service it became clear that its further support and 
development will result in the creation of another container for the MathCloud. It did not make much 
sense as existing containers already had a wide range of additional functionality, such as automatic 
generation of HTML-based interface, automatic termination of hanging jobs, support of file 
parameters, etc. Hence it was decided to make a version of the service for the EveREST container 
(Java). It was also decided to implement the service in Jython [10] instead of Java to simplify its 
debugging and support. 

Since the MaximaAPI library was written in C++, a JNI wrapper had to be developed to use 
the main library functionality from the service running in a NM. Hence individual Maxima instances 
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can be created using the ru.isa.dcs.ssmir.maxima.Maximainstance Java class with the following 
interface: 

public class Maximainstance { 
public native void initialize (String maximaPath, String utilsDir) throws 

MaximaException; 
public native void destroy() throws MaximaException; 
public native String executeCommand(String command) throws MaximaException; 
public native void interruptMaxima() throws MaximaException; 
private long _ptr; 

} 

The class provides access to the most necessary methods of the MaximaAPI::Maximainstance 
class. The _ptr field is used to store a pointer to an object of the MaximaAPI::Maximainstance class. 
Maxima process startup is carried out in the initialize method and not in the constructor. 

To make a service for EveREST one has to create a class that implements the 
everest.java.JavaServiceI interface. The interface has the following three methods: 

void init(Map<String, String> config); 
Map<String, Object> run (Map<String, Object> inParams, String j obDir, 

JobStatus status); 
void destroy(); 
The first and the third methods are called by the container during the startup and termination, 

respectively. Options specified in the container's configuration file are passed to the service through 
the config argument of the init method. 

The run method is invoked on each request to the service. The method contains the main 
service logic. If an exception is being raised in the method then the client receives an HTTP error. If a 
client decides to terminate a running job (with the DELETE method of HTTP) then the thread running 
this job (i.e. the run method) will get an interrupt status which can be checked from Java. To let the 
container complete the job termination, the run method have to raise the InterruptedException 
exception. The "inParams" argument contains the values of parameters passed to the service during a 
call to it. At the same time file parameters will have the File class. The ''jobDir" argument contains the 
path to a directory in which the service should save the output parameters of type "file". The "status" 
argument allows you to set additional data that is returned to the client querying the job status. 

To make it possible to implement services in Jython a simple adapter was developed. The 
adapter consists of one Java class (everest.java.JavaServiceI) implementing the 
everest.java.JavaServiceI interface. Adapter loads a Jython service implementation and then delegated 
all the service interface calls to it. At the same time the Jython service has to implement the same 
everest.java.JavaServiceI interface. When a client interrupts a job (DELETE method of HTTP) 
time.sleep() and similar operations throw the Keyboardinterrupt exception. As a result the service 
must abort the job and raise the InterruptedException exception. 

The Maxima service has been implemented in Jython. That allowed to speed up its 
development, reduce the amount of code and simplify its debugging in comparison to a possible 
implementation in Java. Internally the service has a pool of spare Maxima processes and a thread pool 
which are used to process several jobs concurrently. The container calls the run method concurrently 
from multiple threads. It yields effective use of Maxima in multiprocessor systems although every 
Maxima process is single-threaded. 

Client may use the service as follows: 
I. Let the service (its resource) be located on SERVICE_URI. 
2. The client does a GET request on the SERVICE_URI and receives a response with the 

description of the service as shown below. 
3. The client does a POST request on the SERVICE_URI, passing a JSON object with the input 

parameters of the service (e.g. "command": "2+3") in the body of the request. 
4. In response the server creates a job resource and returns its URI in the Location header. Let 

this URI be REQUEST_ URI. 
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5. The client polls the REQUEST_URI with the GET method and receives the job status 
containing completeness state of the job. The client can also cancel and remove the job with 
the DELETE method. 
Description of the service in the EveREST configuration file is the following: 
{ 

"name" : "maxima", 
"description" : "CAS Maxima REST-service accepting one Maxima expresion at a time", 
••inputs" : { 

"connnand" : { "type" : "string", "title" : "Input expression"}, 
"script.mac" : {"type" : "file", "optional" : true, 

"title" : "Script to load before executing the command"}, 
"data.lsp" : ("type" : "file", "optional" : true, 

"title" "Lisp script to load after the script file but before the command"} 
), 
~outputs" : ( 

•result" : ("type" : "string", "title" :. "Result returned by the command"), 
"output.lsp" : {"type" : "file", 

"title" : "Output file (output.lsp) which was used by the command"} 
}, 
"implementation" : ( 

"type" : "java", 
~class" : "ru.isa.dcs.ssmir.JythonService", 
~config" : { · 

~pythonPackage" : "MaximaService", 
"pythonClass" : "MaximaService", 
"maximaPath" : "/opt/local/bin/maxima" 

All the above service description, except for the implementation field, is returned to the client 
in reply to the GET request. Moreover the same description is used by the EveREST container to build 
HTML forms which allow the use of the service through a plain web browser. 

In accordance with the description of the service, request to the service contains one 
mandatory parameter (command) and two optional (script.mac and data.lsp): 

command - a string with a single Maxima expression; 
script.mac - a file in the Maxima scripts file format; 
data.lsp- a file in the "raw" format (LISP expressions). 
Execution of a request is done the following way (ifwe imagine a Maxima console): 
1oad('script.mac'); /* If the script.mac is present*/ 
;1oad('data.lsp'); /* If the data.lsp is present*/ 
command; 
After the job completion, queries to its URI will begin to return the result in addition to the job 

status. The result, similarly to the input parameters, can be presented in various formats depending on 
the container implementation and on the value of the Accept header of the client's request. Let's list the 
output parameters contained in the response. All of them are mandatory: 

result - a string containing the console output generated by the "command" expression. It is 
designed to transmit small amounts of data such as diagnostic messages. 
output.lsp - a file in "raw" LISP format that could be empty. This file can be written to from 
Maxima during the job execution. This file is designed to transmit data (perhaps large amount) 
between the steps of an algorithm. 
Let's describe the contents of the implementation field of the service definition. It's responsible 

for the container-specific details: 
type - the type of the service implementation in EveREST. In this case, a Java class. 
class - the name of the class providing the service implementation. In our case, the name of 
the Jython adapter class. 
config - an object containing the configuration parameters for the service. The pythonPackage 
and pythonClass options are Jython adapter specific and indicate the package and the class 
name of the implementation of the service, respectively. The maximaPath option is the only 
Maxima service parameter. It specifies the path to the Maxima executable. 
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5. Conclusion 

The service enables running Maxima commands remotely using a RESTful HTTP-based APL 
The API is compatible with the WfMS and its Web UI which enables visual programming of complex 
computation scenarios with the use of the service and other facilities of the MathCloud.org 
environment. The API is asynchronous giving an opportunity to execute long running tasks without 
continuous interaction with the client software. The service manages a queue of requests which are 
dispatched in parallel by a pool of spare Maxima processes. It yields effective use of Maxima in 
multiprocessor systems (e.g. in a multi-core system). 

The service was involved in computational experiments on error-free inversion of ill
conditioned matrices. During the experiments with high dimension matrices it appeared that Maxima 
executing under SBCL (Steel Bank Common Lisp) performs much better than under GCL (GNU 
Common Lisp). The service currently supports three Common Lisp implementations (SBCL, GCL, 
CUSP) and can be easily updated to support more ifneeded. 
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The paper presents a set of tools which simplify development of grid-enabled applications and 
provision of these applications as services in service-oriented scientific environments. 

1. Introduction 

The emerging service-oriented scientific environments [l] provide a context for sharing and 
reuse of computing applications across scientific communities. In order to achieve desired 
performance and scalability these applications often leverage distributed computing resources. Grid
enabled application is an application that runs on grid resources. It is often not written from scratch but 
ported to grid. The development of grid-enabled applications is accompanied by several challenges 
such as low-level grid access mechanisms, lack of interoperability between grids, application porting, 
implementation of distributed coordination, load balancing and fault recovery. Providing such 
application to users as a service also represents a significant challenge because existing grid 
middleware don't provide adequate tools for building service-oriented scientific environments. 

The paper presents a set of tools which overcome aforementioned problems by simplifying 
development of grid-enabled applications and provision of these applications as services. These tools 
can be divided into three layers described below. 

The "Infrastructure Interfaces" layer contains high-level APis and programming libraries for 
accessing heterogeneous distributed computing resources such as clusters, grid infrastructures, desktop 
grids and cloud computing services. These tools hide from the application developer the complexity of 
the underlying middleware and infrastructure. Section 2 presents jLite library which is an example of 
such tool providing simple API for accessing resources of EGEE/EGI, the largest production grid 
infrastructure. jLite supports complete grid job management lifecycle. It is cross-platform and doesn't 
require installation of gLite User Interface. 

The "Application Frameworks" layer contains ready-to-use implementations of common 
patterns of distributed computing (coordination, load balancing, fault recovery, etc.). Such frameworks 
provide high-level programming models which simplify application development by allowing 
developer to concentrate on implementation of problem-specific parts of application. Section 3 
presents MaWo framework which implements common parts of master-worker pattern such as worker 
allocation, communication with master, task scheduling, data transfer, failure recovery, etc. MaWo 
supports declarative application description and includes easy-to-use tools for running applications 
across heterogeneous computing resources including local workstations, clusters and grids. 

The "Service-Oriented Toolkits" layer contains tools for development, deployment, discovery 
and composition of computing services. The role of this layer is to transform existing applications into 
services by using standard protocols and description formats. The industrial standard-de-facto, SOAP
based Web services suffer from complexity and performance issues. Section 4 presents a simpler 
alternative for describing and accessing scientific services based on the REST architectural style. The 
proposed approach is being implemented in the context ofMathCloud, a service-oriented environment 

1 The work is supported by the RFBR (grant 08-07-00430-a) and RAS Presidium (Prog. Ill). 
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for mathematical research. The implemented service container supports rapid deployment of 
command-line and grid applications as services. The Web-based workflow editor and runtime 
environment enable composition of services into new applications. 

2. jLite 

jLite [2, 3] is a Java library providing simple API for accessing gLite based grid infrastructure, 
such as EGEE/EGI. The API provides functionality similar to gLite User Interface commands and can 
be used for development of grid-enabled Java applications, cross-platform tools, grid portals and 
services. 

jLite is intended for Java developers who struggle with gLite middleware and want to reduce 
time and effort needed to build a grid application. Existing Java APis for gLite expose low-level grid 
service operations and are scattered among several packages with complex external dependencies. 
Available API usage examples often imply the presence of gLite User Interface (UI) environment 
installed on Scientific Linux. The use of APis in the absence of gLite UI requires non-trivial 
configuration. This complicates the use of these APis for development of cross-platform grid 
applications. 

jLite is addressing these problems by providing a high-level Java API with functionality 
similar to gLite shell commands. Current implementation supports complete gLite job management 
lifecycle including VOMS proxy creation and delegation, transfer of job input files, job submission, 
job status monitoring and download of job output files. It supports normal, collection and parametric 
job types. The API hides complexity of underlying middleware and its configuration. jLite is easy to 
install because it includes all external dependencies and does not require installation of gLite UL The 
library is pure Java and can be used on any Java-capable platform including Windows. 

By providing an easy-to- use and portable API jLite simplifies development of cross-platform 
grid applications on top of the EGEE grid infrastructure. In contrast to Simple API for Grid 
Applications (SAGA) [4], which is an effort to define standard middleware-independent APis, jLite 
focuses on one middleware platform and one programming language. jLite also includes a command
line interface which can be used as a simple cross-platform alternative to gLite UI on Windows and 
other operating systems. This complements efforts to port gLite UI on platforms different from 
Scientific Linux and enables grid users to submit jobs directly from their desktop machines. 

jLite code [3] is available under Apache License 2.0. The library was used to build several 
grid-enabled applications and systems, e.g. [5] and MaWo framework presented below. 

3.MaWo 

Grid is an ideal platform for Bag-of-Tasks (BoT) applications composed of many (possibly 
thousands ot) independent tasks, e.g. parameter study, Monte-Carlo simulations and image processing. 
The run time of such applications in a grid strongly depends on strategies used for scheduling of tasks, 
fault recovery and data management. A well-known "master-worker" pattern proved to be efficient for 
heterogeneous, dynamically available distributed resources. It can also improve a run time of 
application in a grid by bypassing central grid scheduler. 

In order to reduce time and effort needed to port a BoT application to grid a generic master
worker framework called MaWo [6, 7] was developed. The framework implements generic parts of 
master-worker pattern such as worker allocation, communication with master, task scheduling, data 
transfer, failure recovery, etc. (Fig. 1) MaWo provides a programming interface for implementation of 
problem-specific parts of application. The framework also supports declarative description of BoT 
applications with support for arbitrary executable files which enables quick porting of applications 
without using MaWo APL 
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Fig. 1: MaWo architecture 

Ma Wo master is started on a user desktop or a server outside the grid. It is responsible for task 
scheduling and collection of results. The master runs a built-in FTP sever which is used for application 
data transfer between master and workers with support for large data files. It also provides a Web 
interface for monitoring the status of running application. 

Since many users have access to several computing resources and infrastructures MaWo 
supports simultaneous use of various types of resources by means of pluggable adapters. Current 
implementation includes adapters for allocation of workers on local machine, cluster and EGEE grid 
infrastructure. Each adapter provides a command for starting desired number of worker processes. The 
EGEE adapter utilizes jLite library (see Section 2) in order to achieve portability. 

In contrast to existing master-worker frameworks for EGEE, such as DIANE [8], MaWo 
requires less effort to develop or port applications because it doesn't require installation of gLite User 
Interface and supports simple declarative description of an application in addition to programming 
interface. The applicability of the framework was demonstrated by successfully running several large
scale applications in EGEE including ray tracing, atomic cluster conformation problem and parameter 
study for geophysical models. 

4. MathCloud 

The concept of Service-Oriented Science [l] introduced by Ian Foster in 2005 refers to 
scientific research enabled by distributed networks of interoperating services. The service-oriented 
architecture defines standard interfaces and protocols for provision of applications as remotely 
accessible services. This opens up new opportunities for science by enabling wide-scale sharing, 
publication and reuse of scientific applications, as well as automation of scientific tasks and 
composition of applications into new services. We argue that existing grid middleware, though 
providing a mature software infrastructure for federation of computing resources, is too complex and 
don't provide adequate tools for building service-oriented scientific environments. 

Therefore we propose a novel software infrastructure for enabling service-oriented science 
aimed on radical simplification of service development, deployment and use. In contrast to modem 
grid middleware based on Web Services specifications the proposed infrastructure embraces a more 
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lightweight approach by using the Representational State Transfer (REST) architectural style [9], Web 
technologies and Web 2.0 application models. 

According to the proposed approach each service represents a RESTful web service with a 
unified API enabling service introspection, job submission and retrieval of job results. A service has 
predefined sets of input and output parameters which are passed during job submission and returned as 
a job result respectively. A client can retrieve the description of service parameters as a JSON Schema 
and then submit a job by sending a JSON document with input parameters. The RESTful API supports 
asynchronous job processing and passing large data files as links. 

The proposed approach is being implemented in the context ofMathCloud [10, 11], a service
oriented environment for mathematical research. 

The core component of proposed software infrastructure is a service container which 
implements the RESTful API and provides a hosting environment for services. The service container 
simplifies service development and deployment by providing ready-to-use adaptors for command-line, 
Java and grid applications. For example, in order to expose a command-line application as a new 
service a user has only to provide a declarative description mapping service parameters to command 
line options and files. The similar approach is used for grid applications, with the exception of the user 
has also to provide a job description file. In addition to RESTful API each service deployed in the 
service container has a browser-accessible Web interface. A secured access to services is supported by 
using OpenID accounts or X.509 certificates for user authentication. 

The service composition is a crucial aspect of service-oriented systems enabling various 
application scenarios. Therefore we implemented a workflow management system with a Web-based 
graphical user interface (Fig. 2). The user interface is inspired by Yahoo! Pipes and provides easy-to
use tools for building workflows by connecting services with each other. The created workflow can be 
published as a new service thus contributing back to the environment. 

-

Fig. 2: Graphical workflow editor for MathCloud environment 
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5. Conclusion and Future Work 

The paper presented a set of tools which simplify development of grid-enabled applications, 
starting with porting an application to a grid and ending with publishing the application as a service. 
The future work will focus on further development of presented tools, as well as integration of these 
tools with each other. 
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LHC DATABASES ON THE GRID: ACHIEVEMENTS AND 
OPEN ISSUES1 

A. V. V aniachine 

Argonne National Laboratory, 9700 S Cass Ave, Argonne, IL, 60439, USA 

To extract physics results from the recorded data, the LHC experiments are using Grid 
computing infrastructure. The event data processing on the Grid requires scalable access to non
event data ( detector conditions, calibrations, etc.) stored in relational databases. The database
resident data are critical for the event data reconstruction processing steps and often required for 
physics analysis. 

This paper reviews LHC experience with database technologies for the Grid computing. 
List of topics includes: database integration with Grid computing models of the LHC experiments; 
choice of database technologies; examples of database interfaces; distributed database applications 
(data complexity, update frequency, data volumes and access patterns); scalability of database 
access in the Grid computing environment of the LHC experiments. The review describes areas in 
which substantial progress was made and remaining open issues. 

1. Introduction 

In 2010 four experiments at the Large Hadron Collider (LHC) started taking valuable data in 
the new record energy regime. In preparations for data taking, the LHC experiments developed 
comprehensive distributed computing infrastructures, which include numerous databases. This paper 
reviews LHC experience with database technologies for the Grid computing, including areas in which 
substantial progress was made. I was responsible for Database Deployment and Operations (formerly 
called Distributed Database Services) in the ATLAS experiment since 2004. As a result, this review is 
biased towards my personal views and experience. Beyond ATLAS, I started compiling information 
on databases in LHC experiments for my earlier invited talks on the subject [1, 2]. 

As an example of what relational databases are used for in each LHC experiments, I briefly 
describe ATLAS database applications. In ATLAS, there are more than fifty database applications that 
reside on the central ("oflline") Oracle server. By February 2010 ATLAS accumulated more than 8 
TB of data, which are dominated by 4 TB of slow control data. Most of these database applications are 
"central" by their nature, like the ATLAS Authorship Database used to generate author lists for 
publications. The central databases are traditional applications developed according to standard Oracle 
best practices with the help of our OCP database administrators. Because these database applications 
are designed by traditional means, I will not cover LHC experience with these central applications in 
this review, since I cannot claim that LHC advanced the existing knowledge base in these traditional 
areas. 

In contrast to the central database applications that are accessed by people or by limited 
number of computers and do not have to be distributed, a subset of LHC database applications must be 
distributed worldwide (for scalability) since they are accessed by numerous computers (Worker 
Nodes) on the Grid. 

2. Database Applications and Computing Models ofLHC Experiments 

The LHC experiments are facing an unprecedented multi-petabyte data processing task. To 
address that challenge LHC computing models adopted Grid computing technologies. These 
computing models of LHC experiments determined the need for distributed database access on the 
Grid. The LHC Computing models are well represented at this conference in several talks and reviews 

1 Invited talk presented at the IV International Conference on "Distributed computing and Grid-technologies in 
science and education" (Grid2010), JINR, Dubna, Russia, 28 June - 3 July, 2010. 
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[3, 4). In essence, the LHC computing models are mostly focused on the problem of managing the 
petabyte-scale event data that are kept in a file-based data store, with files catalogued in various 
databases. These event store databases are an integral part of the LHC computing models. A brief 
description of a growing LHC experience with the event store database as it approach petasacles is 
provided in the last section. 

In addition to the file-based event data, LHC data processing and analysis require access to 
large amounts of the non-event data (detector conditions, calibrations, etc.) stored in relational 
databases. In contrast to the file-based LHC event store databases, the database-resident data flow is 
not detailed in the "big picture" of LHC computing models. However, in this particular area the LHC 
experiments made a substantial progress compared with other scientific disciplines that use Grids. 
That is why I will focus on the LHC experience with distributed database applications introduced in 
the next section. 

3. Distributed Database Applications Overview 

In ATLAS there are only few database applications that have to be distributed: Trigger DB, 
Geometry DB, Conditions DB and Tag DB. ATLAS developed the Trigger DB for central ("online") 
operations. A small subset of the whole database is distributed on the Grid in SQ Lite files for use in 
Monte Carlo simulations. To manage the detector description constants ("primary numbers") ATLAS 
developed the Geometry DB with contributions from LHC Computing Grid (LCG). It is the first 
ATLAS database application that was deployed worldwide. It is distributed on the Grid in SQLite 
replica files. The Conditions DB was developed by LCG with ATLAS contributions. The LCG 
technology for Conditions DB is called COOL. The Conditions DB is a most challenging database 
application. It is a hybrid application that includes data in RDBMS and in files. Conditions data are 
distributed worldwide via Oracle Streams and via files. The ATLAS Tag DB stores event-level 
metadata for physics (and detector commissioning). It was developed by LCG with ATLAS 
contributions. It is distributed worldwide in files and also 4 TB are hosted at select Oracle servers. The 
Tag DB is expected to collect 40 TB of data per nominal LHC year of operations. Given the limited 
data taken to date, we have not yet gathered much experience in largesscale Tag DB access. 

Another LHC experiment that adopted common LCG technology for Conditions DB-COOL 
(Conditions database Of Objects for LHC}-is LHCb. In COOL database application architecture the 
Interval-of-Validity (IOV) metadata and a data payload, with an optional version tag, usually 
characterize the conditions data. Similar Conditions database architecture was developed by the CMS 
experi'!lent (Fig. 1). The CMS co~ditions _database_ stores time-varying data (calibration and 
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alignment) together with their sequences versions IOV. IOV sequences are identified by tags, which 
are organized as trees. A tag tree can be traversed from any node (global tag). · 

As in ATLAS, the ALICE Conditions DB is also hybrid, comprised of data stored in the 
Offline Conditions Database (OCDB) a set of entries in the AliEn file catalogue pointing to files 
stored in the Grid. Together with the conditions data, the reference data are also stored in an analogous 
database. 

4. Distributed Database Applications Details 

This section describes database applications requirements, data complexity, update frequency, 
data volumes, usage, etc. Generally, these factors dictate the choice of database technologies: 
relational or hybrid (chosen in ATLAS and ALICE experiments for Conditions DB implementation). 

4.1. ATLAS Geometry DB 

Due to differences in requirements and implementation, ATLAS Geometry DB is separated 
from the Conditions DB to keep static information, such as nominal geometry. Only the time
dependent alignment corrections to Geometry are stored in the Conditions DB. Such separation of 
concerns resulted in a moderate data complexity of the Geometry DB. A recent statistics (February, 
2010) counted 434 data structures described in 872 tables in one schema. The total number ofrows 
was 555,162, resulting in an SQLite replica volume of33 MB. The update frequency of the Geometry 
DB is "static" i.e. upon request, when the geometry corrections or updates become necessary. The 
database is accessed via a low-level common LCG database access interface called Common Object
Relational Access Layer (CORAL). 

A typical data reconstruction job makes about 3K queries to the Geometry database. The 
master Geometry DB resides in the "offline" Oracle, where it is not used for production access. For 
example, for the Tier-0 operations an SQLite snapshot replica is made nightly. The Geometry DB is 
replicated on the Grid via SQLite files. During 2009 twenty-nine SQLite snapshots were distributed on 
the Grid, in 2008 it was eighteen. 

4.2. ATLAS Conditions DB 

Driven by the complexity of the subdetectors requirements, ATLAS Conditions DB 
technology is hybrid: it has both database-resident information and external data in separate files, 
which are referenced by the database-resident data. These external files in a common LHC format are 
called POOL. ATLAS database-resident information exists in its entirety in Oracle but can be 
distributed in smaller "slices" of data using SQ Lite. Since Oracle was chosen as a database technology 
for the "online" DB, ATLAS benefits of uniform Oracle technology deployment down to the Tier- I 
centers. Adoption of Oracle avoids translating from one technology to another and leverages Oracle 
support from CERN IT and WLCG 3 D Services [ 6]. 

Historically, ATLAS separated conditions database instances for Monte Carlo simulations and 
for the real data. The two instances still remain separate to prevent accidental overwrite of the 
Conditions DB for real data. Both Conditions DB instances are accessed via common LCG interface 
COOL/CORAL. This approach is similar to the CMS Conditions DB partitioning by usage (see 
below). 

The complexity of the ATLAS Conditions DB data for simulations is high. According to a 
representative snapshot of February, 2010 the instance has 2,893 tables in four schemas. The total 
number of rows is 842,079 and the data volume of the SQLite replica is 376 MB. There are 
additionally 247 MB of data in 1049 POOL/ROOT files grouped in 25 datasets. The update frequency 
is "static," i.e. the database is updated upon request typically in preparation for major Monte Carlo 
simulations campaigns. All conditions data for Monte Carlo simulations is replicated on the Grid vial 
files (the full snapshot in SQLite plus the external POOL/ROOT files and their catalogs.). 

The ATLAS Conditions DB for real data has a very high complexity. In February 2010, the 
database had 7,954 tables in 29 active schemas out of 45 schemas total. The schema count is 
determined by the number of ATLAS detector subsystems: 15 subsystems each having two schemas 
("online" and "offline") plus one inactive combined schema (to be decommissioned). The total 
number of rows is 761,845,364 and the Oracle data volume is 0.5 TB. There are additionally 0.2 TB in 
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POOIJROOT files grouped in 48 datasets. The Conditions DB for real data is updated continuously. 
Because of the large volume, use of the full database replica on the Grid is not practical. Only the 
required "slices" of the ATLAS Conditions DB data are distributed on the Grid. To process a 2 GB 
file with lK raw events a typical reconstruction job makes about 1 lK queries to read more than 70 
MB of database-resident data (with some jobs read tens of MB extra) plus about ten times more 
volume of data is read from the external POOL files. 

4.3. LHCb Conditions DB 

The LHCb reconstruction and analysis jobs are making direct connection via COOUCORAL 
libraries from the Worker Nodes on the Grid to the Oracle replicas at the Tier-1 sites. Jobs require a 
limited amount of data transfer (-40 MB) in the first few minutes. SQLite replicas are used in the 
special cases, such as Monte Carlo simulations. 

4.4. ALICE Conditions DB 

Figure 2 shows conditions data flow in Shuttle-a special service providing an interface 
between the protected online world and the external computing resources [5]. Since 2008 the ALICE 
Conditions DB accumulated more that 30 GB of data for about 183,000 files plus more than 8 GB of 
the reference data for more than 29,000 files. All collected conditions data are exported on the Grid, 
thus making them accessible for the reconstruction and analysis. 
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Fig. 2: ALICE Shuttle framework for Offline Conditions DB (OCDB) [5] 

4.5. CMS Conditions DB 

All relations in Conditions DB are purely logical and application specific. As in case of other 
LHC experiments, no RDBMS consistency enforced, which allows full flexibility in copying (deep 
and shallow) at all level of the structure. As in case of ATLAS, data consistency is enforced not by 
database design but through a set of policies, such as NO DELETE, NO UPDATE. In CMS, only the 
current IOV sequence can be extended. In contrast to ATLAS, the data payloads are implemented as 
POOUORA objects stored in the database internally. 

As in ATLAS, the CMS Conditions DB has been "partitioned" into schemas following 
development and deployment criteria, which keep separated areas of independent development: by 
sub-detectors, by software release. These are "partitioned" further by use-cases to keep separated 
independent workflows use cases. In case of Monte Carlo simulations, all relevant data are copied into 
a dedicated schema including even a single SQ Lite file. In case of re-processing at remote Tier-1 sites, 
a read-only snapshot of the whole Conditions DB is made for access through Frontier. Making the 
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replica copy read-only prevents accidental overwrites, since the master Conditions DB is continuously 
updated for use in prompt data processing: reconstruction, calibration, and analysis at Tier-0. The 
database is managed through application-specific tools described in the next section. A CMS data 
reconstruction job reads about 60 MB of data. 

5. Database Integration 

This section provides examples of custom database interfaces and tools on top of 
CORAL/COOL and describes integration of databases with software frameworks and into an overall 
data acquisition, data processing and analysis chains of the experiments. 

Figure 3 presents an example of a database tool in the CMS PopCon (Populator of Condition 
objects). Fully integrated in the overall CMS framework, PopCon is an application package intended 
to transfer, store, and retrieve condition data in the "offiine" databases. PopCon also assigns metadata 
information: tag and IOV. 

Support for on-demand data access - a key feature of the common Gaudi/Athena framework 
- emphasizes the importance of database interfaces for LHCb and ATLAS experiments. On-demand 
data access architecture makes Oracle use straightforward. In contrast, the delivery of the required 
Conditions DB data in files is challenging, but can be implemented for a well-organized workflow, 
such as reprocessing. In the on-demand data access environment having a redundant infrastructure for 
database access turns out to be advantageous. The redundancy is achieved through common LHC 
interfaces for persistent data access, which assure independence on available technologies (Oracle, 
SQLite, Frontier ... ). No changes in the application code are needed to switch between various 
database technologies (Fig. 4). In ATLAS, each major use case is functionally covered by more than 
one of the available technologies, so that we can achieve a redundant and robust database access 
system. 
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Fig. 3: CMS database tool PopCon is used in all three CMS Oracle databases 
for the conditions data 

In addition, various tools can be built on top of the interfaces. For example, since the large 
volume of ATLAS Conditions DB prevents use of the full database replica on the Grid, an advanced 
"db-on-demand" tool was developed to produce "slices" of the required conditions data for the Grid 
jobs [7]. 
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6. Scalability of Database Access on the Grid 

Scalability of database access in the distributed computing environment is a challenging area 
in which a substantial progresse was made by the LHC experiments. 

6.1. ATLAS Database Release Technology 

In a non-Grid environment, in case of ATLAS, two solutions assure scalability of access to 
Conditions DB database: a highly replicated AFS volume for the Conditions POOL files and the 
throttling of job submission at Tier-0 batch system. None of Tier-0 solutions for scalable database 
access is available on the Grid. As a result, ATLAS experience with database access on the Grid 
provided many useful "lessons learned." 

In 2004, we found that the chaotic nature of Grid computing increases fluctuations in database 
load: daily fluctuations in the load are fourteen times higher than purely statistical [8]. To avoid 
bottlenecks in production, the database servers capacities should be adequate for a peak demand [6]. In 
2005, to overcome scalability limitations in database access on the Grid, ATLAS introduced the 
Database Release concept [9]. Conceptulally similar to the software release packaging for distribution 
on the Grid, the Database Release integrates all necessary data in a single tar file: 

• the Geometry DB snapshot as an SQLite file, 
• a full snapshot of Conditions DB data for Monte Carlo in the SQ Lite file, 
• plus corresponding Conditions DB POOL files and their POOL File Catalogue. 
Years of experience resulted in continuous improvements in the Database Release approach, 

which now provides solid foundation for ATLAS Monte Carlo simulation in production [10]. In 2007 
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the Database Release approach was proposed as a backup for database access in reprocessing at Tier- I 
sites (Fig. 5). 

Fig. 5: ATLAS Database Release technology hides the complexity of Conditions DB access (Fig. 4) 

In addition to Database Releases, ATLAS Conditions DB data are delivered to all ten Tier-I 
sites via continuous updates using Oracle Streams technology [I 1]. To assure scalable database access 
during reprocessing ATLAS conducted Oracle stress-testing at the Tier- I sites. As a result of stress
tests we realized that the original model, where reprocessing jobs would run only at Tier- I sites and 
access directly their Oracle servers, would cause unnecessary restrictions to the reprocessing 
throughput and most likely overload all Oracle servers [12]. 

Thus, the DB Release approach, developed as a backup, was selected as a baseline. The following 
strategic decisions for database access in reprocessing were made: 

• read most of database-resident data from SQ Lite, 
• optimize SQ Lite access and reduce volume of SQ Lite replicas, 
• maintain access to Oracle (to assure a working backup technology, when required). 

As a result of these decisions ATLAS DB Release technology fully satisfies the Computing Model 
requirements of data reprocessing and Monte Carlo production: it is fast (less than IO s per job), robust 
(failure rate less than I 0-6 per job) and scalable: (served ~ 1B queries in one of reprocessing 
campaigns). The read-only Database Release dataset guarantees reproducibility and prevents access to 
unnecessary data (similar to CMS partitioning by usage). 

6.2. CMS Frontier/Squid Technology 

Frontier/Squid is a data caching system providing advantages for distributed computing. To 
achieve scalability, the system deploys multiple layers of hardware and software between a database 
server and a client: the Frontier Java servlet running within a Tomcat servlet container and the 
Squid-a single-threaded http proxy/caching server (Fig. 6) [13]. Depending on a fraction of the 
shared data required by the jobs, the time needed to retrieve conditions data at the beginning of a job is 
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reduced by factors of 3 to 100, depending on the distance between the site running the job and the 
remote site providing the Oracle conditions database. 

To reduce a chaotic load on the Oracle databases at the Tier-I sites caused by the the analysis jobs, 
ATLAS adopted the CMS Frontier/Squid technology, which have been shown to drastically reduce 
this load. This greatly improves the robustness of the conditions data distribution system. Having 
multiple Frontier servers has provided redundancy. For that, ATLAS has implemented Frontier servers 
at most of the Tier-I sites and Squid servers at all Tier-0/1/2. Work is underway to provide Squid 
servers at most ATLAS Tier-3 sites. 
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Fig. 6: CMS Frontier/Squid deployment architecture 

7. Scalability of the LHC Event Store Database 
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Due to a hardware errors data corruption is inevitable in a large-scale data store. A recent 
CERN Tier-0 study found end-to-end byte error rates of as high as one error per 3 x 107 bytes [14]. 
The low-level TCP/IP checksum is weak and can fail to detect errors in packets. Thus, it is possible 
for a packet to be corrupted in transmission. In a petascale event store, this is guaranteed to happen 
occasionally. Also, data corruption happens before LHC data gets to TCP/IP, e.g. due to software or a 
memory error. In case of a compressed file, a single bit-flip often results in a corruption of the whole 
file2

• Similarly, in case of the ATLAS event store, we must discard a whole dataset with thousands of 
files if the single file is corrupted. However, at a certain data corruption rate this approach is not 
scalable, since a very large dataset will waste a lot of attempts during production. To assure event 
store scalability, LHC experiments introduced redundant higher-levels checksums to detect these types 
of errors. In ATLAS, every event store file is checked immediately after it was produced. The check 
verifies that the POOL/ROOT zlib compressed data buffers have correct checksums. If the file is 

2 To avoid that, some special data recovery techniques should be deployed. 
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unreadable, the job marked as failed and re-executed. This is a critical benefit provided by file 
compression, since the size reduction is only ~5%. 

LHC experience shows that we must introduce considerable redundancy in order to detect and 
recover from data corruption errors, since these errors are costly to fix. The next redundant check is 
done at the end of each Grid job, when the checksum is calculated for each file produced at the 
Worker Node. This checksum is compared with the checksum calculated for the file transferred to the 
Storage Element by the LHC data transfer tools. In case of the checksum mismatch, the job is marked 
as failed and re-executed. Sites, that did not implement this check, produce silent data corruption, 
where the mismatch is discovered at a later stage. This is not scalable, since, correcting silent data 
corruption in a distributed petascale event store is very costly. To assure scalability, the data 
corruption must be detected at the spot. 

Leaming from the initial operational experience, LHC experiments realized that the end-to
end data integrity strategies need to be developed for petascale data store. In a petascale event store, 
every layer of services should not assume that the underlying layer never provide corrupted or 
inconsistent data. As a result of these improvements, in ATLAS Grid operations only about fifty cases 
of corrupted files were detected in 20 I 0, while the ATLAS event store reached 40 PB of data in 0.14 x 
I 09 files. This is a critical improvement over the raw data corruption rates of one bad file in 1500 files 
observed in a local environment without redundant checks [14]. 

8. Summary 

LHC experiments developed and deployed distributed database infrastructure ready for the 
LHC long run In ATLAS each major use case is functionally covered by more than one of the 
available technologies to assure a redundant and robust database access. In CMS a novel http data 
caching system-Frontier/Squid-assures scalability of Conditions DB access on the Grid. The 
Frontier/Squid technologies are adopted by ATLAS as a part of end-to-end solution for Conditions DB 
access in user analysis. These technologies for distributed database access represent the area where the 
LHC experiments made a substantial progress, compared with other scientific disciplines that use 
Grids. Remaining open issues provide roadmap for future R&D in the area of scalable tools for data
intensive scientific discovery. 
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This work presents a brief analysis of possible problems in cloud- based knowledge 
transfer. The transition to Cloud computing provides for a higher level of cooperation, interaction 
and possibilities for knowledge and expertise transfer for the research organizations, universities 
and business as a whole. The advantages and disadvantages of cloud computing in knowledge 
transfer are described, followed by a short discussion of major identified problems. The results can 
be used for the development of software tools and information systems for intelligent knowledge 
transfer in the corresponding research areas of interest. 

1. Introduction 

The efficient implementation of the European strategy for economics support, based on 
knowledge, demands the integration of modem infonnation and communications technologies in the 
knowledge transfer process. 

The infonnation and communication technologies for knowledge transfer (acquisition, 
processing, storage and publishing) represent important components of the infonnation systems for the 
support of educational technologies and decision support systems in the area of management. The 
software tools for the knowledge transfer support belong to that class. These technologies integrate 
into a unified infonnation system all the intelligent infonnational resources of the experts and all 
intelligent software tools for the user activity support. The users are students, lecturers, trainers, 
managers of educational and management systems. The combinations of such software and 
information resources define the tenn intelligent systems for knowledge transfer. These systems 
include knowledge models in this area too. 

The rapid development of the infonnational tools for supporting the user activity in these 
processes provides for the "elimination" of the expert's knowledge from himself i.e. each user can use 
knowledge without the presence of an expert. Nevertheless the computer-based tools for examining 
the knowledge assimilation are not developed fast enough. The limited intelligent options of the 
information systems for the provision of the interactivity between experts and users do not overcome 
the restrictions of the standard interfaces of the operating systems and integrated dialogue 
environments. 

The scientists, working on the problems concerning the development of models, software tools 
and infonnation systems for intelligent knowledge transfer, which include also automated learning 
systems, intelligent learning systems, decision support systems, consider that models for data access 
by cognitive methods must be developed. This point of view is based on the need for modeling the 
behaviors and the intelligent activities of the experts and users in order to develop efficient tools for 
communication, monitoring and control the knowledge transfer process [1, 2]. 

Thus the research, targeted at the development of models, software tools and infonnation 
systems for intelligent transfer of knowledge complies with the contemporary scientific and practical 
progress of the mathematical and software provision of the modem infonnation systems. 

The development of models, software tools and infonnation systems worldwide is 
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accompanied with a significant workload in combination with increase in their complexity. Most 
software tools are characterized with features, depending on the corresponding knowledge domain. 

It is necessary to point that the Cloud computing describes a new delivery model for IT 
services based on the Internet and involves the provision of dynamically scalable and virtualized 
resources as a service over the Internet. Cloud computing providers deliver common business 
applications online which are accessed from another web service or software like a web browser, 
while the software and data are stored on servers [3, 8]. 

The transition to Cloud computing provides for a higher level of cooperation, interaction and 
possibilities for knowledge and expertise transfer for the research organizations, universities and 
business as a whole. 

The aim of this work is to analyze possible problems of Cloud computing utilization in 
information exchange and on that basis to propose principles for intelligent knowledge transfer in 
areas such as education and business. The results can be used for the development of software tools 
and information systems for intelligent knowledge transfer in the corresponding areas of interest. 

2. Knowledge transfer information systems 

In recent years the Service-Oriented Architecture (SOA), Software as a Service (SaaS), 
Internet networks and Internet portals, decision support systems, information systems for knowledge 
transfer, etc. develop and interact with each other. These activities are transforming in anew modem 
form of existing the information technologies, known as Web 2.0. 

The Web 2.0 concept defines the methods and means for the penetration of the corresponding 
technologies and tools in business and education for facilitating the mutual activities among 
employees, partners and users in the establishment of common information networks in a given sphere 
and for transferring information and knowledge for competitiveness improvement. 

Major factors, defining the integration of the technologies into a new business model, could be 
summarized as follows [4, 6]: 

• Growing attention to new ways for improving the operational efficiency in research, 
educational and business organizations; 

• Global continuous accelerated growth of data access and participation in common and 
multifunctional technologies that brings to the accumulation of new information and 
knowledge; 

• Developments concerning the newest technologies and choice of communication tools, 
utilization and operation; 

• Continuous process for business optimization, leading to transformations and outsourcing. 
This leads to integration of computer and information systems that support business 
operations and their continuous expansion in the organization' limits through SOA; 

• The Service-Oriented Architecture is transforming into a light-weight, pragmatic and Web
oriented technology; 

• Security will remain a major concern since Web 2.0 applications expose each organization to 
risks; 

• The unstructured information from biogs and wikis will grow rapidly and will lead to an 
increased need for solutions for accumulation, integration, extraction and publication of 
information and knowledge; 

• The information and communications technologies will need a financial support for the of 
next-generation infrastructure for the development of Saas, SOA, mashups, etc. 

• The emergence of powerful user platforms, based on Rich Internet Applications (RIA). 

The knowledge transfer problem is completely new not only towards the information 
technologies, but as well as towards the organizational and informational infrastructure of the modem 
companies and research institutes. The Web 2.0 concept and early developments mark their initial 
stage back in 2007. The leading software companies nowadays are USA-based, such as IBM, Oracle, 
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Microsoft, SAP, etc. Unfortunately Europe traditionally lags behind in the development and utilization 
of the latest scientific and practical achievements in the infonnation and communication technologies 
in comparison with the USA. 

3. Cloud computing 

The Cloud computing describes a new supplement, consumption and delivery model for IT 
services based on the Internet, and it typically involves the provision of dynamically scalable and often 
virtualized resources as a service over the Internet. It is a byproduct and consequence of the ease-of
access to remote computing sites provided by the Internet. 

The tenn "cloud" is used as a metaphor for the Internet to depict the Internet in computer 
network diagrams as an abstraction of the underlying infrastructure it represents. Typical cloud 
computing providers deliver common business applications online which are accessed from another 
web service or software like a web browser, while the software and data are stored on servers [5]. 

Gartner, the most influential ITC consultancy agency in the world, gives the Cloud computing a 
second place according to the possibilities it provides the business with regarding infonnation support, 
especially in the conditions of global economic and financial crisis. The technology is absolutely new 
and it is in the process of standardization. It is expected the financial support for its implementation in 
business to exceed tens of billions dollars till 2012, and its ROI to overpass them multifold [6]. 

The Cloud computing services and possibilities will gradually transfer into a model, which 
many companies and organizations in the sphere of education and training, healthcare, manufacturing, 
scientific research, etc. will use as means for efficiency and competitiveness provision. 

The direct advantages of Cloud computing introduction in knowledge transfer can be 
summarized as follows [4, 7]: 

• Lower implementation costs; 
• Lower capital cost; 
• Enhanced market offerings; 
• The technology offers the addition of new modules without the need to invest in new 

hardware or software; 
• Additional services - secured environment, data replication elimination, faster transfer of 

data, infonnation and knowledge, elimination of experts. 
The transition to Cloud computing services provides for a higher level for mutual activities 

and many possibilities for knowledge transfer and expertise for the universities, scientific research 
units and business as a whole. All parties in the knowledge transfer process can work and 
communicate from any place by using applications in the cloud. Although the users do not need to use 
any special devices to access cloud services, units such as notebooks, netbooks, PDAs, smartphones, 
etc. will represent an adequate technical possibility for applying the corresponding cloud services. 

The Cloud model provides· for enhanced possibilities for conducting scientific research. 
Nowadays using Cloud computing, lecturers and researchers will be able to scale their applications 
and tasks to comply with their corresponding needs. 

Despite the fact there is a limited set of Cloud services, the research organizations, educational 
and training institutions, universities and business will turn to the utilization of such Cloud services 
such as e-mail, mutual operation, operational efficiency increase, implemented in a secured 
environment. The users will be offered flexibility in the management of their own infonnation 
(documents, graphics, audio, video, etc.), access control to other traditional and Web based 
infonnation resources, governed by the idea for intelligent knowledge transfer [8]. 

4. Possible problems in cloud-based knowledge transfer 

It is necessary to point that the Cloud computing model have certain disadvantages 
nevertheless the fact that the Cloud computing offers a cost-effective solution to provide services, data 
storage and computing power to an increasing number of Internet users without financial investments 
in physical machines that need to be maintained and upgraded on-site. Unlike traditional software 

253 



packages that can be installed on a local computer, backed up, and are available as long as the 
operating system supports them, cloud-based applications are services offered by companies and 
service providers in real time [9]. 

The main problems of Cloud computing utilization for intelligent knowledge transfer can be 
identified as lack of reliability and availability, privacy and security, loss of control over operations 
and data [10, 12]. 

The increasing new technology developments in cloud and virtualisation environment create ; 
definite security threats. Cloud computing and virtualization, while offering significant benefits and ' 
cost-savings, move servers outside the traditional security perimeter and expand the zone for 
cybercriminals. They can either manipulate the connection to the cloud or attack the data centre and 
the cloud itself. As a consequence the user's data can be revealed. 

The introductions of e-mail, and the explosion of social media, their growth and adoption rates 
have been slowed by initial fears over security concerns and the loss of control over data and 
operations. Certainly, privacy and security questions will need to be addressed as institutional data and 
applications move into a cloud environment [11]. 

If given organizations try to cut their ICT expenditure, they tum to external providers to host 
applications on their behalf. These cloud computing services are entrusted to third parties. At the same 
time the organizations that are increasing their dependence on other organizations for the provision of 
their IT services, have become a constant target of new cyber attacks [10, 17]. 

Privacy - Privacy settings for user accounts are established by the individual service. It is 
user's responsibility to ensure that his account content is locked down or made available the way he 
prefers. 

There are no guarantees that a certain service will continue. Applications in the cloud are 
provided by companies in order to profit: sometimes they are still in beta, sometimes they are from 
start-ups funded by venture capital which may run out, sometimes it's decided they are not viable. 
That means there are no guarantees used services will continue to exist. 

Lack of interoperability and transferability - Cloud computing does not promote aggregation of 
content as a number of separate services are likely to be used to host and store information and 
content. Additionally it does not facilitate the establishment of interoperable school administrative and 
learning systems. Individual cloud providers may have little or no interest in interoperability or 
transferability as it's in their interests to keep you tied to their service. 

Terms and conditions - Some cloud services reserve intellectual property (IP) rights over 
everything that is posted so may lead to lose IP in critical materials or to collections of materials. This 
may be in conflict with employment contracts, organizational policy, and have implications for 
intelligent knowledge transfer [8, 10]. 

Content issues - Many cloud services are supported by advertising, and/or they may have 
unsuitable content. It is important that the uncontrolled content is considered as part of the risk 
mitigation strategy. 

Intellectual property Restrictions - Some apps let you restrict access from certain IP addresses. 
This might work if you're prepared to forego the benefits of device independence, but to my mind this 
is one of the great advantages of working in the cloud [12]. 

Backups - Cloud-based knowledge transfer should not rely on the cloud for backups. Instead it 
must keep backup copies so that in the event of a sudden outage or service closure to be still able to 
access its content and give it to the researchers. 

Data leakage threat - The increasingly inter-connected educational environment and 
prevalence of externally provided services is reflected by a growing data leakage threat. That threat is 
driving an increased demand for assurance over third parties [13]. The standard ISO 27001 is 
becoming a common standard for compliance. Many cloud providers are being asked to demonstrate 
compliance with the standard. User postings to social networking sites pose a new data leakage risk. 
At the same time social networking is increasingly important to intelligent knowledge transfer. 
Research organizations must allow effective use of the Internet, but reduce inappropriate use. Use of 
software to block access to inappropriate websites is slightly up on two years ago. Web access logging 
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and monitoring is relatively static. However, more sophisticated use is being made of these tools than 
in the past. 

Most researchers have a personal online identity already [14]. They have a personal email 
addresses, biogs, Facebook and Linkedln accounts, etc. If their social media accounts are allowed to 
connect to the research organization cloud-based apps and perform the authentication process, it could 
mean that a user would be able to access a certain application simply by logging into a Facebook or 
Linkedln account. A breach in the application's security would then only come at the expense of a 
breach in the security of a user's personal account. This way the responsibility for maintaining security 
would be would be shared. As soon as one researcher in an research organization has revealed his 
account details the entire system is compromised and all the organization's information is open to 
whoever gets hold of the password and there is no real way of know if or when this has happened. 

Perpetuity - Services may allow you to delete the account but may retain all your content 
forever, and continue to use it in whatever way they wish. This will often be specified in the terms and 
conditions of service. This means control of your digital identity may be in the hands of others [15,17]. 

Denial of service - It may happen sometimes that services decide that a certain user have 
, infringed their terms and conditions of service. Usually the services will suspend his account 

immediately and it will be the user to convince them to allow him to access his account. With 
international cloud services with hundreds of millions of users, it can be challenging to get them to 
respond in a timely manner [13, 17]. 

The easiest way to conduct fraud online is through stealing a valid user name and password. 
Key logging, phishing, social engineering and network sniffing present a risk or possible impact to 
Cloud computing applications. According to Jason Hart [15], a former ethical hacker, provides the 
following six steps for improving cloud security, citing: "Cloud computing security risks can be easily 
mitigated by implementing already existing solutions and so it is vital that businesses review their 
security policies immediately if they are to continue to protect their data and assets." 

Teach all users safe internet skills. It is essential all users are aware of what the dangers are [16]: 
• Perform a detailed vulnerability assessment - and review security policies immediately to ensure 

that they are adequately protected; 
• Ensure anti-virus protection is current and kept up to date on all devices; 
• Use a firewall to protect every point in the organization; 
• Use VPN or SSLNPN technology for secure connections and encryption for all information on 

portable devices; 
• Deploy strong authentication for remote users, requiring a strong password, PIN and separate 

token. 
Lower device and computing power costs means research organizations will get more for their 

infrastructure, but this is likely to be offset by increased costs in wireless capability, connectivity, 
support and infrastructure. If the software applications and data are all online then an 'always 
connected' capability will be essential for researchers, as will ubiquitous wireless connections. While 
cloud computing can solve some organizational IT needs, some services will be better left on local 
machines and/or running from local servers for performance and privacy reasons. 

Integration with existing in-house applications can be difficult as many cloud services are 
standalone and are provided default. For seamless administrative services and the ability to move and 
mashup your own data, cloud computing may not be the best solution. Mission critical services with 
high privacy needs - such as finance and human resources may also be best kept in-house. In 
summary, a shift to Cloud computing may mean a greater variety of internet-ready devices being used, 
applications accessed from the web rather than running from local machines or servers, data stored in 
the cloud, and enterprise applications managed and hosted by third party service suppliers. 

5. Conclusions 

The cloud-based knowledge transfer model is a relatively new idea in terms of adoption. Many 
applications such as word processing, spreadsheets, presentations, databases and more can all be 
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accessed from a web browser, while the software and files are housed in the cloud. Research 
organizations can take advantage of cloud applications to provide researchers with free or low-cost 
alternatives to expensive, proprietary productivity tools. Before full adoption, research organizations 
must consider key issues, which may include lack of reliability and availability, privacy and security, 
loss of control over operations and data and other problems. It is expected the cloud-based knowledge 
transfer to undergo many changes regarding miscellaneous issues, risks, best practices and standards. 
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Error-free inversion of an ill-conditioned matrix is a well known challenging task in computer 
science. However it can be easily accomplished using symbolic computation techniques available 
in computer algebra systems. Unfortunately, symbolic computations are time and memory 
consuming. To address this issue matrix inversion distributed algorithm have been implemented on 
the base of MathCloud RESTful framework and Maxima (GNU Computer Algebra System) 
RESTful service. The scenario is based on block decomposition of input matrix and Schur 
complement. The approach is demonstrated by inversion of Hilbert matrices with exponential 
growing of condition number w.r.t. matrix's size, up to 500x500. Besides, it was shown that 
MathCloud framework including workflow editor can be used for rapid prototyping and 
implementation of distributed algorithms. 

1. Introduction 

Symbolic computations in distributed computing environment have attracted more and more 
attention for the last decade [I]. In particular, it enables to perform error-free computation for complex 
computing science problem e.g. solving ill-conditioned systems of linear equations. This problem is 
also crucial for parallel computing systems based on "traditional" arbitrary precision float arithmetic 
[2]. In the previous report [3] on the same subject we presented results of experiments with CAS 
Maxima (a well-known GNU Computer Algebra System, maxima.sourceforge.net) services 
implemented by Smimov S.A. via object-oriented Ice middleware, www.zeroc.com. (The service is 
available at http://code.google.com/p/remote-maxima). That approach implies that researcher is skilled 
enough to implement "scenario-specific" workflow manager application himself, e.g. in Java. This 
feature reduces possible usage of that implementation ofCAS Maxima service. 

Now we present a workflow scenario of distributed, and partially parallel, error-free inversion 
of ill-conditioned matrices in MathCloud framework, [ 4], [5], www.mathcloud.org, based on Web 2.0 
paradigm (HTTP, JavaScript Object Notation for data representation, Reach Web Application as user 
interface). The scenario is based on block decomposition of input matrix and Schur complement. The 
approach has been announced in [3] and also includes parallel multiplication of intermediate 
rectangular matrices by their block decomposition. Another CAS Maxima RESTful service, [6], has 
been developed and deployed on multi-core desktops. One more goal of the work was to verify 
usability of Math Cloud workflow design and management system for asynchronous and unpredictable 
in advance computing flow. 

2. Block decomposition and Schur complement as reasons for parallelism 

For the distributed scenario we use well-known in the theory of matrices [7] and computer 
science [8] inversion approach based on «block representation» and the so-called Schur formula ( or 

I Partially supported by the RFBR grant 08-07-00430-a and "SKIF-Grid" project. 
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Schur complement). Let Mbe a square NxN matrix represented as four sub-matrices: A - an upper left, 
square block, NAxNA; B - a lower right, square block, N8 xN8 , where N8 =N-NA; U - an upper right, 
rectangular block, NAxN8 ; V - a lower left, rectangular block, N8 x(N-N,J. Then, see expressions (1), 

we can define a square, (N-N,Jx(N-N,J, matrix Sd~fB - V · A-1 
• U, called Schur complement of the 

block A of matrix M. Well-known statement (see [7]): if M 1 exists, than (possibly after some cells 
permutations) A"1 and S-1 exist, and M 1 may be subdivided into four sub-matrices of the same sizes (as 
A, U, V, B) as it is shown below 

M= 3M-1 ⇒ 3A-1 3s-1 M-1 = --------+---- . (1) [*
u] [A-1 +A-1 -u-s-1 -v-A-1 1-A-1 -u-s-1

] 

v B ' ' ' -s-1 
• v -A-1 s~1 

This representation of M 1 enables speed up of its computing on the base of concurrent 
(parallel) inversions and multiplications of their sub-matrices ( of less size than original M). Brief (not 
all data flows are shown) block-scheme of appropriate scenario is presented in Fig. 1. All arrows 
correspond to data flow between blocks. There two kinds of arrows. Solid one means that appropriate 
input data must be delivered to begin the next step, e.g. multiplication (A"1 U)S-1 may be performed 
only after product (A"1 U) and inverse S-1 become ready. Dashed arrows mean that any of inputs 
enables to begin next step, e.g. any of products VA"1 or A"1U enables to calculate VA"1U=(VA"1)U= 
V(A"1 U). Those steps that may be performed in parallel are marked out by ovals. 

~ 
,,., ~~-lu ~···· ..... ........................... 

= v(A-10) ll(vA-
1 

A- 1u] 

A-1 

VA·1 II A-1U 

VA·1 U 

B-VA-1 U 

s-• 

=> -O((N93) 

=> -O((N/2)3) 

=>~O((N93) 

=>-O((Nli)2) 

=> ~O((N/2)3) 

S•l(V A-1) II (A-lU)S-1 => ~O((N93) 
-- :.J,flf,,,,,,,,,., 

.... ·····•• ....... 

jK1us·1vk1 =(A-1us·1)(vA·1
) II (A-1u)(s·1vA·1)i A-1us-1vA-1 => -O((N/2)3) 

J 
IA-1 + A- 1us·1v A·1 j A-1+A-1us-1vA-1 => -0( (NI 2)2) 

Fig. 1: Possible parallelism and workload evaluation (for fixed bit length float arithmetic) 

Let us present a rough evaluation of potential acceleration if the above scenario is running in 
parallel computing environment. Suppose that we can use in parallel two computing unit 
implementing fixed length float arithmetic operations, and these units are supplied with standard 
numerical linear algebra algorithms (including square matrix inversion via Gaussian elimination 
algorithm and rectangular matrices multiplication). Then we can evaluate possible speed up of matrix 
inversion in distributed scenario in comparison with "standalone" one. Remember well-known facts in 
computer science: nxn matrix inversion via Gaussian elimination requires O(n3

) operations; 
multiplication of two nxn matrices costs also O(n3

) operation ( disregarding asymptotically faster 
Strassen [8] or Coppersmith-Winograd [9] algorithms). Let N be an even number and NA = NI 2 , 
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then brief evaluation gives (costs of each steps are at the left side of the Fig.I) that distributed 

inversion "costs" i,N3 +.!.•N2 arithmetic operations against N3 of "standalone" NxN matrix 
4 2 

inversion. Thus, we have about 3/4 less duration. Unfortunately, all these evaluations are hardly 
applicable for symbolic computing, because the cost of symbolic arithmetic operation depends on 
number of digits in operands' rational representation. Further only experimental timing will be 
presented. 

The scheme at Fig. I is recursive, because it may be applied for inversion of intermediate 
matrices A and S etc. Moreover, the scenario includes rectangular matrices multiplications which is 
well suited for paralleling. By now we use only the last trick. Namely, let's consider two rectangular 
matrices X. MxxC, and Y, CxNr, subdivided respectively into couples of horizontal (X1, Mx

1
xC, X2, 

(M:,-Mx)xC) and vertical (Y1, CxNrr Y2, Cx(Nr -Nr)) blocks. Then, see (2), the product 

X• Y, M xx Ny consists four blocks of appropriate sizes which may be calculated independently in 

parallel. 

3. Hilbert matrices inversion as test case 

Hilbert NxN matrix is defined as HN = {hm,n}::;n=I where 

hm,n = (m + n-lf1
• The matrix may be considered as upper-left squire segment of 

an infinite set of Gram coefficients of the monomial basis in Hilbert space L2[0,1], 
I 

because hmn = Jtm-l ·tn-ldt. These matrices are well-known class of ill-
o 

N 

10 
50 
70 
100 
150 

(2) 

cond(HN) 

1.6-1013 

1.5-1074 

5.5-10104 

4.1·10150 

1.2,1()227 

conditioned ones with exponential growth of their condition number w.r.t. their size, 

cond(HN) = IIHNll ·ll<HN r1II- o( (2.5)
4n / ✓n) (exact values are in the left table). Thus, inversion 

of Hilbert matrices by standard linear algebra algorithms ( e.g. Gaussian elimination for LU
decomposition, H=L.U, with subsequent solving of matrix equation L.U.X=E, where Eis identity 
matrix) becomes impossible for even rather small Nat computing unit operating with fixed bits length 
float numbers. It is not so for symbolic computation operating with exact rational numbers x = p I q 
represented by pairs of natural numbers {numerator, denominator} {p,q}. 

On the other hand, ill-conditioned property means 
that the length of symbolic representation of inverse 
matrices' rational coefficients becomes very large, and 
elapsed times of arithmetic operations become very long. At 
the left table you can see timing of Hilbert matrices inversion 
by standard Maxima subroutine "invert_by_lu" (solving of 
L,U.X=E matrix equation after LU-decomposition). At the 
second column we present durations of computing to verify 

CPU Intel Xeon E541 0 2.33GHz lx8 cores I 
lnvert_by_lu(H), 1 core, Checking, 

N elapsed Ume. min H.lnvH == E?, min 
100 0.3 0.1 
200 3.4 1.0 
300 15 4 
400 45 12 
500 109 27 

that we really get true inverse matrix. Both operations are rather time consuming for rather large N. It 
is significant that Maxima system may be built "upon" various Lisp interpreter (we used Steel Bank 
Common Lisp, www.sbcl.org), but all of available Lisp-systems are single threaded even on multicore 
processors. It is the reason to use distributed computing techniques to speed-up. It will be shown 
below that "parallel" implementation of algorithm presented above in section 2 enables to reduce 
computing time more than twice. As to sizes of symbolic representation of exact(!) inverse (HNf it is 
about 34 Mb for N=300 (in textual Lisp format) and about 140 Mb for N=500. 
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4. Computing scenario in MathCloud environment 

MathCloud framework [5] has three main features: 1) unified remote access to existing 
applications or to shell scripts via light weight RESTful (HTTP, JSON) services; 2) Web-based editor 
for fast development of rather complex computing scenario, which in their turn may be included in 
other scenarios as a "composed" service; 3) workflow management system enabling execution 
multiple long-running scenarios. Each RESTful service involved in scenario is represented below (see 
Fig. 2-5) as rectangular block where top circled "ports" correspond to input parameters and bottom -
output ones. A number of data types are supported, but string and file are enough for "inversion 
scenario". Data flow are represented by "wires" connecting output and input ports. Note that data-files 
are sent to recipient-services as URLs and recipient loads these files directly from sender-service 
independently ofworkflow management system running on the "third" host. 

Two kinds of services have been used for inversion scenario: simple "cat" service 
concatenating two input files into one output; "maxima" service providing access to an instance of 
Maxima application to perform computations. Maxima service [6] (Fig. 2) has three input parameters: 
1) a "command" (as string) in Maxima script language that should be invoked by Maxima instance; 2) 
a file with data (in Lisp format) to be used during the command execution; 3) a file with auxiliary (to 
simplify the "command") Maxima script (e.g. script-functions definitions) required for a given 
computing scenario. There are two output parameters: 1) a data-file with results of command 
execution written in Lisp format by standard Maxima script "save" function; 2) a string result of 
Maxima command. 

lnv(X) := invert_by_lu(X); 
computeiAO := block( IA:lnv(A), 

save(outputFilePath, IA)); 

~ J 

.,l 

com putelS() := block( 
VxlAxU: If (member('VxlA, values)) then VxlA.U else V.IAxU, 
S.: B-VxlAxU, IS: lnv{S), save(_outputFllePath, IS) ); 

Fig. 2: Examples of "elementary" blocks of inversion scenario in Math Cloud workflow and 
corresponding Maxima script functions 
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Block coloring: 
Green- passed, 
G rcy - skipped, 
Light blue - running 
Dark blue - to do 

a ,n.u•m.a a 

Fig. 3: Main inversion scenario in running mode (all input/output blocks are hidden) 

In the Fig.3 you can see (running) implementation of "theoretic" scenario (Fig. 1) in 
MathCloud workflow editor (all input parameters i.e. commands and files are hidden of). Detailed 
view of top elementary block (A-1 computing) with corresponding Maxima-scripts is presented at the 
left of Fig. 2 (result is uploaded by "save" command a~ Lisp "IA" variable). At the right you can see 
the same concerning "central" block (S-1 computing). Note that here we demonstrate non-trivial 
behavior of scenario (two input wires to one "file" port), when presence of any of products VA-1 and 
A-1 U in input file enables to compute Schur complement S. During execution the first coming data is 
used and the another possible workflow remains inactive (see gray skipped "cat" blocks in the Fig. 3). 

The "main" scenario presented in the Fig. 3 has four "matrices multiplication" blocks ( marked 
out by ovals) which may be run in parallel. Moreover, see explanations before formula (2). Each of 
those multiplications may be parallelized. Possible parallel scenario of matrices multiplication is 
presented in the Fig. 4. Here four Maxima applications run in parallel. This composed scenario has 
been used in main scenario just as another service ("VVV _MM_by2x2"). Thus, the number of 
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Fig. 4: Workflow scenario of two matrix multiplications by two-block decomposition (2) 

In the table in the Fig.5 we compare elapsed time of HN inversion by "standalone" Maxima 
process (2nd column) with duration ofMathCloud workflow (Fig. 3) execution (3d column). Elapsed 
time in the 3d column includes all MathCloud "overheads" (start/stop REST-services, data file 
exchange). In these experiments all Maxima services run at the same 8 core host, and MathCloud 
workflow management system run at another host. 

-~ - ....... _. ------· --- . ··- - ._._ .... _ ..... -- --------
lnven_bf _lu(H), 1 core, MathCloud, 

N efaosed time, min min -
100 0.3 1.0 28% 
200 3.4 2.5 134% 
300 15 7.11 191% 
400 45 20.4 218% 
500 109 44.5 244% 

Fig.5: Performance ofHN inversion in MathCloud framework 

262 



Conclusions 
1. Distributed computing scenario for error-free symbolic inversion of ill-conditioned matrices 

has been implemented in MathCloud framework and tested on Hilbert matrices. 

2. Performance of the proposed approach becomes good enough for really hard computing tasks 
(e.g. for inversion of Hilbert, NxN, matrices, with N more than 300) when computations 
exceeds overheads ofMathCloud workflow management system and data exchange. 

3. Usability of MathCloud workflow editor and management system including creation of 
complex ( composed) scenarios have been verified. 
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New methods of teaching with the use of advanced technologies, in particular, intelligent 
Knowledge-Based Systems (KBS), take root into educational process of the higher school. 
Knowledge-Based Systems of educational assigning, such as Intelligent Learning Environments (ILE) 
and Intelligent Tutoring Systems (ITS), increase efficiency of the labour of the teachers and quality of 
preparation of the students. Today Distributed Teaching Systems (DTS) are actively creating and use 
too. Further development of DTS is the integration of distributed information processing and methods 
of an artificial intelligence with the purpose of development of distributed intelligent systems of 
educational assigning, such as Multi-agent Knowledge Banks (MKB) [I]. 

Example of Intelligent Learning Environments is the Static Knowledge Banks (SKB) [2], 
which form the answers to the inquiries of the users by means of execution of specialized procedures 
of searching and logic processing of knowledge. In the SKB of knowledge of static data domains, 
modeled in bases, are represented with the help of special frames-prototypes. Frames-prototypes 
describe objects and their states, operations and events, and also the processes (understood ordered 
combinations of events and/or of other processes) realizable with the purpose of the solution of those 
or other problems. The SKB build the answers to the inquiries of the users about values of the various 
characteristics of objects and events, about the comparison and analysis of events, detection of 
communications between events, and also inquiries about synthesis of the plans of operations for the 
solution of those or other problems, that is about formation of ordered combinations of events ensuring 
these solutions. 

Development of the concept of Static Knowledge Banks is concept of Multi-agent Knowledge 
Banks, which not only execute functions of Intelligent Learning Environments, but also represent 
itself as Intelligent Tutoring Systems. MKB actuates general and special knowledge of data domain 
about learning process and model of trainee, associating knowledge with the reactive and cognitive 
program agents [3], which realize procedures of processing of these knowledge. Multi-agent Learning 
System also gives the answers to the inquiries of the users and create the rational strategy of training, 
improving pursuant to accumulation of the data. In opposition to the Static Knowledge Banks, the 
success of which bodily depends on motivation of the pupils and their self-discipline, MKB check the 
students' operations with the use of a dynamical feed-back for an adaptive response on operations of 
the pupils, and also with postponed feed-back for a periodic evaluation of their knowledge. 

For formation of the answers on the inquiries of the users about values of the various 
characteristics of objects and events, about a comparison and analysis of events, detection of 
communications between events, and also inquiries about formation of ordered combinations of events 
ensuring solution of those or other problems, in MKB, instead of one problem solver the multilevel 
grid of the program agents is used. The program agents realize the reasoning using knowledge of data 
domains, modeled in their bases, which, as well as in Static Knowledge Banks, can be representation 
as the frames-prototypes. 

The cognitive agents of Multi-agent Knowledge Bank build the answers to the inquiries of the 
users in an outcome of the specification of properties of essences ( events and their subjects), calculus 
causal, temporary and other relations on the set of essences, and also in an outcome of planning of 
problem solving. Thus, a calculus of the relations and synthesis of the plan of operations for the 
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solution of some problems execute not only due to fulfilment of production, reduction or 
transformation rules, but also in an outcome of interaction of agents of Multi-agent Knowledge Bank. 
The multilevel architecture of MKB proposes to use both horizontal and vertical connections between 
the agents. At it there are levels responsible for a cooperative behavior, local planning, formation of 
intentions, perception and fulfilment of operations, reactive behavior and training of the agent. Each 
agent functions pursuant to the cooperative obligations, which are assigned to the agent by other 
agents of MKB. 

One of the basic advantages of MKB is the weak connectivity dictated by the approach 
because of the contracts. The contracts represent the specifications of the requirements to interfaces 
submitted and required by the agent, which realize the protocol of interaction. Partition of the program 
on the agents, whose interactions are controlled, is corrected by the specified contracts, facilitates 
identification of natural parallelism, which exists in a context of data domain, and facilitates 
understanding, how it is necessary to conduct decomposition of activities, which can be executed 
simultaneously. The development of knowledge banks on the basis of the agents gives the developer a 
capability to concentrate on correct modelling of problems solvable by the agents, instead of rushing 
to control parallelism in the program explicitly. 

Using for formation of the answers to the inquiries of the users several program agents 
simultaneously, not only increases performance of a system at the expense of parallelism, but also 
expands capabilities of knowledge bank on granting to the users of the generalized information. The 
agents, distributed in units of the local or global computer network, are capable to submit or to 
recommend learning materials appropriate to outcomes of generalization of preferences, behavior and 
representations of certain groups of the users of the system. The protocols used in Multi-agent 
Knowledge Bank, should actuate a capability of a realization of mobile processes, the communications 
between which can be interrupted, and they are restored. 

The realization of the mobile program agents allows a system to redistribute dynamically a 
computing load, depending on a condition of a network. If the computing on one of units has become 
not effective, the program agent can suspend the activity, to move on the less loaded computer and to 
continue activity on it. The mobile agent can sequentially visit computing units, interesting for it, or 
clone a set of the derived agents, which will be executed in parallel. Thus, the mobile agents should 
support "strong" mobility model, at which together with a segment of a code, also move the descriptor 
of process. This model allows the working process to execute from that place, on which this.process 
was suspended before transferring on another computer. 

At presence in computing units of the special software, called as an agent's platform, the 
mobile agents can work on different hardware under the control of various operation systems. Agent's 
platform answers for the life support of the agents and represents a middleware, which is between the 
agents and operation system. The main functions of an agent's platform consist in control of the 
agents, maintenance of message passing between the agents, in searching of the agents and data about 
them inside a system, support the ontology. Agent's platform allows to transmit, to receive, to register 
the agents, provides safety of a unit and stability, that is ability of the agents to restore the condition 
after abort. 

Important difference of Multi-agent Knowledge Bank is neural-logical model which underlies 
MKB and integrates logical (based on knowledge) and connective (neural networks) approaches in an 
artificial intelligence. In the neural-logical model of MKB a gears of logic reasoning, models of 

. artificial neural networks and methods of information processing based on fuzzy logic are integrated. 
Fuzzy logic is used both in the gear of nonmonotonic reasoning of the cognitive agents, and in a 
structure of artificial neural networks of the reactive agents. Due to this, the agents of MKB are 
capable to decide poorly formalizable problems in open, dynamic problem areas, in which data and 
knowledge circumscribing essences and the communications, as a rule, are incomplete, contradictory, 
inexact and indefinite. 

The reactive agents are capable to extract knowledge from acting samples, interpreting them 
as learning samples, and also to build and to realize the fuzzy queries to a knowledge base. The 

' cognitive agents have not full knowledge of the environment and have only partial representation 
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about a problem. They execute inexact, presumable reasoning, which is subject to change at obtaining 
by the agent of the additional information incompatible to obtained earlier inferences (beliefs 
revision), and also at change of model of the world in an outcome of updating of beliefs of the agents 
(beliefs update). The cognitive agents use special gears permitting them to operate by indistinct 
concepts and to realize fuzzy forward-chaining reasoning or fuzzy backward-chaining reasoning. At a 
forward-chaining fuzzy reasoning the facts of a knowledge base of the cognitive agents will be ' 
transformed to particular values of membership functions of condition of fuzzy productions and find 
values of membership functions of conclusion on everyone from fuzzy rules. The process of i 
backward-chaining fuzzy reasoning consists of a substitution of separate values of membership 
functions of inferences and finding of membership functions of conditions, which are received as next 
subgoal, and further can be used as a membership function of new inferences. 

The Multi-agent Knowledge Banks' creation is a challenge, which requires experience of 
designing, conceptual realization and engineering solutions in such areas as representation and 
processing of knowledge, network communications, artificial neural networks and fuzzy logic. 
Designing and realization of the Multi-agent Knowledge Banks considerably become simpler at the 
use of special tools for support of process of creation of copies and assembly of the learning agents, 
for automatic generation of partial or full realizations on the basis of the specifications. Specialized 
libraries and the tools of development of multi-agent systems of educational assigning, similar 
problem-oriented AgentITS (MSUIECS) environment, support processes of designing and realization 
of the learning agents with a specific behavior. 

For the description of the program systems the theory of the agents offers such a high level 
concepts as a role of the agents, knowledge, beliefs, desires of the agents, plans, goals, protocols of 
dialogue and negotiating. The increase of a level of abstraction facilitates the software engineering, 
thus, it limits a scope of abstraction and volume of the control of details of a realization, which entrust 
to the developers. The agents, as the specific abstraction, contain more knowledge of data domain, in 
comparison with general and, therefore, less knowledge is required from the developer for the solution 
of a problem. However, more knowledge concentrated in abstraction narrows down area of 
application. The high level abstraction, to be used multiply, should suppose adaptation through some 
internal gears of variability or through external adapters. In creation of Multi-agent Knowledge Banks 
with the use of environment AgentlTS at a realization of abstraction of the agent the user has a 
capability to configure visual representation of the solution, and then to generate a source code, create 
direct instances of classes and adjust them in appropriate way. 

The system AgentITS includes instrumental environment of development of Multi-agent 
Knowledge Banks and the agent's platform which ensure creation of network connections between the 
agents, searching of the necessary agents. This toolkit, consisting of the interactive masters and panels 
of properties is optimized for the creation of intelligent systems of educational assigning, which 
should execute adaptive training with the use of the personal learning agents. Personalization in 
teaching is reached at the expense of representation in MKB of the metaknowledge for realization of 
an individual selection and formation of educational materials. The direct access to educational 
materials is executed by the agents of resources of teaching. The process engineering of Multi-agent 
Knowledge Bank allows to move these agents to remote resources and to make the analysis of the 
received information in parallel on several computing units. The agents of monitoring of individual 
trajectory of teaching, agents of testing and control of a regularity of operations of learning, agents of 
a feed-back ofMKB with learners and teachers are projected and realized on the MKB development. 
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In this paper we propose design architecture of a generic framework for management and 
monitoring of diverse types of resources in large-scale distributed systems. The framework is 
mainly focused to meet the requirements of organizing vast datacenters with the purpose of Cloud 
servicing. Our motivation comes from improving disadvantages in existing Grid system 
approaches and meeting new requirements of Cloud systems. We define a framework that 
represents datacenter resources in a uniform way, allowing generic administration without 
knowledge of the underlying resource access protocol. The framework design allows the variety of 
managed resources to be conveniently extended by dynamic deployment of resource provider 
modules. For the purpose of extensibility, our system is "service-oriented" [1], but we passionately 
keep away from Web Services and WSRF [2] approaches vastly popular for building distributing 
systems. We consider them too heavy weight and overly complex, especially adapted to 
asynchronous communication and event support, which we consider of vital importance for high 
performance systems, ambitious to cover business competitive SLA for end user servicing. 
Instead, we build our services upon the so called OSGi platform [3], which provides high 
dynamics in modularity - loading and lifecycle of modules, lightweight service registry, and in the 
same time is a specification standard enabling interoperability. The resource framework is flexible 
enough to employ agent-based [19] [20] and remote (centric) resource provider modules, so that 
appropriate approaches could be integrated independently for the specific types of resources. We 
chose a Cluster-to-Cluster management distribution, that is - one management cluster per 
datacenter, aiming to achieve a best balance between scalability and performance efficiency in 
administration of intentionally built datacenters as Cloud systems are. 

Introduction - Related Work Overview 

A base functionality of distributed systems middleware is the organization of existing 
distributed resources into a consistent system, making them available for monitoring and management 
by applications and system operators. 
Grid Monitoring Architecture 

Global Grid Forum (GGF)[7], GMA-Working Group (GMA-WG)[9] defines the Grid 
Monitoring Architecture[8] as a general recommendation for grid monitoring system. It consists of 
three types of components (Fig. la): 

Consumer 

Query/ Response 
Subscribe /Notify 

Look up for producers 

~ 

Consumer 

Compound Consumer/Producer 

Fig. 1: a) Grid Monitoring Architecture; b) Compound Producer/Consumer 

1 This paper is supported by the Proj. 156/2010 of the Sofia University Research Fund 
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• Directory Service - lookup registry for available producers of monitoring data; 
• Producer - interacts with underlying resource and makes monitoring data available; 
• Consumer - receives resource monitoring data. 

GMA also defines Compound Producer/Consumers (Fig. 1 b) known as well as Republishers, 
who act as intermediary for building more complex grid-wide infrastructures. 

A grid monitoring taxonomy [13), based on the presence and complexity of involved GMA 
components classifies the monitoring systems into four levels: 

Level 0: self-contained systems with no Producer component involved. The Consumer gets 
monitoring data directly from the underlying resource via the resource specific protocol. 

Level I: Underlying resources are abstracted by Producer components, and Consumers obtain 
monitoring data via generic API provided by the Producers. 

Level 2: There are certain Republishers acting as intermediary between the 'first line' 
Consumers and Producers. A second level system is differentiated by a semantically equivalent first 
level system by the distribution of the functionality (that would otherwise be provided by a single 
Producer) among different hosts. 

Level 3: Hierarchy of Republishers take place here to enable highly flexible monitoring. 
Republishers are configurable and access other Republishers or Producers from the lower level, 
allowing their organization into a scalable arbitrarily structured hierarchy. 

Resource Abstractions 

Flexible Grid systems maintain the available resources behind an abstraction that unifies the 
representation of diverse types of resources having different characteristics. There are two basic 
approaches for modeling a resource - schema based and object based [10). In a schema based 
approach, a description language describes the data that a resource comprises. In an object model, the 
operations on the resources are defined as part of the resource model. Both approaches are further 
characterized as fixed or extensible, regarding the ability for resource descriptions to be extended. 

Web Services 

Web services are typically APis that are accessed via Hypertext Transfer Protocol and 
executed on a remote system hosting the requested services. There is often a machine-readable 
description of the operations offered by the service written in the Web Services Description Language 
(WSDL) [18). Web Services are the most popular way for implementing a Service Oriented 
Architecture (SOA) [1]. SOA-based architectures provide loosely coupled units of functionality 
(services) that can be used within multiple domains. 

The Global Grid Form defines Open Grid Service Architecture (OGSA) [4)[5)[6] for a 
service-oriented grid computing environment, based on the Web Services technology. The concept is 
further adopted by the Globus Alliance [15) [16), and Web Services model is extended to be suitable 
for representing resources in a distributed environment like Grid. This is not an easy task, since Web 
Services are stateless in principle, while resources in Grid definitely have states, and hence - they need 
stateful representation. This leads to specifying the so called Web Services Resource Framework 
(WSRF), which enables the modeling of stateful resources with Web Services [17). The WSRF 
comprises a whole suit of specifications - WS-Resource, WS-ResoureProperties, WS
ResourceLifetime, WS-ResourceGroup, WS-BaseFaults. Along with all newly introduced 
specifications, WSRF strongly relies on WS-Addressing and WS-Notification for asynchronous 
communication and event handling. 

Open Cloud Computing Infrastructure (OCCI) 

Recently GGF has formed an Open Cloud Computing Infrastructure Working Group (OCCI
WG) [21) with the purpose to specify common open architecture for Cloud systems, similarly to the 
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OGSI and OGSA for Grids. The specifications are still in progress and up to now there is no artifact 
really ready. But a notable fact is that OCCI-WG focuses only on the IAAS (Infrastructure as a 
Service) related Clouds, and specifies only a fixed schema for representing hardware/virtual machine 
resources. Concretely, the specification comprises exact modeling of compute, storage and network 
resources trying to achieve standardization and interoperability, but is quite limited regarding 
dynamics and meeting new requirements. 

Analysis and Motivation 
Disadvantages in existing approaches 

Although the usage of Web Services and WSRF for modeling ofresources is considered to be 
a state of the art (up to now-days) in terms of using the latest modem technology, we consider usage of 
Web Services too heavy weight and overly complex for employment in resource modeling. Adapting a 
stateless in nature Web Services (based on request-response model) to support stateful representations, 
asynchronous communication and event-driven notifications is done through overweighting the model 
with additional complex specifications. Adding to this the heavy weight protocol of SOAP and REST 
(basically used to implement remote access to Web Services) also overburdens the architecture and 
hits down the performance. 

Cloud system requirements 

Unlike the Grid systems, Clouds are characterized by some principle differences that imply 
new requirements to the resource management: 

• Single Ownership and Central Administration - while Grids encompass different VOs with 
respective resource domains sharing only part of their resources into the Grid, Cloud systems have 
single Cloud owner - usually one business company owning the datacenter(s) that requires total 
control over the existing resources; 

• Intentionally built datacenters - the volume of resources in Clouds is precisely known or at 
least estimatable. Resources are organized in an optimized environment, demanding adequate 
topology for management distribution, that provides best efficiency with regards to the Cloud physic 
specifics; 

• Tasks in Grid and Cloud - Clouds are serving users making them share common resources or 
services in isolation. In computational grids, tasks are large distributed calculations - DNA analysis, 
processing of large volume text databases [14], etc. where a user can occupy lots of (potentially all) 
existing resources, causing other users to wait for their availability. Task queuing functionality is not 
important for Cloud systems. Instead, Cloud tasks could be limited to management operations upon 
the resources - adding virtualizations, re-provisioning of new applications, reconfiguring applications 
to serve new tenant users and so on; 

• Predefined applications - although submitting a task in Grid is also related to provisioning of 
software (i.e. the client execution program), this software is not preliminary known to the Grid 
systems, while in Clouds the provisioned software is always well defined. Clouds are working with 
certain set ofVM images, applications, predefined services, well known configurations, etc. Working 
with well known applications gives us the advantage to describe them with metadata and administer 
software components more effectively. 
Motivation 

Disadvantages we have identified in existing approaches as well as different requirements 
imposed by Cloud servicing systems give us the motivation to design a new framework for 
administering of resources in Clouds. 

Intentionally built datacenters providing internally optimized environment motivate the 
building a Cluster-to-Cluster management topology, placing one management cluster in each 
datacenter. Each cluster's volume (in terms of number participating hosts) could be of arbitrary size 
calculated against the volume of handled resources in the datacenter. 
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The service oriented approach defined by OGSA and adopted by Globus, influences with its 
principles - distinct entities providing service to one another, but we will abandon the heavy weight 
usage of Web Services and will build our service components on the top the OSGi (Open Service 
Gateway Initiative) platform [3], chasing after higher dynamics and efficiency. We are also defining 
our own resource abstraction that is more suitable for meeting the Cloud systems use cases. Since 
tasks in Clouds are mainly operations upon the resources, we will define the resource abstraction in 
the object-based manner, describing not only schema for the resource states, but also the operations 
available on resources. 

Generic Resource Framework - Distributed Topology 

Our distributed topology, as well as the load balance scheme is described in details in our 
previous paper [22]. In short summary, we assume that that Clouds are typically built of one or more 
datacenters physically spread in strategic geographical locations over the world. We build a Cluster to 
Cluster topology - one Management Server (MS) cluster in each datacenter, handling directly the 
management of target resources. The cluster could be configured of arbitrary size (it terms of number 
of cluster hosts) with respect to the volume of datacenter resources. Our load balance algorithm 
distributes the load in the cluster so that every cluster host is responsible for even subset of resources. 
The algorithm ensures efficient failover when some hosts are not operable and provides abilities to use 
high performance non-replica caches, ensuring that calls for certain resources will go to the exact 
place where data is cached. We also define Remote Access Servers (RAS) that provide interface for 
remote accessing of resources in the Cloud by administrator UI consoles or web browsers. RAS 
Servers are capable to perform inter-datacenter connections and consolidate the information from all 
Management Server clusters. We argue that this distribution topology provides best balance between 
scalability and performance efficiency for the Cloud, benefiting from efficient dynamic load balance 
of the cluster, and two-level hierarchy branching defined between RAS and MS management roles. 
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Fig. 2: Generic Resource Framework Distributed Topology 

Generic Resource Framework - Resource Abstraction 

To unify the control and representation of diverse types of resources we define the so called 
Control Unit abstraction providing uniform interface to arbitrary resources regardless of the 
underlying access protocol. The principle of this abstraction is defining the state and the operations 
available on the resource. Resou·rce state is defined as a set of State Variables - each State Variable 
has name and value. The operations available over the resources we refer as Control Unit Actions. 
Actions consist of action name, input and output arguments. Resources that support dynamic 
creation/deletion upon request, may define specially treated Constructor and Destructor actions in their 
interface. The set of State Variable names and Actions form the Control Unit Interface, while the set 
of State Variable values form the Control Unit State. 

Each instance of Control Unit has a type and an ID associated with it. The type of the Control 
Unit identifies its interface. There may be many Control Unit instances with the same type, which 
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means that they have the same set of state variable and action names, but may have different states. In 
order for management applications to dynamically obtain information about the state variables and 
actions supported by the Control Units of a given type, we define a metadata structure that describes 
the Control Unit Interface. 

Control Units may be arranged hierarchically - every Control Unit instance may have one or 
more child Control Units and one or more parent Control Units. We consider such organization 
essential for representing more complex resources - devices, hardware and software systems, which 
may be decomposed to a hierarchy of sub-components, achieving arbitrary level of granularity. Both 
parent and child Control Units of given Control Unit may be of different types. As an example - we 
may have a running application instance modeled as Control Unit and dynamic set of tenant users that 
share this application in isolation - provided as sub Control Unit instances. User preference 
configurations could be sub Control Units of the tenant users and so forth. 

For the purpose of extensibility, it is a responsibility of child unit to "attach" itself under the 
appropriate parents in the tree. This means that the parent Control Units do not need to know its sub
control units, but the child control unit has to know its parent(s). In this way existing control unit type 
implementations do not need changes when new type appears in the hierarchy. 

In system wide scope, we can say that resource hierarchies are physically or logically hosted 
on some autonomous datacenter entity that we can call a Resource Host. A Resource Host could be 
for instance the datacenter computational node hosting different resource entities - native processes, 
user applications, application configurations, log files, etc. Resource Hosts could also be the network 
router devices if they are subject of remote monitoring and configuration. Hosts are not necessarily 
physical devices, but could also be completely logical units like user accounts or predefined 
maintenance procedures currently maintained in the datacenter. 

To follow the natural organization of resources and provide efficient management with 
accordance to their real-life relations, we define in a system wide scope two basically different kinds 
of Control Units - Host Control Units and Component Control Units. Host Control Units are the 
roots of a hierarchy of resources, while Component Control Units are said to belong to a certain 
Resource Host and potentially have other parent or sub Control Units in the hierarchy. This division is 
essential for the efficiency of our System since we imply specific treatment semantics to both kinds. 
Host Control Units are considered to be the connection end-points for management, for instance if the 
resource host is a remote device in the datacenter keeping physical connection to some Management 
Server node transmitting events and request-response queries, it is most likely the same connection to 
be used for most of the Components in the hierarchy underneath. In this sense our load balance 
algorithm (described in details in [22]) will be based on distributing only the Hosts Control Unit IDs, 
which means the whole hierarchy starting from the Host Control Unit is distributed at once and 
handled on the same Management Server cluster node. 

Generic Resource Framework - The OSGi Platform 

OSGi Framework. 

Lifecycle management 

Bundle 1 Bundle 2 

Semce Registry 

Fig. 3: OSGi Platform 

Bundle n 
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We build our Generic Resource 
Framework (fig.3) components upon 
the so called OSGi (Open Service 
Gateway initiative) framework [3], 
benefiting from its dynamic lifecycle 
nature of application modules ( called 
bundles) and the flexible cooperative 
model for resource sharing - the 
Service Registry. Key characteristics of 
the OSGi environment are: 

Class Loading - the OSGi 
Framework has a powerful and rigidly 
specified class-loading model. It is based 



on top of Java but adds modularization. In Java, there is normally a single classpath that contains all 
the classes and resources. OSGi adds private classes for a module as well as controlled linking 
between modules; 

• Application Life Cycle - OSGi defines bundles that can be dynamically installed, started, 
stopped, updated and uninstalled. This introduces dynamics that are normally not part of an 
application. The framework provides API for managing the modules (bundles) in runtime, which 
makes it a good fit for remote management and automations; 

• Service Registry - the Service Registry provides a cooperation model for bundles that takes the 
dynamics into account. Bundles can cooperate via traditional class sharing but class sharing is not very 
compatible with dynamically installing and uninstalling code. The service registry provides a 
comprehensive model to share objects between bundles, making the OSGi environment efficient 
lightweight basement for SOA. 
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Fig. 4b: System Architecture - Optional components on the Managed Datacenter Node 

In Fig. 4a, we define one OSGi Framework running on every Remote Access Servers (RAS) 
and Management Server (MS) cluster node. We define the System Layer components situated on the 
RAS and MS and providing remote communication internally. The System interacts with 
Administration Applications on one side and Control Unit Providers on the other. All modules -
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Admin Applications, System modules and Control Unit Providers are deployed as OSGi bundles on 
the respective OSGi Framework. Cooperation is done via the OSGi Service registry, where every layer 
implements the respective interface and provides it to the upper layer. Extending the variety of 
managed resources is done by implementing a dedicated provider for new arbitrary type of 
manageable resource. The new provider can be packed and installed as additional bundle. Providers 
installed on the Management Servers, we will refer as Backend Providers. 

Optionally, an OSGi Framework could be installed on some of the managed Datacenter Nodes 
(where applicable) to enable Agent-based Control Unit implementation of resources - Fig. 4b. Usage 
of agent-based Control Unit implementations introduces the benefits of less functional and 
performance limitations due to the federation of sensors placed closer to the underlying resources. 
Since agent-based model requires Java and OSGi running on the remote node, the agent-based OSGi 
approach will not always be applicable for employment in all situations. For instance a Cloud system 
providing IAAS (Infrastructure as a Service) usually works with resources on a lower level, for 
instance provisioning virtual Operating Systems on the managed nodes, hence there would be no place 
for Java on that node to handle the providing of resources (HW/OS level VMs). Devices like network 
routers and load balancers, if also administered globally would have no place for java and will be 
monitored on a lower level protocol with Backend Providers instead of Agent-based ones. All logical 
resources like user accounts and maintenance procedures should also be represented via Backend 
Providers. However, Cloud systems that provide PAAS (Platform as a Service) or SAAS (Software as 
a Service) would find it quite appropriate to install the OSGi Framework on their datacenter nodes and 
use an Agent-based approach for administering the applications serving users. 

Here is a description of the system architecture layers and participating components. 
Provider Layer 

This layer provides Control Unit compliant implementation of the resources. A Control Unit 
compliant resource can be any resource, which state is represented as a set of State Variables and its 
functionality is represented as a set of Actions. This representation is handled by the Control Unit 
Providers, which are the only ones that directly deal with the corresponding underlying resources and 
abstract them in uniform way, suitable for the Generic Resource Framework. There should be one 
Control Unit Provider corresponding to a Control Unit type. Responsibilities of the Control Unit 
providers are: to provide resource states upon request, to fire events to the System for all changes that 
have to be delivered to the administration listeners, to provide metadata descriptions for their Control 
Unit type, to create and destroy Control Units upon request if supported, and to interpret invocation of 
Control Unit Actions via the actual underlying resource specific mechanism. The System divides the 
Control Unit Providers into separate provider definitions - for Component and for Host Control Units, 
regarding the differences in the treatment of both kinds. In lots of the cases, Providers will need to 
keep persistent Control Unit State information. Resource information persistency is a major topic in 
the resource management, and will be subject of our future materials. 
Provider Interface 

The provider interface represents a respective Java interface that Providers should implement 
and register as service in the OSGi service registry on the MS cluster nodes. For the purpose of load 
handling and task parallelization, the interface is consisted of asynchronous methods to prevent 
bottlenecks and blocked threads during I/O operations potentially performed by providers. Once a 
Provider is registered, the System grants to it a Callback Interface where the Provider may fire 
resource events to the System. 
System Layer 

The System Layer is responsible to organize the resource management in a multi-host 
distributed environment. Its modules are spanned in the RAS and MS server roles, organizing the load 
distribution and inter-node communication of the resource management infrastructure. System Layer 
provides to the Administration Layer a common interface for accessing and controlling of all 
resources. The administration applications never access providers directly. Instead, the System acts as 
intermediary, abstracting away common task implementations - consolidating distributed information, 
resource filtering, event and subscriptions dispatching, load balance, etc., allowing developing of 
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providers and admin applications with minimal effort. 
Administration Layer 

The Administration Layer covers the Cloud applications and services, interested in 
management and monitoring of resources. They can list and search resources, retrieve their states, 
receive notifications for state changes they are interested in, and perform management of resources by 
invoking resource supported actions. 
Administration Interface 

Administration interface is Java interface implemented by the System and registered in the 
OSGi Service Registry of RAS role servers, where it can be accessed by modules of the 
Administration Layer. 
Control Unit Agents Handler 

System-implemented generic Backend Provider of Control Units exported on datacenter nodes 
running an OSGi framework. The module accepts connections from a system-implemented agent 
bundle - the Control Unit Agent, and both sides transmit control units' data "bringing" the Control 
Units from managed Datacenter Nodes to the Management Server hosts. The Control Unit Agents 
Handler module represents the Agent-based Control Units into Backend Control Units making them 
available to the Generic Resource Framework via the Control Unit Provider Interface on the MS. 
Control Unit Agent 

System-provided agent bundle, that enables the management of Datacenter Nodes running an 
OSGi Framework. Responsibility of the Control Unit Agent is to handle the agent-based Control Unit 
Providers registered in the local OSGi Framework, and to forward the Control Units data to the MSs. 
Agent Provider Interface 

Similarly to the Provider Interface on the MSs, the Agent Provider Interface is Java interface 
that should be implemented by Agent-based Control Unit Providers representing local resources as 
Control Units and should be registered as Service in the OSGi Framework on the Datacenter Node. 
Agent Provider Layer 

This layer provides Control Unit compliant implementation locally for the Datacenter Node 
resources. The implementation of local Control Units is naturally lighter, since implementations are 
not aware of multi-managed-nodes environment; method calls are not asynchronous (as on MS), etc. 
OSGi Resource Control Units ' 

A gracefully employed example of the dynamics introduced by OSGi and our Control Unit 
abstraction: as part of the System, we provide a Control Unit implementation of the OSGi Bundles. 
The Control Unit representation of OSGi Bundles automatically gets handled by the Control Unit 
Agent and all local bundles become available on the MS for global administration. That means we can 
dynamically install start stop and update bundles on the managed Datacenter Nodes, as these 
supported operations can be modeled via the Control Unit Abstraction. Since modules from the Agent 
Provider Layer are also deployed as bundles, once a new Control Unit implementation of resources is 
developed to extend the monitoring functionality, it could be massively deployed on millions of nodes 
via the bundle Control Units Actions. 

Generic Resource Framework - Events Handling 

If we keep to the GMA architecture [8] that defines consumers and producers of state change 
events, we can say that Admin Applications are the consumers in our System, and Control Unit 
Providers are the producers. The System also takes part here as an intermediary, and plays the role of 
republisher [13] or a compound consumer/producer [8], i.e. the System acts as consumer to the 
Control Unit Providers, and as producer to the Admin Applications. 

Generally we know two patterns for event notification triggering - Publish/Subscribe and 
Subscribe/Publish [4]. In the Publish/Subscribe pattern, publishers disseminate information to 
consumers without any prior knowledge about them. Subscribers specify which published messages 
are of interest to them. In the Subscribe/Publish pattern, messages are created in response to a 
subscription. The first approach is convenient for the publishers since they do not need to implement 
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event filtering, while the latter influences efficiency and system performance since event data is not · 
transmitted in case no one is interested in it. Again our System tries to find the balance employing the 
benefits of both approaches. We define that Admin Applications subscribe for events in the System, 
providing filters about the changes they want to receive notifications about. The System spans the 
subscriptions to all physical locations where System components are running - MS Hosts and Control 
Unit Agents, but does not forward the subscriptions to the Control Unit Providers. Instead, the Control 
Unit Providers publish all state changes into the System, and the System in turn decides whether 
notifications should be delivered processing the registered subscription filters. Providers that connect 
remote physical resources and want to handle subscriptions in order to enable/disable the publishing of · 
events in the 'first instance', may implement additional interface, where the System will supply the 
subscriptions for resources of the related type. 

Our event structures follow the general Control Unit Abstraction and do not need additional 
metadata. We simply have state change events containing changed State Variable values, or events for 
added and removed Control Units bearing the respective Control Unit Identification. 

Conclusions 
Achieved Goals 

We have defined a generic resource framework that is suitable for employment in resource 
management of Distributed Computing Environments. We define the distributed management 
infrastructure as set of Remote Access Servers (RAS) and Management Server (MS) clusters, making 
it suitable for Cloud systems leveraged on the top of intentionally built datacenters. The service 
oriented approach is based on OSGi, allowing lightweight and performant service architecture, while 
still providing higher dynamics and flexibility. The framework employs own resource abstraction 
optimized for usage in Cloud datacenters - object based modeling, component hierarchies, host and 
component Control Unit entities. 
GMA Classification Analysis 

As mentioned in the "Events Handling" chapter, we may say that our System implements the 
GMA architecture. If we have to classify our System to the taxonomy described in the related work 
overview, we can say our System can be determined as a Level 2 implementation of GMA. We have 
certain intermediaries, but we don't employ dynamic hierarchy of republishes to reach the Level 3 of 
arbitrary structured hierarchy. For our purpose of administering datacenters offering Cloud servicing, 
we have found this level of complexity most suitable and optimal in balancing between scalability and 
performance efficiency. Regarding the Directory Service defined by GMA as lookup registry for 
available Producers, we can say that unlike the majority of the existing systems where a database is 
used for implementing such Directory Service [I I] [12] [16], listing of our producers (Control Unit 
Providers) is done via the OSGi Service Registry, where Providers are registered a~ services. 

Future Work 
Our framework provides conceptual basements for implementing a wide-featured middleware 

for Clouds. The framework can be functionally extended with important features having certain 
dedicated place in Cloud servicing systems. 
User Management and Access Control 

Since Cloud systems are characterized by single ownership and central administration, and 
hence - they have a common access-control policy, we can define a system-wide access-control 
mechanism that is integrated in the base middleware. To make a distinction, Grids encompass different 
VOs with respective resource domains sharing only part of their resources into the Grid, so different 
resource providers should consider different private access control policies related to the VO they 
belong. In our Cloud resource framework, the access-control mechanism could be easily integrated 
within the Control Unit abstraction and could be handled as common task by the resource framework, 
freeing resource providers from considering any access control restrictions. For instance, end users 
(served by the Cloud), could be restricted in a generic way, making them able to access only given 
Control Unit types (for instance applications providing services that user has paid for). Users cloud be 
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further restricted to access only limited set of State Variables for certain Control Unit types, or to 
invoke only limited set of Control Unit Actions. 
Rule-based Automations 

The System has entire potential basis to employ a good extent of self-management features. 
For instance - restarting of physical nodes on failure, migrating of user applications if nodes do not 
recover after restart, firing of alarms to mark broken hardware to be checked by technicians. In now
days the most frequently mentioned property of Cloud System is - 'elasticity'. Clouds must 
automatically scale up and down in terms of changing the number of application and data instances as 
demand require. An achievable use case for our System would be an Automation Service part of the 
Cloud middleware, to be able to process rules of the kind "if you get 10 Control Unit Events that CPU 
occupation is above 90%, install a new application instance (by invoking respective Control Unit 
Action)". In result, the user load would be 'elastically' handled by more application instances. The 
opposite shrinking can also be done by destroying application instances when CPU metrics fall 
under 10%. 
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MD-GRID NGI: COBPEMEHHOE COCT051HHE H 
IIEPCIIEKTHBhl P A3BHTH51 GRID-TEXHOJIOrHH B 

MOJI,U:OBE 

A. A. AnTyxoa3, TI. TI. EoraTeHKoa1
•
3

, E. B Bac10Koaa2, r. B. CeKpttepy1
•
3 

1 HHcmumym MameMamu,w u UH{jJopMamw<U AHM, KumuHe6, Moll006a 
2YHU6epcumem «J(y6Ha», J(y6Ha, PoccUR 

3 AcCOlfUalfUR RENAM, KuutuHe6, MoJ1006a 

The questions of Grid-technologies using in Moldova and MD-GRID NGI current sate 
and prospects of development are described. The concept and fundamentals of the grid 
technologies development directions in Moldova are outlined, as well as hierarchical structure of 
the organizational model of national of the Grid-infrastructure construction, operation and its the 
basic elements are described. 

Pa.JBHTHe COBpeMeHHbIX pacnpeAeJieHHblX Grid-CHCTeM o6ycnosneHo urnpOKHMH 

nepcneKTHBaMH HX npHMeHeHHJI B HayKe, o6pa.3oBaHHH H Apymx o6naCTilX qeJIOBeqecKOH 

AeJITeJibHOCTH. fnaBHbIM o6pa.30M Grid-TeXHOJIOrll.H npeAHa.JHaqeHbl MJI pellleHHJI CJIO)KHbIX 

HayqHbIX, npoH3BOACTBeHHblX H HIDKeHepHblX 3aAaq, KOTOpbie HeB03MO)KH0 pelllll.Tb B Pa.JYMHble 

cpOKH Ha OTAeJibHbIX BbJqHCJIHTeJibHblX ycTaHOBKax. CymecTB)'IOlllll.e BbJqlJ.cneHHbie Grid

ttmppacrpyKrypbl optteHTHpOBaHbl Ha peanH3aUHIO pacnpeAeneHHblX BbJqucneHHH Mll pellleHHJI 

CJIO)KHblX HayqHo-TeXHHqecKHX 3aAaq. 11mpopMaUHOHHble Grid-HmppacrpyKrypbl npH3BaHbl 

o6ecneqHTb AOCryn K pacnpeAeJieHHblM HeOAHOpOAHblM AaHHbIM 60JiblllOf0 o6'beMa. 

Grid-HHq>pacTpyKTYPa npCTeHAYCT Ha ponb yHttBepcanbHOH BbJqucnHTeJibHOH 

HHq>pacrpyKTypb1 Mll o6pa6oTKH AaHHbIX, B KOTopow q>YffKUHOHHPYCT MHO)KeCTBo cn~6 (Grid 

Services), KOTOpbie n03BOJIJIIOT pelllaTb He TOJlbKO KOHKpCTHbie npHKnaAHbie 3aAaqu, HO H 

npeMaraIOT pa.3JIHqHbie cepBHCbI: IlOHCK Heo6xOAHMbIX pecypcoB, c6op HHq>OpMaUHH O COCTOJIHHH 

pecypcOB, xpaHeHHe H AOCTaBKY AaHHbIX. 

B AOKnaAe npeACTaBneHbl OCHOBHbie :nanbl H pe3yJibTaTbl peanH3aUHH KOHuenUHH 

nocrpoeHHJI Grid-HHq>pacrpyKrypbI B MonAOBe. OnHcaHa HepapxHqecKall CTPYKTYPHO

opraHHJaUHOHHall MOAeJib HHq>paCTPYKTYPbI H npttBeAeHbl HeKOTOpbie HanpaBneHHJI BHeApeHHJI Grid

TeXHOJIOfll.H. 

no CBOeH TOnOJIOrHH Grid-CHCTCMa npeACTaBnJICTCJI KaK reorpaq>lJ.qeCKH pacnpeAeneHHall 

HHq>pacrpyKrypa, o6'beAHHJIIOlllall MHO)KeCTBO pecypcoB pa.3HbIX rnnoB {npoueccopbl, AOJiroBpeMeHHall H 

onepaTHBHall naMJITb, KOMilblOTCpHbie CCTH, 6a.Jbl AaHHblX HT. n.), AOcryn K KOTOpblM noJib30BaTenb 

MO)KCT nonyqHTb H3 pa.3HbIX roqeK, He3aBHCHMO OT MeCTa HX pacnoJIO)KeHHJI. KoHuenllll.JI Grid 

npeAnonaraeT KOnneKTHBHbIH Pa3AeJIJleMblH pe)Kll.M AOcryna K pecypcaM H K CBJl3aHHbIM C HHMH ycnyraM 

B paMKaX rno6anbHO pacnpeAeneHHbIX BttpryanbHbIX opraHH3aUHH, COCTOJllllll.X H3 npeAnpHllTHH, rpynn 

nOJib30BaTCnew H OTAenbHblX cneuttanHCTOB, COBMeCTHO HCilOJib3)'10lllll.X o6mHe pecypCbl [I, 2]. 
B K~OH BHpTyanbHOH opraHH3aUHH HMeCTCJI CBOJI co6CTBeHHall noJIHTHKa noBeAeHHJI ee 

yqaCTHHKOB, KOTOpbie AOJI)KHbl co6JIIOAaTb ycTaHOBJieHHbie npaBHna. BHpryanbHaJI opraHH3aUHJI 

MO)KeT o6pa.30BbIBaTbCJI AHHaMuqeCKH H HMCTb orpaHHqeHHOe BpeMJI cymecTBOBaHHJI. 

IloTeHuttan HCnOJib30BaHHJI Grid-TeXHOJIOrll.H ~e cewqac oueHHBaCTCJI BblCOKO: OH HMeeT 

crpaTemqecKHH xapaKTep, H no CBOeMy q>yHKUHOHanbHOMY Ha.JHaqeHHIO B nepcneKTHBe AOR)KeH 

CTaTb BbJqHCJIHTeJibHbIM HHCTpyMeHTapHeM MJI pa.3BHTHJI BbICOKHX TeXHOJIOfHH B HaYKe, 

o6pa30BaHHH H Apymx cqiepax qeJIOBelJeCKOH AeJITeJibHOCTH [3]. TaKtte oueHKH MO)KHO o6'bJICHHTb 

cnoco6HOCTblO Grid Ha OCHOBe 6e3onacHoro H HaAe)KHOro YAMeHHOro AOCTyna K pecypcaM 

rno6anbHO pacnpeAeJieHHOH HHq>pacrpyKTypbl pernHTb CJieA)'IOlllHe npttHUHnHanbHbie npo6neMbI: 
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• co3.z:1am1e Grid-HHq>pacTpyicryphI BhICOKOH nponycKHOH cnoco6HocTH m cepttil:Ho BhmycKaeMoro 

06opy.z:10BaHH.II npH 0,LIHOBpeMeHHOM IlOBhIIIIeHHH 3q>q>eKTHBHOCTH (.LIO 100%) HMeIOmeroc.si 

napKa BhiqHCJIHTeJihHOH TeXHHKH IlYTeM npe,LIOCTaBJieHH.11 B Grid BpeMeHHO He liCilOJih3YJOlllHXC.II 

pecypcoB; 

• C03,LlaHHe pacnpe,LleJieHHhIX BhiqHCJIHTeJibHh!X CliCTeM cnoco6Hh!X IlO.Ll,Llep:)lmBaTh peIIIeHHe 

CJIO)l(HhIX HayqHhIX, Hff)l(eHepHh!X li npOH3B0,LICTBeHHhIX 3a.z:1aq; 

• C03,LlaHHe IIIHpOKOMaCIIITa6HhIX CliCTeM MOHHTOpHHra, ynpaBJieHH.11, KOMilJieKCHOrO aHaJili3a li 

o6CJI~HBaHH.11 c rno6aJihHO pacnpe,LleJieHHhIMli HCToqHHKaMH ,LlaHHhIX, IlOBhIIIIaIOlllHX 

)l(lf3He,Lle.l!TeJihHOCTh HayqHhIX yqpe)l(,LleHHH, opraHH3al.(HH H .z:1pyrHX CTpyKTyp o6mecTBa. 

HauHoHaJihHa.si Grid HHHl.(HarnBa B Mon.z:10Be (MD-Grid NGI) 6hma ocHoBatta B 2006-2007 
ro.z:1ax B paMKax oprattmauttoHHoii cTpyKTYPhl AccouHaUHH RENAM (Research and Educational 

Networking Association of Moldova), KoTOpa.si nocTpoHJia H a,LIMHHHCTpttpyeT o6lllYJO ceTeBYJO 

liHq>pacTpyicrypy c ,LIOCryllOM B HHTepHeT ,LIJI.11 HayqHo-o6prooBaTeJihHOfO coo6mecTBa c 

O,LIHOHMeHH
0

hlM Ha3BaHHeM RENAM. 3Ta ceTb ofo,e,LIHH.lleT OnTOBOJIOKOHHhIMH KaHaJiaMH CB.113H 

HHCTHTYThI AKa,LleMHH HaYK MoJI,LIOBhI (AHM), Be.LlymHe yHHBepcttTeThI H .z:1pyme HayqHo -

o6pa30BaTeJihHhie yqpe)l(,LleHHll. MHHHCTepcTBO HHq>OpMal.(HOHHOro Pa3BHTH.II MOJI,LIOBhl H 

PYKOBO.LICTBO AHM, yqpe)l(,LleHtt.si cqiephI HaYKH, o6prooBaHH.II H Me.LIHUHHhI noMep)l(aJIH HHHUHamBy 

C03,LlaHH.si Grid-HHq>pacTpYKTYPhI H HauttoHaJihHOii Grid HHHUHaTHBhI B Mon.z:10Be. 

CocTaB li opraHli3al.(H.II npouecca q>yttKl.(HOHHpOBaHH.11 Grid-HHq>pacTpyKTyphl OCHOBbIBaIOTCll 

Ha TpeX 6a30Bh!X 3JieMeHTax: BhlqHCJIHTeJihHbie pecypCbl, BhICOKOCKOpOCTHOe li Ha,Lle)l(HOe 

no,LIKJIJOqeHHe 3THX pecypcoB K ceTH, np0Me~o1rnoe nporpaMMHOM o6ecneqeHHH (middleware), 

KOTOphie o6'he,LIHH.lleT 3TH pecypchl B e,LIHHhIH BhJqHCJIHTeJibHhIH KOMilJieKC. YqacTHe MoJI,LIOBhl B 

p.11.z:1e Me)l(,LlyHapO,LIHh!X npoeKTOB cnoco6cTBOBaJIO propa6oTKe npttHl.(liilOB q>YHKl.(HOHHpoBaHH.11 MD

Grid NGI Hee 6roOBhIX 3JieMeHTOB [2,4] 
O.LIHHM li3 Ba)l(HeiiIIIHX ycnOBHH nocTpoeHH.11 Grid-HHq>pacTpYKTYPhI .IIBJI.sieTcll HaJIHqHe 

CKOpOCTHOro li Ha,Lle)l(HOro KaHaJia ,LIOcryna K ceTH Internet. ,l{JI.si 3TOH l.(eJIH HCilOJih3YeTC.II ceTeBa.si 

HHq>pacTpyicrypa RENAM, KOTopa.si o6'he.LIHHlleT pecypcu AHM, Be.LlylllHX yttHBepcHTeToB H .z:1pymx 

yqpe)l(,LleHHH cqiephl HaYKH li o6pa30BaHH.II B e,LIHHYJO CeTh C .z:1ocrynoM B Internet. Ilo CBOeii 

TononomH ceTh RENAM npe.z:1cTaBm1eT co6oii Tpex ypoBHeBYJO apxHTeKTYPY· IIepBhIH ypoBeHh 3TO 

JIOKaJihHbie ceTH KaMnycoB, opraHli3al.(HH li yqpe)l(,LleHHH. BTopoil: ypoBeHb 3TO CeTeBbie Y3Jihl 

OnTOBOJIOKOHHhie KaHaJihl (nponyCKHa.11 cnoco6HOCTh !Gbps) ,LIJI.11 IlO,LIKJIIOqeHH.11 JIOKaJihHhIX CeTeii 

HCCJie,LloBaTeJihCKHX HHCTlfTYTOB AHM H yttttBepcHTeTOB K ceTH RENAM. TpeTHH ypoBeHh 3TO 

ueHTpaJihHhIH Y3eJI, 06ecneqHBaIOlllliH pa6ory BHeIIIHero MamcTpaJihHOro OilTOBOJIOKOHHOro KaHaJia 

KHIIIHHeB - Rcch1 (PyMhIHtt.si) {nponycKHall cnoco6HocTh omHqecKoro 06opy.z:10BaHH.11 10 Gbps) c 

nocJie.LIYJOlllHM BhIXO.LIOM Ha TpaHc - eBponeiicKYJO aKa,LleMttqecKYJO ceTh GEANT. Co3,LlaHtte H BBO.LI 

B 3KCilJiyaTaUHIO B 20 IO ro.z:1y omoBOJIOKOHHoro Kattana .LIJI.11 .z:1ocryna K CeTH GEANT peaJIH30BaHo B 

paMKax Me)l(,Llyttapo.z:1HhIX npoeKToB SEE-GRID-SCI ( q>HHaHcHpoBaHHhIH EBponeil:cKoii KoMHCCHH) H 

NIG 982702 - New RENAM-RoEduNet gateway based on CWDM technologies implementation 

(q>HHaHCHpOBaHHhIH NATO). 3TO ,LlaJIO B03M0)1(HOCTh yBeJIHqHTh nponycKHYJO cnoco6HOCTh KaHaJia C 

300 Mbps .z:10 I Gbps H o6ecneqHTh ycnoBH.11 .LIJI.11 nocJie.LIYJOlllero ysenttqeHH.si cKopocTH o6MeHa .z:10 I 0 
Gbps. 

rnaBHa.11 3a,Llaqa BHe,LlpeHH.11 li pa3BliTHe pacnpe,LleJieHHhIX BbJqHCJieHHH B Grid-cpe.z:1ax 

.IIBJI.lleTC.11 IlOBhIIIIeHHe 3q>q>eKTHBHOCTli q>YH,LlaMeHTaJihHhIX li npHKJia,LIHhlX liCCJie,LIOBaHHH 

npOBO,LIHMhIX HayqHO-HCCJie,LloBaTeJihCKHMli liHCTHTYTaMH tt YHHBepCHTeTaMli H Tpe6YJOlllHX 

3Hll;qHTeJihHhIX BhJql{CJIHTeJihHhIX pecypCOB. Heo6xO,LIHMhIMH ycJIOBli.l!Mli ,LIJI.11 peanmal.(Hli 3TOH 

3a,[laqH .IIBJI.IIIOTC.11: 

• Ha,Lle)l(HOe q>yttKl.(HOHlipOBaHHe li pa3BliTHe CKOpOCTHOH, 3alllHllleHHOH liHq>OpMal.(HOHHO

BhlqliCJIHTeJihHOH ceTeBoii HHq>pacTpyicryphI (B HaIIIeM cnyqae - RENAM); 

• pa3BliTHe li Ha,Lle)l(HOe q>yttKl.(liOHlipOBaHtte pacnpe,LleJieHHOH BblCOKOnpOH3B0,LIHTeJihHOH 

BhJqliCJIHTeJibHOH liHq>paCTpyicryph1; 
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• llH<pOpMaUttOHHlUI, aJiropttTMttqeCKlUI Ii nporpaMMHlUI no.zmep)KKa Hay,mo-TeXHttqecKllX 
yqpe)K.neHttH, C03,[lalOII(llX npttKJia,[IHbie CllCTeMbl, pa60TalOII(lle B pacnpe.neJieHHOH 
BhiqttcJittTeJihHOtt ttmppaCTP)'KT}'Pe; 

• Ha,[le)KHOe <pyHKUllOHttpOBaHtte Ii pa3BllTtte Grid-cerMeHTa MoJI.[IOBbl KaK 3JieMeHTa rno6aJihHOH 

Grid-ttH<ppaCTPYKTYPhI; 
• BHe.npeHtte TeXHOJIOrttH pacnpe.neJieHHOH o6pa60TKll llH<popMaUttll Ii .noczyna K pacnpe.neneHHOH 

ttHCpopMaUtttt; 

• pa3pa6oTKa tt a.nanmum1 cymecTB)'IOII(ttx MeTo.nos "rptt.ntt<pttKaUtttt" npttKJia.[IHOro 
nporpaMMHOro o6ecneqeHttll tt o6ecneqeHtte B3attMo.neficTBttll pa3JittqHhlX Grid-cttcTeM. 

CoJ.naHtte HaUttOHaJihHOro cerMeHTa Grid-ttH<ppaCTPYKTYPhI B Mon.nose npecne.nyeT ueJib 
pacumpeHttJI BHe.npeHttJI ttHCpopMaUllOHHbIX TeXHOJIOrttH B ccpepax Ha)'Kll, o6pa30BaHllJI Ii Me,[lttUllHbl. 
IlpttopttTeTHbIMll HanpaBJieHttJIMll 3TOro cerMeHTa JIBJIJIIOTCJI: 

• HHTerpauttJI He06XO.[lllMblX :meMeHTOB e,[lttHoro HaUttOHaJibHOro Grid-cerMeHTa: 
KOMM)'HllKaUllOHHbIX, KOMilblOTepHbIX Ii nporpaMMHblX pecypcos; 

• BHe.npeHtte COBpeMeHHbIX TeXHOJIOrttH B HayqHhIX llCCJie,[IOBaHttJIX Ii o6pa30BaHllll, 
ttHTerpttpoeaHtte HayqHhIX yqpe)K.neHttfi B esponeficKoe tt Mttpoeoe HayqHoe npocTPaHCTBO tt 
npttBJieqeHtte MOJI,[laBCKllX yqeHbIX K yqaCTlllO B Me)K.nyHapO./:IHbIX npoeKTax Ii BllpT)'aJibHblX 
HayqHhIX coo6mecrnax; 

• O6ecneqeHtte KOMilb!OTepHOH o6pa6oTKll 60JibIIIllX o6'beMOB pe3)'JlbTaTOB MereoponomqeCKllX, 
reoq>ttJttqecKttX, 3KOJiomqecKttX tt .npymx tt3MepeHttfi; 

• C03.[laHtte ycJIOBllH .[IJIJI BHe.npeHllJI HOBblX COBpeMeHHblX MeT0.[10B Me.[lttUllHCKOfO o6CJI)')KllBaHttJI 
C llCITOJib30BaHtteM pacnpe.neJieHHbIX 6a3 ,[lttarHOCTttqeCKllX .naHHbIX Ii pacnpe.neneHHOH 
o6pa60TKll Me.[lttUllHCKllX .naHHbIX; 

• Pa3pa6oTKa Ii peaJitt3aUttll CllCTeMbl no.nroTOBKll Ii IlOBbIUieHllll KBaJillq>ttKaUttll crreuttaJillCTOB 
.[IJIJI pa6oThI B Grid-cttcTeMax tt pa3pa6oTqttKOB Grid-npttJIO)KeHttfi. 

B HaCTOJIII(ee epeM» Grid-cerMeHT Mon.noeh1 o6'be.[lttH.HeT BhJqttcJittTeJihHhie pecypcbI pa3JlttqHhIX 
yqpe)K.neHttfi. B Ta6JI. 1 npe.ncmeneHbl ocHOBHble napaM~hI Grid-cafiTOB MD-GRID NGI. 

MD-GRID 
NGI site 

MD-01-
TUM 

MD-03-
SUMP 

MD-04-
RENAM 

MD-02-
IMI 

MD-05-
SUM 

Ta6nttua 1: OcHOBHh1e napaMeTJ)bI Grid-cattTOB MD-GRID NGI 

Available CPUs Available storage 

Certified sites 

5 Intel P-IV 3,0 GHz 320 GB ori Storage Element 
CPUs 

5 x CPU AMD Athlon 650 GB on Storage Element 
64 X2 6000+ (3.0GHz) 

6 Quad Core Xeon 5130 2 TB on Storage Element 
CPUs 

12 Quad Core Xeon 3,5 TB on Storage Element 
5130 CPUs 

Planned to be integrated into MD-GRID NGI 

4x2xAMD 275 Dual
Core 2.2GHz and 
3x2xAMD 280 Dual
Core 2.4GHz CPUs 

2x500GB 7 .2k SAT A and 
4x80 GB 7.2k SATA 
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Network 
(External) 

100 Mbit Ethernet 

100 Mbps Ethernet 

100 Mbit Ethernet 

100 Mbit Ethernet 

100 Mbit Ethernet 



Acco1.u-m1.1m1 RENAM Koop,11,ttHttpyer cpyHKI.IHOHttposaHtte H pa3BHTHe MD-GRID NGI, 

aKTHBHbIMH yqaCTHHKaMH KOTOpoil. B HaCTO.Slll.lee speMll llBJlllJOTCll: 

• 11rc AHM -11HCTHryT reoJIOfHH H CettCMOJIOfHH AKa,11,eMHH HayK MOJI,11,0Bbl; 

• 11Ml1 AHM -11HCTHTYT MaTeMaTHKH H 11HcpopMaTHKH AKa,11,eMHH HayK Mon,11,osb1; 

• 11Ill!> AHM -11HCTHTYT IlpttKJia,11,Hoil. IDH3HKH AKa,11,eMHH HayK Mon,11,osb1; 

• <!>PT TYM - l!>aKyJibTeT Pa,11,tt03JieKTPOHHKH H TeneKOMMYHHKa1.1ttil. TexHH11ecKoro 

YHttBepcttTeTa Mon,11,osb1; 

• rrcM - rocy,11,apcTBeHHal! ftt,11,poMeTeopOJIOfH'IeCKal! CJI)')K6a MoJI,11,0BbI; 

• HIJ,MCTT - Ha1.1ttoHanbHbIH HayqHo-npaKTH'IeCKHH 1.1eHTp Me,11,HLIHHbI cKopoil. noMOI.l-lH. 

TTpHJIO)KeHHll, aKTHBHO HCnOJib3YJOI.l-lHe Grid-TeXHOJIOfHH, pa3BHBaJOTCll no TPeM 

HanpaiineHHllM - ceil.CMOJIOfHll, 3KOJIOfHll H Me,11,HLIHHa [5]. TTocne,11,Hee HanpasneHHe CBl!3aHO C 

co3,11,aHtteM cHcTeMbI )].Jlll o6MeHa H xpaHeHHll HHcpopMal.lHH B cpopMaTe DICOM (cTaH,11,apT 

H306pa)KeHHH, nonyqaeMbIX C Me,11,HLIHHCKOro 06opy,11,osaHHll), HCnOJib3Yll TeXHOJIOfHH Grid. 

Co3,11,aHtte TaKOH CHCTeMbl npH3BaHO o6ecneqHTb aBTOMaTH3al.lHIO xpaHeHHll, o6pa60TKH H ,11,ocryna K 

pe3yJibTaTaM Me,11,HLIHHCKHX ttccne,11,osaHttil., HaKannttsaeMbIM B cpopMaTe DICOM. O61I-1all CTpyKTypa 

TaKOH CHCTeMbl nOKa3aHa Ha Pttc. 1. TTpH peweHHH 3a,11,aq HHq>OpMal.lHOHHOro xapaKTepa, Kor,11,a 

noTPe6HTeJib ,11,0JI)KeH nonyqaTb HHTepeCYJOII-IYJO ero HHq>OpMal.lHIO B MOMeHT nopo)K,11,eHHll HJIH Kor,11,a 

B Heil. B03HHKaeT noTPe6HOCTb, Grid-TeXHOJIOfHH npttMeHl!JOTCll ,11,Jlll HHTerpal.lHH BCex 

HaKanJIHBaeMbIX ,11,aHHbIX. 

OcHOBHOH qepTOH pa3BHTHll HHq>OpMal.lHOHHblX TeXHOJIOfHH B MoJI,11,0Be llBJilleTCll 

CTPeMJieHHe 3cpcpeKTHBHO HCnOJib30BaTb pacnpe,11,eneHHble pa3HOp0,11,Hbie Bb(qHCJ1HTeJibHbie pecypCbl H 

CHCTeMbl xpaHeHHll HHq>OpMal.lHH )].Jlll perneHHll KaK qHCTO HayqHbIX, TaK H npaKTHqeCKHX 3a,11,aq. 

Hcxo,11,ll H3 3TOro, HHTepec npe,11,cTaBJilleT noMep)KKa H pacwttpeHtte HayqHo-

Hccne,11,osaTeJibCKoil. H npttKJia,11,Hoil. ,11,ellTeJibHOCTH B ccpepe Grid-TexHonomil. H High-Performance 

Computing B cne,11,yJOII-IHX 0CH0BHbIX HanpaBJieHHl!X: 

1. Pa3BHTHe Tecrnsoil. Grid-cTpyKrypb1: 

o6MeH onbITOM no ycTaHOBKe H 3KCIIJiyaTal.llfH CHCTeM BHpryanH3al.lHH )],Jlll pa3BepTbIBaHHll 

Grid-cail.rns; 

o6MeH onbITOM no HaCTPOil.Ke H 3KCIIJiyaTal.lHH middleware, CHCTeM M0HHTOpttHra H yqera 

pecypcos; 
2. Anpo6a1.1ttll H a,11,ama1.1Hll npHJIO)KeHttil. B Grid (rpw,11,ttcpttKal.lHll npHJIO)KeHttil.): 

o6MeH OnbITOM no C03)],aHHJO npHJIO)KeHHH B o6nacrnx pacnpe,11,eJieHHbIX H napanneJibHbIX 

BbJqHcJieHHH, CHCTeM BH3YaJIH3al.lHH tt pacnpe,11,eJieHHbIX 6a3 ,11,aHHbIX; 

pa3pa6oTKa H C03)],aHtte npHJIO)KeHHH B o6naCTH napanneJibHbIX KOMnbJOTepHblX TeXHOJIOrHH 

H BbIC0Konp0H3B0,ll,HTeJibHblX BbJqHcJieHttil.; 

K0HCYJibTal.lHH H noMOI.l-lb n0Jib30BaTeJillM B C03,11,aHHH Grid-opweHTHpOBaHHblX npHJIO)KeHttil.; 

Pa3pa60TKa, a,11,anTaL1Hll H BHe,11,peHHe y,11,06Horo )],Jlll noJib30BaTeJieil. cepBHCa ,11,0CTyna K 

pecypcaM Grid. 

3. TTpttsneqeHHe HOBbIX nOJib30BaTeneil. pecypcos Grid-ttHcppacTpyKTypbI: 

no,11,roT0BKa H H3,11,aHtte yqe6Ho-MeTo,11,ttqecKHX MaTepttanos ,11,nll nonynllpH3al.lHH Grid H HPC 

TeXHOJIOfHH B HayqHo-o6pa30BaTeJibHbIX H ,11,pymx CTPYKrypax 061I-1ecrna; 

o6yqeHHe nOJib30BaTeJieil. pa6oTe B Grid-HHq>pacTpyKrypax; 

BKJIJOqeHHe noJib30BaTeJieil. B cyII-1eCTBYJOII-1He H co3,11,asaeMbie BttpryanbHble OpraHH3al.lHH 

yqe6Ho-Tecrnsoil. H peanbHoil. Grid-ttHcppacTPyKryp; 

4. OcyII-1eCTBJieHHe C0BMeCTHbIX Me)K)].yHap0,11,HbIX HayqHO-TeXHHqeCKHX nporpaMM w npoeKTOB 

B ccpepe Grid-TexHonomil. H High-Performance Computing. 

B ycJI0BHllX 6ypHoro pa3BHTHll HHCpOpMal.lHOHHbIX tt K0MMYHHKal.lH0HHbIX TeXHOJIOrHH 

BJia,11,eHtte HaBbIKaMH pa60Tbl H yMeHHe C03)],aHHll npHJIO)KeHHH B Grid-cpe,11,ax l!BJllleTCll Ba)l(HblM 

cpaKTopoM pa3BHTHll )],Jlll MH0fHX o6nacTeil., s KOT0pblX Heo6XO,ll,HMO npHMeHeHtte 
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BbICOKOIIpOH3BO,!J;HTeJibHbIX BblqttcJieHHH Ii o6pa6oTKa 6oJiblIIHX o6oeMOB ,n;aHHbIX. 3aKJIJOqeHHbIH B 
Haqane 2010 ro,n;a ,n;orosop o COTPY,!J;HttqecTBe Me)K}];y JUff OI-UIH (Jla6opaTOpm1 11mpopMaUttOHHhIX 
Texttonomw O6oe,n;ttHeHHoro 11HCTlflYTa >1,nepHbIX 11ccne,n;osattttw) tt MD-GRID NGI rrpmsaH 
BHOCHTh cymecTBeHHhIH BKJia,n; B pellletttte :now 3a,n;aqtt, YcrrelIIHruI peanmaum1 npouecca o6yqettttR 
IlOJib30BaTeJieH o6ycJIOBJieHa HaJIHqHeM B JIJ,JT OI-UIH COBpeMeHHOfO yqe6Horo IlOJIHfOHa, 
no3BOJIRIOlllero npo,n;eMOHCTPHPOBaTb pa6ory B pa3JIHqHhIX Grid-cpe,n;ax. 

YqacTHHKH MD-GRID NGI c caMoro Haqana CTPeMHJIHCh ycTaHOBHTh COTPY,!J;HttqecTBO c 
ymrnepcttTeTaMH Ii HayqHO HCCJie,n;oBaTeJibCKHMH HHCTHTYTaMH AHM Ii ,n;pyrttMH 
3aHHTepecoBaHHbIMH opraHH3aUHRMH MOJI,!J;OBbl. B HaCTORlllee speMR B MOJI,!J;OBe C03,!J;aHbl 
Heo6xo,n;HMhie npe,n;nOCbIJIKH ,!J;Jlll BHe,n;peHHR Grid-TeXHOJIOrHH B HayqHhIX Ii rrpOH3B0,!J;CTBeHHbIX 
cqiepax. 3TO o6oeKTHBHbIH npouecc ,!J;BIDKeHHR OT TPMHUHOHHblX cnoco6oB pa6oThl K 
HCIIOJib30BaHHIO nepe,!l;OBbIX TeXHOJIOrHH o6pa60TKH ,n;aHHbIX. 

\ deployment Deployment Model 

3lln poc Ha Br.tAa'I'/ apx11aa IDOIIPallCeHMit 

Pa60'IU CTaHlll1R ep ... a 

[I Die- VI-er I 

H•<l>OPMallMll o na1111e1ne 

CA Autentiflcatlon .... 
•·····•·· ·-··· ,---~--~· .. 

eHealthWeb 
Porbl 

lllHH .. 19 015 MCcne,Q,OBIHMM 

... 
... 

•···· .... .... 
),lso6PallCIHMll 

Cep■ep 
O5pal50TICII 

DICOM 
MSO&pallCeHMli 

GRID Cluster 

Tomography J 

DICOMFlles 

Pttc. 1: O6mrui: CTPYKTYPa CHCTeMbl ,!J;JIR o6MeHa tt xpaHeHHR HHqJOpMaUHH a 
qiopMaTe DICOM (cmtt,n;apT mo6p8)KeHHH, nonyqaeMbIX c Me,!J;ttUHHCKOro 

o6opy,n;osaHttR), HCIIOJih3YR TeXHOJIOrtttt Grid 
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IIO,z:t;rOTOBKA KA)];POB B C<l>EPE rPH,z:t;-TEXHOJIOrlIH II 
p ACIIPE,l];EJIEHHOro KOMIIhlOTHHr A 

A. TI. AcpaHacbeB2, JI. A. Ka.JIHHHqeHKo3
, M.A. I1ocbIIIKHH2

, C. A. CTyIIHHKoB3, 

B. A. CyxoMJIHH1
, 0. B. CyxopocJioB2 

1 MI'Y U.M. MB. JloMOHocoea, Moc1<ea, Poccll5/, 
2 HHcmumym cucmeMHOW OHOJIU3a P AH, Moc1<ea, Poccll5/, 

3 HHcmumym npo6J1eM uH<jJopMamu1<u P AH, Moc1<ea, PoccuR 

B nocnenHee speMJI rp11n-TexHonorn11 nonyqHJ111 nmpoKoe pa3sm11e KaK 3a py6elKOM 

(npoeKTh1 EGEE, DEISA), TaK II s Hamefi crpaHe (npoeKThI RDIG, CKH<l>-fPH,A, PHCil). 

MolKHO C ysepeHHOCTbIO yTBeplK)J.aTb, qTQ snanem1e HaBbIKaMII pa60Tbl II C03)1.aHIIJI npHJIOlKeHIIH 

B rp11n-11mppacrpyKType J1BJ1J1eTcJ1 salKHefim11M <paKTopoM, onpeneJIJIIOIUIIM nporpecc s'o MHornx 

o6naCTJIX, B KOTOpblX rpe6YJOTCJI np11MeHeH11e BbICOKonpOll3B0/J,IITeJJbHblX BbJq11cneHIIH II 

o6pa60TKa 60JlbillllX o6beMOB naHHblX. Il03TOMY, nonroTOBKa Kanpos B 3TOM HanpasneHIIII 

JIBJJJleTCJI BalKHOH II aKTYaJJbHOH 3anaqefi poCCIIHCKOfO o6pll30BaHIIJI. CospeMeHHbie rp11n

llH<ppacrpyKTypb1 pa3Hoo6pll3Hbl no CBOeMy <pyHKIUfOHaJJbHOMY Hll3HaqeHIIIO. Pll3JllfqaJOTCJI 

BbJqllCJIIITeJlbHbie rp11)1.bl, op11eHT11posaHHbie Ha pacnpeneneHHbie BbJq11cneHIIJI C ueJJbIO 

o6pll30BaHIIJI «BIIPTYaJJbHOro cynepKOMnbIOTepa» MHOfllMII CBJl3aHHblMII nocpencTBOM ceTII 

KOMnbIOTepaMII. B e-science rpe6ywTCJI IIH(pOpMaUIIOHHbie rpll)J.bl, 06ecneq11BaIOIUlle nocryn K 

HeO)J.HOpO)J.HbIM, pacnpeneneHHbIM pen03l!TOpllJIM naHHbIX 60JlbillOf0 o6beMa HapJ1ny C 

pa3)1.eJIJleMblM nocTynOM K npyr11M s11naM pecypcos. B HaCTOJIIUee speMJI B poCCIIHCKIIX BY3ax 

113Y'{aIOTCJI pa3JJlfqHble acneKTbl BbJqllCJIIITeJlbHbIX II IIH(pOpMaUIIOHHbIX rpll)J,0B. Ilp11 3TOM 

OTCYTCTByeT ueJJOCTHaJI nporpaMMa, o6be)J,IIHJIIOIUaJI pa3JllfqHbie CTOpOHbl rp11n-TeXHOJIOfllH. B 

CTaTbe paccMaTpllBaeTCJI npoeKT Mafl!CTepCKOH nporpaMMbl, CTpYKTYPbl H o6beMa 3HaHHH, 

Heo6XO)J,IIMblX )J,JIJI nonroTOBKII cneuHaJJIICTOB s o6naCTII rpun-TeXHOJIOfllH. Ilpe)J,JlaraeMaJI 

nporpaMMa BKJJJOqaeT s ce6J1 TeopeT11qecKHe sonpocbI pacnpeneneHHbIX II napannenbHbIX 

BbJqHCJleHIIH, TeXHOJIOfllll cepBHCHblX rpH)J.0B (gLite, Globus, Unicore) H rpH)J.0B pa6oqlfX 

craHu11fi (BOINC, XTremWeb, Condor), MeTO)J.bI HHTerpau11u HH<popMaUHOHHbIX pecypcos 

(SOA, OGSA DAI), pacnpeneneHHbie xpaHHJIHIUa naHHbIX (SRB). Ha ocHosaH1111 onblTa 

npenonasaHHJI Pll3JllfqHbJX acneKTOB rpll)J,-TeXHOJIOfllH, IIMeIOIUerocJI y KOJIJleKTHBa aBTOpOB, 

060CHOBb1BaeTCJI nocnenosaTeJJbHOCTb, B KOTOpofi )J,OJllKHbl npenonasaTbCJI KypCbl nporpaMMbI, a 

TaKlKe pacnpenenem1e qacosofi HarpY3KH no KypcaM. TaKlKe paccMarp11saeTcJ1 pacnpeneneHHaJI 

IIH<ppacrpyKrypa )J,JIJI nposeneHHJI npaKTlfqeCKHX 3aHJ1rnfi no nporpaMMe. 

Bee~eHue 

B IlOCJICAHlfe fOAbl 6bICTJ)Oe p8.3BlfTlfe IlOJl)"lllJilf TCXHOJ!0flflf opraHH3aUlflf pacnpeACJICHHOH 

o6pa60TKII lfHq>OpMaUlflf If BbICOKonpolf3BOAlfTCJlbHbIX BbJqlfCJICHlfH. 0AHlfM lf3 KJJaCCOB TaKl!x 

TCXHOJIOflfH JIBmIIOTCR rpHA-TCXHOJIOflflf - lfHq>paCTJ)YJCIYPHbie TCXH0JI0flflf rrpoMe,KyroqHoro CJI0JI, 

rrpeAOCTaBJIJIIOIUlfC B03MO,KHOCTb lfHTerpaUlflf BbJqlfCJllfTCJlbHblX If lfHq>OpMaUHOHHbIX pecypcos 

rno6anbHblX cereii MR peweHHJI csepXCJIO,KHbIX If pecypcoeMKlfX 3aAaq BbJqlfCJilfTCJibH0ro 

xapaKTepa WlfJilf o6pa60TKlf lfHq>OpMaUlflf. fpHA-lfHq>pacTJ)yKTYPhl JIBJIJIIOTCR p8.3H0BlfAH0CTbIO 

pacrrpeAeJICHHbIX napaJIJICJlbHblX ClfCTeM, onpeACJIJICMblX Ha6opaMlf OTKpbITbIX CTaH,11,apTOB If 

npOT0KOJI0B, H CJI~aIUHX MR o6ecrreqefflfjJ AOcryrra K AaHHbIM, BbJqlfCJilfTCJibHbIM MOIUH0CnIM, 

cpeAaM xpaHCHlfR H IIIHp0KOMY Ha6opy APYrHX pecypcos, A0CTYIIHbIX rrpH IlOM0IUlf lfHTepHeTa. 

fpHA-lfHq>pacTJ)yKrypbl p8.3H006p8.3Hbl no CBOeMy q>yHKUlfOHaJibHOMY H8.3Haqefflfl0. 

EOJibIIIOH KJJacc rpHA-TCXHOJIOflfH COCTaBJIJIIOT BbJqlfCJilfTCJibHbie rplfAbl, OpHeHTHpoBaHHbie Ha 

pacrrpeAeJieHHbie BbJqlfCJICHlfjJ . C UCJiblO o6p8.30BaHHJI «BHPTYaJibHOfO cyrrepKOMilbIOTepa» lf3 

60JibllIOf0 qlfcJJa KOMIIbIOTepoB, CBR3aHHbIX Apyr C ApyroM rrocpeACTBOM CeTlf If pa60TaIOIUlfX 

COBMCCTHO rrpH peIIIeHlflf CJIO,KHbIX 3Maq, TJ)C6YJOIUHX 3HaqlfTCJibHblX BbJqlfCJIHTCJibHbIX If 

lfHq>OpMaUHOHHblX pecypCOB. B e-science Bee 6oJiee IIIHpOKOe rrpHMCHCHlfe Hax0MT 
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1rncpopMaUHOHHb1e rptt,nb1, · 06ecneqttsa10mtte ,nocryn K Heo.nHopo,nHbIM, pacnpe,neneHHbIM 

peno3HTOpHJIM ,naHHbIX 60JiblllOro o6beMa Hap,:i,ny C pa3,neJIJieMblM AOCTyilOM K .npymM BH,naM 

pecypCOB (BKJI!Qqa,:i Bb[qHCJIHTeJibHbie). 

U,eJiblO HaCTOJI[J..(eii pa60Tbl JIBJIJieTCJI C03,naHHe CHCTeMbl no,nroTOBKH npocpeCCHOHaJibHblX 

Ka,npos B ccpepe rptt,n-TexHoJiomii 11 pacnpe,neneHHoro KOMilblOTHHra. B KaqecTBe nepsooqepe,nHoii 

3a_naqH KOJIJieKTHBOM aBTOpOB Be,neTCJI pa3pa60TKa COOTBeTCTBY!Qmeii MamcTepcKOH nporpaMMbl B 

paMKax HanpaBJieHHJI 010300 ««I>yu,naMCHTaJlhHaH uu4'opMaTUKa u uu4'opMal(UOHHhlC 

TCXHOJioruu - «l>HHT». HmKe paccMOTPeHbl nepBbie pe3yJibTaTbl pa60Tbl B ,naHHOM HanpaBJieHHH. 

1. AKryaJihHOCTh u OCHOBHhlC warn CO]JJ:aHHH CUCTCMhl rpu.z:i:-06pa10BaHHH 

B HaCTOJI[J..(ee BpeMJI npOHCXOAHT CTpeMHTeJibHOe pa3BHTHe TeXHOJiomii rptt.n C ueJiblO 

C03,naHHJI cornacoBaHHOH, OTKpblTOH 11 CTatt.z:i:apTH30BaHHOH TeXHOJior11qecKOH cpe,nbI, 

o6ecneqHBalO[J..(eii rtt6Koe, 6e3onacHoe, CKOOPAHHHpOBaHHOe COBMeCTHOe HCilOJib30BattHe 

Bb[qHCJIHTeJibHbIX pecypCOB rno6aJibHOH CeTH MJI pemeHHJI CJIO)KHblX 11 pecypcoeMKHX 3a_naq B 

Ba,KHeiiwHX o6JiaCTJIX COBpeMeHHOH HayKH 11 TeXHHKH. 

Pa3JIHqaIOT cne.nYIOmtte KJiaCCbI rptt.n [1-18]: Computational Grid - rptt.n op11eHT11posaHHbIH 

Ha pacnpe.neneHHbie Bb1q11cneHHJI, Data Grid - rp11.n optteHT11posaHHb1ii Ha o6pa6oTKY 6oJiblIIHX 

noTOKOB ,naHHbIX, Informational Grid - rptt.n op11eHT11posaHHbIH Ha HHTerpau1110 KpynHbIX 

pacnpe,neneHHbIX xpaHHJIHm (OGSA-DAI), B no.no6HhIX apx11TeKrypax ttcnoJib1yeTcJI 

ueffTPaJIH30BaHHblH peeCTP, xpaHJI[J..(HH MeTa,naHHbie Bcex cepBHCOB 11 pacnpe,neJieHHbIX xpaHHJIH[J..(, 

Hybrid Grid - rptt.n coqemIOmttii B ce6e KaK Computatuinal/Data Grid TaK 11 Informational Grid, 

Semantic Grid - 3TO JII06oii H3 OilHCaHHblX THilOB rp11,n-apXHTeKT)'p, B KOTOpOM OilHCbIBaeTCJI 

ceMaHTHKa pecypcoB (HHTepcpeiicbI, xapaKTepHCTHKH npOH3BOJJ:HTeJibHOCTH, oco6eHHOCTU 

6e3onaCHOCTH ). 

Ceiiqac ~e MO,KHO yTBep,KAaTb, qTQ OCBOeHHe rpH,n-HHcppaCTPYK'fYPbl JIBJIJieTCJI Ba)l(HbIM 

cpaKTOpOM pa3BHTHJI p,:i,na HayKoeMKHX npHJIO)KeHHH, ,nJIJI KOTOpb!X TPe6Y!QTCJI 

BbICOKonpOH3BOAHTeJibHbie BbJqHcJieHHJI 11 MaCCOBaJI -o6pa60TKa HH<pOpMa[IHH. O.nHaKO co1.naH11e 

pacnpe,neJieHHbIX rpH,n-npHJIO,KeHHH OTHOCHTCJI K HaYKOeMKHM 3a_naqaM 11 JIBJIJieTCJI cymecTBeHHO 

6onee CJIO,KHbJM npoueccoM no cpaBHeHHIO C C03,naHHeM 06b1qHbIX IlOCJie,noBaTeJibHbIX 

nporpaMMHblX CHCTeM. B CBJI3H C 3THM BeCbMa aKT)'aJibHbIM CTaHOBHTCJI 3a_naqa pa3BepTbIBaHHJI 

CHCTeMbl no.nroTOBKH BblCOKOnpocpeccHOHaJibHblX Ka,npoB B o6JiaCTH pacnpe,neJieHHbIX BbJqHcJieHHH 11 

rpH,n-TeXHOJiomii. 

AHaJIH3 cpe.nepaJibHbIX rocy.napcTBeHHbIX o6pa3oBaTeJibHbIX CTaH,napTOB (<l>fOC) HOBOro 

nOKOJieHHJI IlOKa3aJI, qTO HaH60Jiee a,neKBaTHOH yqe6HO-MeTO,nHqecKOH nJiaTcpOpMOH MJI IlOCTPOeHHJI 

CHCTeMbl rpH,n-o6pa3oBaHHJI JIBJIJIIOTCJI HanpaBJieHHJI, pa3pa6oTaHHbie QJaKYJibTeTOM BbJqHCJIHTeJibHOH 

MaTeMaTHKH 11 KH6epHeTHKH MfY HM. M.B. JlOMOHOCOBa: 

0 I 0400 - IlpHKJia,nHaJI MaTeMaTHKa 11 HH<pOpMaTHKa, 

010300 <l>yH,naMeHTaJibHaJI HHcpOpMaTHKa 11 HH<jJopMa[IHOHHbie TeXHOJIOmH - <l>Ml1T (oo 
2010 200a «HHrjJOpMOlfUOHHble meXHOJl02UU»). 

YKa3aHHbie HanpaBJieHHJI Il03BOJIJIIOT IlOCTPOHTb IlOJIHYIO ypOBHeBYIO CHCTeMy no.z:i:roTOBKH, 

BKJIIOqaIOmYIO KaK ypoBeHb 6aKaJiaBpa (B BH,ne npoqmm1), TaK 11 ypoBeHh MarHCTPa (MamcrepCKaJI 

nporpaMMa). IlpH 3TOM MamcTepcKaJI no,nrOTOBKa B ,naHHOM CJiyqae HMeeT 6oJiee BeCOMOe 3HaqeHHe, 

' KaK C TO'IKH 1peHHH KOHelJHblX 11eneii o6yqeHHJI (no,nroTOBKa BblCOKonpocpeccHOHaJihHhlX 

'KpeaTHBHhIX Ka,npos), TaK 11 B IlJiaHe IlOJIHOThl o6beMa 3HaHHH MJI no,nrOTOBKH npocpeCCHOHaJIOB 

,naHHOH HanpaBJieHHOCTH. Ilo3TOMY B Ka11ecrne nepsoo11epe,nHOH 3a_naq11 aBTOpaMH CTaBHTCJI 11eJih 

. pa3pa6oTKH tt BHe.npeHHJI s yqe6HYIO npaKTHKY MamcTepCKOH nporpaMMbl, noJiyqHBllleii Ha3BaHHe 

«BbICOKOnpOH3BOAHTeJibHhie pacnpe,neJieHHhie TeXHOJIOrHH 11 fPI1,ll;». 

K OCHOBHhlM waraM peweHHJI 3TOH 3a_na1111 CJie,nyeT OTHeCTH CJie.nYIOmee: 

C03,naHHe yqe6HO-MeTOAH'leCKOro o6ecneqeHHJI (cneUHQJHKa[IHH o6beMa 3HaHHH, 

yqe6HhIX nporpaMM, yqe6HhIX Kypcos H npaKTHqecKHX 1aHJITHii, YMK H np.); 
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C03Aam1e yqe6Hoii. rpH,ll;-IIH<ppacTJ)yKT)'phI, rro;mroHa GRID-EDU; 

pa3BepThIBaH11e rrporpaMMHoro 06ecrreqeH11si rrpoMe)KyTOqHoro cJiosi (middleware) 11 

pa3pa6oTKa cpeACTB ytt11qi11u11poBaHHOfO AOCTyrra K rpH,JJ;-cepBIICaM pa3HOro KJiacca 

rpllA-IIH<ppaCTJ)YKT)'p; 

np11MeHeH11e TeXHOJIOfllH 3JieKTJ)OHHOro o6yqeHIISI, opraH113aUIISI yqe6Hh!X rrpouecCOB 

AJISI KJiacc11qecKOH II CMewaHHhIX qiopM o6yqeHIISI. 

KpaTKO paCCMOTJ)IIM peweHIISI, pa3pa6oTaHHhie np11 pean113au1111 YKa3aHHhIX Bhlllle waroB. 

2. CoJAaHHe yqe6HO-MCTO~H'ICCKOro o6ecne'IeHHH 

B AaHHOM rrpoeKTe rrepBOCTerreHHOe 3Haqem1e YAeJisieTCSI pa3pa6oTKe o6beMa 3HaHIIH 

c11cTeMhI rp11A-06pa30BaHID1 (Knowledge of Body of Grid-Education - KoB GE). IIp11 3TOM 

IICilOJih3YeTCSI IIOAXOA, aHaJiomqHhIH IlOAXOAY, rrp11MeHS1eM0My rrp11 pa3pa60TKe TIIIIOBhIX rrporpaMM 

yqe6HhIX KypcoB opraH113au11siM11 IEEE II ACM [19]. B AaHHOM IIOAXOAe o6beM 3HaH11ii. 

orrpeAeJISleTCSI B BH,JJ;e 11epapx11qecKOH KOHCTJ)YKUIIII C TJ)eMSI ypoBHSIMII 11epapx1111, BKJIJOqasi ypOBHII 

rrpeAMeTHhIX o6JiaCTeii. 3HaHIIH, Pa3AeJIOB o6JiaCTeH II TeM (TOIIIIKOB) Pa3AeJIOB. IIpouecc 

npoeKT11poBaHID1 o6beMa 3HaHIIH CIICTeMhl rp11A-o6pa30BaHID! HOCIIT KOJIJieKTIIBHhIH xapaKTep. ~SI 

IIHTeHCllqlllKaUIIII 3TOro rrpouecca IIJiaH11pyeTCS1 IICIIOJlh30BaTh rrpouecc KOHCOPUIIYMHOH 

CTaHAapT113au1111, opraHll30BaHHhIH Ha OCHOBe pecypca it-edu.ru • 

HJl)Ke rrpeACTaBJieH cocmB rrpeAMeTHhIX o6Jiacreii. KoB GE: 

DC l : ApXIITeKrypa rrapanJieJihHhIX II pacrrpeAeJieHHhIX BhJq11cJI11TeJihHhIX c11creM, 

DC2: IIapMllfMhI II MeTOAhI pacrrpeAeJieHHhIX Bh1q11cJieH11ii. 11 rrpoueccoB o6pa6oTKII 

IIH<pOpMau1111, 

DC3: fp11A-CIICTeMh111 ITO rrpoMe)KYTOqHoro CJiosi, 

DC4: PacrrpeAeJieHHhie o6beKTHhie TexHoJiom11, 

DCS: TexHoJiom11 o6JiaqHhIX Bh1q11cJieH11ii., 

DC6: OHTOJIOr11qecKoe MOAeJI11poBaH11e B rp11A-CpeAe, 

DC7: MeTOAhI 06ecneqeHID1 6e3orracHocT11 rpH,JJ;-c11cTeM, 

DC8: MMIIHIICTJ)llpOBaH11e rpH,JJ;-c11cTeM, 

DC9: MeTOAhI II cpeACTBa pa3pa60TK11 rp11A-np11Jio)KeH11ii., 

DC l 0: OpraHll3au110HHO-MeToA11qecKoe 06ecneqeH11e rp11A-CIICTeM. 

3. CoJAaHne noJJHroHa GRID-EDU 

3qi<peKTJIBHhIH yqe6HhIH npouecc B o6JiaCTII BhICOKOIIp0113BOAIITeJihHhIX Bb[qllCJieHIIH 
HeB03MO)KH0 rrpeACTaBIITh 6e3 rrpoBeAeHIISI rrpaKT11qeCKIIX 3aHSITIIH II IICCJieAOBaHIIH Ha COBpeMeHHOH 

TeXHOJIOmqeCKOH 6a3e C IICilOJih30BaHlleM COBpeMeHHhIX cpeACTB pa3pa60TKII rrporpaMMHOfO 

06ecrreqeH11si. I10JI11roH GRID-EDU C03AaeTcsi Ha OCHOBe CJieAYJOI..UIIX TJ)e60BaH11ii.: 

1. BKJIJOqeH11e B COCTaB IlOJillfOHa BhICOKOilp0113BOAJITeJihHhIX BhJqllCJIIITeJihHhlX pecypcoB II 

IIH<ppaCTJ)YK'fYPHhIX peweHIIH pa3n11qHhIX TIIIlOB, B qaCTHOCTII, MHororrpoueccopHhIX 

CIICTeM c o6meii. naMSIThJO, CIICTeM c pacrrpeAeJieHHOH rraMSIThJO, cepBIICHhIX rpllAOB, 

rpHA-CIICTeM Ha 6a3e 06beAIIHeHHhIX B CeTII nepCOHaJihHhIX KOMIIhJOTepoB; 

2. <pyttKUIIOHaJihHaSI IlOJIHOTa IIHCTJ)yMeHTaJihHhIX cpeACTB - Ha KOMIIhJOTepax llOJlllfOHa 

GRID-EDU AOJl)KeH rrpllCYTCTBOBaTh w11poK11ii. Ha6op CTattAapTHhIX nporpaMMHhIX 

cpeACTB IlOCTJ)OeHIISI rp11A-IlP11JIO)KeH11ii.; 

3. npeAOCTaBJieH11e AOCTyrra MS! pa3JillqHhIX opraHll3aUIIH K cepBIICaM II pecypcaM rpHA

IIH<ppaCTJ)YKTYP np11 o6ecrreqeHIIII HaAe)KHhIX cpeACTB aYTeHT11<p11Kau1111 II aBTOp113au1111, 

CBOASII..UIIX K MIIHIIMYMY p11CK HecaHKUIIOHllpOBaHHOfO rrpOHIIKHOBeHIISI B KOMilhJOTepHbie 

CeTII opraH113aUIIH. 

Co3AaH11e noJI11roHa GRID-EDU, YAOBJieTBopsiJOmero onpeAeJieHHhIM BhIWe ycJIOBIISIM, 

BeAeTCsi nocpeACTBOM 11HTerpau1111 pecypcoB oprattll3au11ii., yqacTBYJOI..UIIX B paccMaTp11BaeMOM 

npoeKTe. 
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4. liaJOBblC rpHJJ.-TCXHOJIOrHH JJ,JIH opraHH3al)HH y11e6uoro nponecca 

BruKHbIM BOnpocoM COJJJ,aHirn o6pll30BaTeJibHOH CHCTeMbl B o6nacrn rpHJJ. H 

pacnpeJJ,eJieHHOfO KOMilblOTHHra HBmieTCH Bb16op rpHJJ,-TeXHOJIOrHH JJ,JIH yqe6Horo npouecca H 

ocnameHHe HMH rpHJJ.·IlOJIHfOHa. KaK CJieJJ,yeT HJ BbillleCKll3aHOro, OJJ,HO m TPe6oaaHHH K 

OCHameHHIO rpHJJ,aMH yqe6HOH 6ll3bl - 3TO o6ecneqeHHe B03M0j{(HOCTH JJ,JIH yqamwxc» pa60TaTb C 

rpHJJ,aMH pll3HblX KJiaCCOB, B qacTHOCTH, KaK C BbiqHCJIHTeJibHblMH, TaK H HHq>OpMaUHOHHblMH. 

ITpH BbI6ope BblqlfCJIHTeJibHbIX rpHJJ,0B JJ,JIH yqe6Horo npouecca 6bIJI npoBeJJ,eH aHaJIH3 

• Haw6onee pacnpOCTPaHeHHbIX pellleHHH B 3TOH o6JiaCTH, KOTOpblH Il0Kll3aJI, qTo B HaCTo»mee BpeMH 

ycnelllHO p113BHBaIOTCH JJ,Ba OCHOBHbIX IlOJJ,XOJJ,a K IlOCTPOeHHIO BbJqlfCJIHTeJibHblX rpHJJ.OB. 

ITepBbIH noJJ.XOJJ., nOJI)"IHBIIIHH Hll3bIBaHHe cepBHCHoro rpHJJ,a (Service Grid), npeJJ.nonaraeT 

p113BepTbIBaHHe pacnpeJJ,eJieHHOH cepBHC-OpHeHTHpOBaHHOH HHcppacrpyKryphl, 06ecneqwsa10meil. 

YffH!pHUHPOBaHHblH YJJ.aJieHHbIH JJ,ocryn K BbIJJ,eJieHHbIM pecypcaM ypOBHH KJiacTepoB HJIH 

cynepKOMilblOTepoB. ITocTaBI.UHKaMH pecypcoB B IlOJJ,06HbIX CHCTeMax HBJIHIOTCH JJ.OCTaTOqHo 

KpynHbie opraHHJaUHH, o6JiaJJ,aIOI.UHe pecypcaMH YKll3aHHOro ypOBHH. KaK npaBHJIO, BKJIIOqaeMbie a 

cepBHCHbIH rpHJJ. pecypcb1 »BJIHIOTCH roMoreHHbIMH, TO ecTb q>YffKUHOHHPYfOT noJJ, ynpaBJieHHeM 

OJJ,HOH BepCHH oc H npeJJ,OCTaBJilllOT OJJ,HHaKOBOe OKp~eHHe JJ,JIH 3anycKaeMblX JaJJ,aHHH. qHCJIO 

IlOJib30BaTeJieil. cepBHCHblX rpHJJ.OB ropll3JJ.O 60Jibllle qwcJia IlOCTaBI.UHKOB pecypcoB. ITpH 3T0M 

K~blH IlOJib30BaTeJib MOj{(eT HCilOJib30BaTb pecypCbl rpHJJ.a JJ,JIH 3anycKa CB0HX npHJIOj{(eHHH. 

ITpwMepaMH cepBHCHhIX rpHJJ.OB HBJI»IOTCH EGEE, NorduGrid, TeraGrid. E1130BbIM. npoMej{(YTOqHbIM 

ITO noJJ,o6HbIX cwcTeM cn~aT TeXHoJiomw Globus Toolkit, gLite, ARC, UNICORE. HeJJ,ocTaTKOM 

cepBHCHbIX rpHJJ,0B HBJIHeTCH BbICOKaH CJIOj{(HOCTb ycTaHOBKH H aJJ,MHHHCTPHPOBaHHH YKll3aHHOro 

ITO, qTQ orpaHwqwaaeT Kpyr IlOTeHUHaJibHbIX IlOCTaBI.UHKOB pecypCOB. 

Brnpoil. noJJ,XOJJ., TaK Hll3hIBaeMbIH rpHJJ, pa6oqwx CTaHUHH (Desktop Grid), npeJJ,nonaraeT 

HCilOJib30BaHite pecypcoB 60Jiblll0fO KOJIHqecTBa npocTaHBaIOI.UHX nepCOHaJibHbIX KOMilblOTepoB, 

IlOJJ,KJIIOqeHHblX K ceTH. ITocTaBI.UHKaMH pecypcoB B IlOJJ.06HblX CHCTeMaX HBJIHIOTCH PHJJ.OBbie 

IlOJib30BaTeJIH. IToJJ,KJIIOqaeMbie B rpHJJ. pecypcbI pa6oqwx CTaHUHH HBJIHIOTCH reTeporeHHblMH no 

CBOeil. apXHTeKrype H nporpaMMHOMY o6ecneqeHHIO. ITpH 3TOM JJ,aHHbie pecypcbI, KaK npaBHJIO, 

JJ.OCTYilHbl He IlOCTOHHHO, a TOJibKO B MOMeHTbl HX npOCTOH. IT03TOMY, B OTJilfqlfe OT cepBHCHbIX 

rpHJJ.OB, COCTaB pecypCOB rpHJJ,a pa6oqwx CTaHUHH HBJIHeTCH ropll3JJ.O 6onee JJ,HHaMHqHbIM. B 

IlOJJ,06HblX CHCTeMax qwcJIO IlOCTaBI.UHKOB pecypcoB 06b1qno ropll3JJ.O 6oJibllle qwcJia IlOJib30BaTeJieil., 

HCilOJib3yIOI.UHX pecypCbl rpHJJ,a JJ,JIH 1anycKa npHJIOj{(eHHH. ITpHMepaMH TeXHOJIOrHH JJ,JIH 

opraHmauww rpHJJ.a pa6oqwx CTaHUHH »BJI»IOTCH BOINC, Condor, XtremWeb. B oTJiwqwe OT 

TeXHOJIOrHH cepBHCHbIX rpHJJ.OB, JJ,aHHbie TeXHOJIOrHH Il03B0JIHIOT JierKO H 6bICTPO IlOJJ,KJIIOqaTb K 

CHCTeMe HOBbie pecypcbI. 

Ha JJ,aHHOM 3Taile p113pa60TKH MarHCTepcKOH nporpaMMbl JJ,JIH ee peaJIH3aUHH BbI6paHbl 

cneJJ.yIOI.UHe HHcppaCTPYKTYPHhie TexHonomw: 

npoMej{(YTOqHoe nporpaMMHOe o6ecneqeHHe gLite, KOTopoe »BJIHeTCll Haw6onee 

pacnpocTpaHeHHhIM cnoco6oM opraHmauww rpHJJ.·Bb1qwcneHHH B Eapone; 

rpwJJ. pa6oqwx CTaHUHH (desktop grids) BOINC (Berkley Open Infrastructure for Network 

Computing), B KaqecTBe BblqHCJIHTeJibHbIX pecypCOB KOTOporo IlJiaHHpyeTCH 

HCilOJib30BaTb MOI.UHOCTH KOMilbIOTepHbIX KJiaCCOB H BbIJJ,eJieHHbie pecypcbI opraHH3aUHH 

EGEE, noJJ,KJI10qeHHbie K rpHJJ.Y pa6oqwx CTaHUHH npw noMOI.UH TeXHOJIOrHH EDGeS. 

Bb16op HHq>OpMaUHOHHbIX rpHJJ.-HHcppacTPKTYP JJ,JIH HX HCilOJib30BaHHH B o6pll30BaTeJibHOM 

npouecce eme He 1aaepI11eH, B BHJJ.Y wx 60JibI11oro MHoroo6pll3H», BKJI10qa10mero, KaK ~e 

OTMeqaJIOCb rpHJJ.bl 3HaHHH, OHTOJiomqecKHe rpHJJ,bl, ceMaHTHqecKHe rpHJJ,bl, H JJ.P, 

5. IlpHMeHCHHe TCXHOJIOfHH 3JICICTpOHHOfO 06y11eHHH 

TeXHOJIOrHH pacnpeJJ,eJieHHbIX H napanJieJibHblX BbJqHcJieHHH HBJIHIOTCH 

6hICTPOPll3BHBa10meil.c» JJ.HHaMwqHo H3MeH»10meil.c» o6naCTbIO 3HaHHH. ITo3TOMY qpe3Bbiqail.Ho 

OCTPO CTOHT Bonpoc C03JJ,aHHH o6pll30BaTeJibHOro KOHTeHTa H IlOJJ.JJ.epj{(aHHe ero B COOTBeTCTBHH C 
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COBpeMeHHbIMH TeXHOJIOfHllMH napamJeJibHbIX H pacnpe,neJieHHblX BbJqJ,!CJieHHH. Cne11ttaJIHCTaMH 
HCA PAH, BMK MfY, M<l>Tl1 tt ,npymx opraHtt3aUHH HaKoilJieH 3HaqttTeJibHbIH onbIT 
npeno,nasaHHJI MeTO,!l;OB H TeXHOJIOrHH napaJIJieJibHblX H pacnpe,neJieHHblX Bb]qttcJieHHH. 
Pa3pa6oTaHbl yqe6Hble noco6ttll H CJiaH,nbI npe3eHTallHH. PaJMeI.I.(eHHe 3TOro MaTepttana B e,nttHoM' 
xpaHHJIHW:e n03BOJIHT C03,naTb ttmpopMaUHOHHblH pecypc, noJie3HblH KaK ,nJIJI npeno,naBaTeJieH, TaK H 
,nJill cTy,neHTOB, o6yqaIOW:HXCll no TeMaTIIKe pacnpe,neJieHHbIX BbJqttcJieHHH H rptt,n. C 3TOH ueJibIO 
aBTOpaMH Be,neTCJI pa6oTa no C03,!l;aHHIO COOTBeTCTBYIOW:ero yqe6Ho-MeTo,nttqecKoro o6ecneqeHHll Ha 
6aJe pecypca BttpryaJibHOH Ka<f>e,npbI http://vitu.oit.cmc.msu.ru/. 

6. KpaTKoe co,!J,epmauue 6a1ouoro ro,!J,ouoro KYPCa 

PacCMOTpttM KpaTKOe co,nep)Kam1e nporpaMMbl 6aJOBOf0 CeMeCTPOBOro Kypca MarHCTepcKOH 
nporpaMMbl, pa3pa60TaHHOro aBTOpCKHM KOJIJieKTHBOM, KOTOpbIH anpo6ttpyeTCJI B HaCTOHIUee speMl! 
B paMKax yqe6Horo npouecca Ha q>aKyJibTeTe BMK MfY ttMeHH M.B. JloMoHocosa. ,l.(aHHbIH Kypc 
Ha3bIBaeTCJI «BbICOKOnpOH3B0,!J,HTeJibHble pacnpe,neJieHHbie TeXHOJIOrHH H f Pl1,ll;», ero nporpaMMa 
BKJIJOqaeT CJie,!J,YJOW:He TeMbI: 

Bse,neHHe B napanJieJibHbie H pacnpe,!J,eJieHHbie BbJqJ,!CJieHHJI, 
OcHOBHbie TeXHOJIOrHH pa3pa6oTKH nporpaMM Ml! CHCTeM c o6w:eii tt pacnpe,neJieHHOH 
naMJITbIO, 
TipaKTHKYM no napaJIJieJibHbIM Bb[qJ,!CJieHtteM, 
BBe,!J,eHtte B fptt,n-TeXHOJIOfHH, 
OcHOBbl TeXHOJIOfHH ,l.(ecKTon-rptt,[1,, 
YcrnHoBKa tt HacTpottKa BOINC, 
3anycK pacnpe,neJieHHbIX npttJIO)KeHHH B nJiaTq>opMe BOINC, 
Pa3pa6oTKa tt c6opKa npHJIO)KeHttH M» IlJiaTq>opMbI BOINC -1, 
Pa3pa6oTl(a tt c6opKa npHJio)KeHttH Ml! nJiaTq>opMbI BOINC -II, 
Bse,netttte B TexHoJiom10 MapReduce, peanmautt» Ha nJiaTq>OpMe Hadoop, 
Pa3pa6oTKa tt JanycK npHJIO)KeHttH Ha IlJiaTq>opMe Hadoop, 
BbICOKoyposHeBbie TexHoJiorntt Ha 6aJe MapReduce, »3bIK PIG, 6tt6JittOTeKa Cascading. 

B 3aKJIJOqeHtte CJie,nyeT OTMeTHTb, qTo paccMOTPeHHb!H BbIIIIe npoeKT JIBJil!eTCll OTKpb!TbIM. 
Ero peanma11ttll s qacTH yqe6Ho-MeTO,!l;HqecKOro o6ecneqeHHJI npoBO,!l;HTCJI c noMOW:bIO 
KOHCOpUHYMHOro no,nxo,na Ha 6a3e CaHTa no,n,nep)KKJ,i yqe6Ho-MeTO,nHqecKoro COBeTa ,nJill 
HanpaBJieHttH TIMI1 tt <l>l1l1T www.it-edu.ru. 
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Oli'hE~HHEHHE BhICOKOYPOBHEBhIX 
BhlqHCJIHTEJihHhlX PECYPCOB B P ACIIPE~EJIEHHOH 

CPE~E 

A. TI. Aq>aHacbeB, B. B. Borronnrnoa, M. A. IlocbmKHH, 0. B. Cyxopocrroa 

H11cmumym cucmeM11020 a11aJ1U3a P AH, Moc1<.ea, PoccUR, 
Moc1<.oec1<.uu <jJuJu1<.o-mex11ur-1ec1<.uu u11cmumym (20cyoapcmee1111bzu y11ueepcumem) 

CospeMeHHbie rpJm-CHCTeMhl opHeHTHpOBaHbl Ha HHTerpaI.-IHIO BbICOKOIIpOH3B0.[{HTeJibHbIX . 

BbJqHCJIHTeJibHbIX pecypcoB .nm1 peweHIDI 3a,naq C rrpe,neJibHO BbICOKHMH TPe6osaHH.IIMH K rro,no6HblM 

pecypcaM, a TalOKe 3a,naq rrepe6opHoro H IIOHCKOBOfO THna, .nonycKaIOIUHX ,neKOMil03HUHIO Ha 

MHO)l(eCTBO He60JiblIIHX He3aBHCHMblX no,n3a,naq, IIpe,nCTaBJI.lleTC.11, qTo KOHUeilUH.11 rpH,n

BbJqlfcJieHHH MO)l(eT 6hITb HCil0Jlb30BaHa .[{JI.II peweHH.11 6oJiee WHpOKOro KJiacca 3a,naq, 

OTJilfqHTeJibHOH oco6eHHOCTbIO KOTOpbIX .IIBJl.lleTC.11 B03MO)l(H0CTb HX .neKOMil03HUHH Ha 

OTHOCHTeJibHO «KpynHbie» THilOBbie no,n3a,naqlf, ,[l;aHHbIH KJiacc qiaKTHqeCKH OXBaTbIBaeT WHpOKHH 

crreKTP BbJqlfCJIHTeJibHblX 3a,naq MaTeMaTHKH, q>H3HKH, XHMHH, 6HOJIOfHH H T • .[{. ,[l;JI.11 peweHIDI TaKHX 

3a,naq TPe6yeTc.ll Ha6op cepBHCOB peweHH.11 THilOBbIX BbJqHCJIHTeJibHbIX MareMaTHqecKHX 3a,naq, 

CB.113aHHbIX .npyr C .npyroM B COOTBeTCTBHH co cxeMOH peweHH.11 HCXO.[{HOH 3a,naqH, I10.11BJieHHe 

B03MO)l(HOCTH peweHH.11 CJIO)l(HbIX 3a,naq nyTeM KOMII03HUHH npo6JieMHO-OpHeHTHpoBaHHbIX 

cepBHCOB BbIBeCTH pacrrpe,neJieHHbie BbJqlfCJIHTeJibHbie cpe,nbl Ha KaqecTBeHHO HOBbIH ypoBeHb. 

IIpe.[{JlaraeMbIH no.nxo.n, OXBaTb1Ba10mnii q>aKTHqecKH Bee :nanbl HayqHhlX HCCJie.[{OBaHHH, 

COCTOHT B nOCTPOeHHH pacnpe,neJieHHbIX BbJqHCJIHTeJibHblX cpe.n HOBOfO IlOKOJieHIDI, 

npe.nocTaBJI.IIIOIUHX .[{OCTyn K npo6JieMHO-opneHTHpOBaHHbIM cepBHCaM H o6pa3YJOIUHX 

yHHBepcanhHYJO HHq>paCTPYKTYPY .[{JI.II HayqHoii KoonepauHn. ,[l;aHHa.11 HHq>paCTPYKTYPa 6a3npyeTc.11 

Ha cepBHC-OpHeHTHpoBaHHOM no.nxo.ne: IlOJib30BaTeJIH rrpeo6pa3YJOT CBOH npHJIO)l(eHIDI B y,naJieHHO 

.[{OCTynHbie cepBHCbl, KOTOpbie MOryT 6hITb o6Hap~eHbl H HCilOJib30BaHbl .npyrHMH IlOJib30BaTeJI.IIMH 

.[{JI.II peweHH.11 HHTepeCYJOIUHX HX 3a,naq, ,[l;aHHblH no.nxo.n o6o6maeT H.[{eH COBMeCTHOfO 

HCil0Jlb30BaHIDI BbJqHCJIHTeJihHbIX pecypcOB B rpim, pacwHp.11.11 npH 3TOM B03M0)1(HOCTH CHCTeMbl H 

JIHKBJmHpy.11 pa3pb1B Me)l(.[{y npHKJia.[{HbIMH 3a,naqaMH H BbJqHCJIHTeJihHOH HHq>paCTPYKTJPOH. 

CJie,nyeT no,nqepKHYTh, ~o cepBHC-opneHTHpOBaHHble HayqHbie cpe,nbI He .IIBJI.IIIOTC.11 

OTPHUaHHeM rpim-cncTeM, a, HanpOTHB, - .[{OJI)l(Hbl 6a3HpOBaThC.II Ha BbJqHCJIHTeJibHOH rpH,n

HHq>paCTPYKTYPe, HCil0Jlh3Y.II ee .[{JI.II npose,neHIDI CJIO)l(HblX BbJqHCJieHHH H xpaHeHIDI 60JiblIIHX 

MaCCHBOB ,naHHblX. TaKHM o6pa30M, pe% imeT O ecTeCTBeHHOH 3B0JIIOUHH rpim-cHCTeM H 

peanmauHH HOBbIX CHCTeMHbIX ypOBHeii: Ha.[{ ~e C03.[{aHHOH HHq>paCTPYKTJPOH. HOBH3Ha )Ke 

npe.[{JlaraeMOro no.nxo.na COCTOHT B CMemeHHH aKUeHTa OT arperaUHH BbJqlfCJIHTeJlbHbIX pecypCOB Ha 

pewaeMble C IlOMOIUblO arperHpOBaHHblX pecypCOB 3a,naqH, ECJIH rpim-cHCTeMbl pa3BHBaJIHCb CHH3Y 

BBepx, HaqHHa.11 C "CblpbIX" pecypcos, TO cpe.[{bl HOBOfO IlOKOJieHIDI HaueJieHbl Ha OT06pa)l(eHHe 

npHKJia.[{HblX 3a,naq Ha .[{OCTyllHbie B rpim pecypCbl nyTeM C03.[{aHH.II npo6JieMHO-OpHeHTnpoBaHHbIX 

cepBHCOB. 

AKTYaJihHOCTb ,naHHOfO HanpaBJieHH.11 HCCJie,noBaHHH no,nTBep)l(.[{aeTC.11 cqiopMyJIHpOBaHHOH B 

2005 ro.ny KOHuenuHeii "cepsnc-opneHTHposaHHOii HayKH" (Service-Oriented Science) [ 1 ], aBTopoM 

KOTOpoii BbICrynHJI 1-bH <l>ocTep, 0.[{HH H3 OCHOBilOJIO)l(HHKOB rpJm-BbJqlfCJieHHH. B COOTBeTCTBHH C 

,naHHOH KOHUenuHeii:, cepBHC-OpHeHTHpoBaHHbIH no.nxo.n Il03B0JI.lleT opraHH30BaTb IlOBCeMeCTHbIH 

.[{OCTyn K pa3HOp0.[{HbIM HayqHbIM pecypcaM H aBTOMaTH3HpOBaTb npouecc HayqHhIX HCCJie.[{OBaHHH, 

TeM CaMbIM, OTKpbIBa.11 HOBbie B03MO)l(H0CTH .[{JI.II HayKH B ueJIOM. KoHuenUH.11 "cepBHC

opHeHTHpOBaHHOH HayKH" nepeKJIHKaeTC.11 C 6oJiee WHpOKOH KOHuenuHeii "3JieKTPOHHOH HayKH" e

Science, cqiopMyJIHpoBaHHoii ~OHOM T3ii:JiopoM B 1999 ro,ny. IIpeMaraeMbIH no.nxo.n Ta10Ke 

cornacyeTC.11 C pacrrpOCTPaHeHHOH B IIOCJie.[{Hee BpeM.11 MO.[{eJibIO "npHJIO)l(eHHe-KaK-cepBHC" 
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(Software-as-a-Service, SaaS), 3aKJI10'laIOI.Qeifo.11 B oq>0pMJ1eH1m nplfJlmKeHID! B BH,!l,e y,!l,aJJeHHO 
,!l,ocrynHoro cepBuca. 

Math Cloud 
Cpe,!1,a MathCloud [2] .11Bm1e-rc.11 cepBuc-opueHTupoBaHHOH MaTeMaTH'!eCKOH cpe,!1,ofi, 

6aJHPYIOI.Qefic.11 Ha TeXHOJIOrIDIX Web u rpH,!1,. QeIDIMH ,!1,aHHOH cpe,!1,1,I .IIBJI.IIIOTC.11 npe,!1,0CTaBJieHue 
yttuqmQHpOBaHHOfO ,!1,0cryna K npo6JieMHo-opueHTHp0BaHHbIM Bbl'IHCJJHTeJibHblM cepBHCaM " 
no,!1,,!1,ep)Kl(li HHTerpaQHH ,!l,aHHblX cepBHCOB npu peweHHH npHKJia,!l,HbIX 3a,!l,a'I. Bo rnaBy 

, npe,!1,JiaraeMoro no,!1,XO,!l,a K peaJJmaQuu cpe,!1,bI MathCloud CTaB.11Tc.11 y,!1,o6CTBO pa3pa6oTKH cepBucoB, 
, npoCTOTa ,!1,0Cryna K cepBHCaM nOJib30BareJieH H ucnOJib30BaHHe OTKpb!TbIX TeXHOJIOfHH. 

llpo6neMHO-opueHTHpoBaHHbIH BbI'IHCJIHTeJibHbIH cepBuc cpe,!1,bI MathCloud (,!1,aJJee - npocTo 
•. cepBHC) npe,!1,CTaBJI.lle'f co6ofi ,!1,0CrynHbIH no ce-ru nporpaMMHblH KOMnOHeHT, no,!1,,!1,ep)KHBaIOI.QHH 
peweHue onpe,!1,eJieHHOrO KJiacca 3a,!l,a'! C noMOI.QblO COOTBeTCTBYIQI.QHX Bbl'IHCJIHTeJibHbIX 

. aJJropHTMOB. B COOTBeTCTBHH C M0,!1,eJiblO KJIHeHT-cepBep, cepBHC o6cJI~Bae-r npHX0,!1,.111.QHe K HeMY 
3anpOCbl KJIHeHTOB Ha peweHue KOHKpe'I'HblX 3a,!l,a'!. 3anpoc KJIHeHTa C0,!1,ep,KHT napaMe-rpH30BaHHOe 
onucaHHe 3a,!l,a'IH, q>OPMYJIHpyeMoe B BH,!l,e KOHe'!HOro Ha6opa BXO,!l,Hb!X napaMe-rpOB. llocJie 
ycnewHofi o6pa6oTKH 3anpoca cepBuc B03BpaI.Qae-r KJIHeHTY pe3yJJbTaT, ocpopMJieHHbIH B BH,!l,e 

• KOHe'!HOro Ha6opa BblXO,!l,HblX napaMeTpOB. 
,lvl.11 yttuq>uKaQuu y,!l,aJJeHHoro ,!l,ocryna K cepBucaM MathCloud Ha ypoBHe npoTOKOJJOB u 

q>opMaToB ,!l,aHHbIX ucnonb3ye-rc.11 apXHTeICTypHbIH CTlfJlb REST (Representational State Transfer) [3]. 
REST o6Jia,!1,ae-r p.11,!1,0M npeHMYI.QeCTB no cpaBHeHHIO c TeXHOJIOfIDIMH Web-cepBucoB Ha ocHoBe 
npoTOKOJia SOAP: npocTOfi yttuq>uQupoBaHHbIH HHTepcpefic Ha ocHoBe OTKpbITbIX CTaH,!1,apTOB HTTP 
" URI; MaKCHMaJJbHa.11 CB060,!1,a BbI6opa .113b!Ka nporpaMMHpOBaHID! " cpe,!1,CTB pa3pa60TKH; BblCOKa.11 
Macwm6upyeMOCTb 3a cqe-r rpaMOTHoro ucnOJib30BaHIDI KJIIO'!eBbIX ::meMeHTOB apxuTeICTypbl Web. 
,[vl.11 cpe,!1,bI MathCloud 6bIJI pa3pa6oTaH u no,!1,po6Ho onucaH CTaH,!1,apmbIH REST-uHTepq>efic [4], 

. KOTOpblH ,!1,0JI,KHbl peaJJH30BbIBaTb Bee cepBHCbl cpe,!1,bl. ,l(aHHblH HHTepcpefic no,!1,,!1,ep)KHBae-r o6MeH 
.u.aHHbIMH B cpopMaTe JSON, acuHXpOHHYIO o6pa6oTKy 3anpocoB u nonyqeHue onucaHIDI cepBuca. 

Pa3pa60TaH KOHTeHHep cepBucoe, peanH3YIQI.QHH YKaJaHHbIH HHTepcpefic u 
no,!1,,!1,ep,KHBaIOI.QHH 6blCTPOe npeo6pa30BaHue B cepBHCbl nplfJIO,KeHHH C HHTepq>eHCOM KOMaH,!l,HOH 
CTPOKH. I(a,K.u.bIH cepBHC, pa3BepttyTblH B KOHTeHHepe, ,!),ocryneH nOJib30BaTeJI.IIM cpe,!1,bl qepe3 Be6-

. 6paY3ep. llpomBe,!l,eHa HHTerpaQID! KOHTeHHepa cepBucoB c rpH,!1,-HHq>pacTPYKTYPOH EGEE, 
no3BOJI.IIIOI.Qa.ll npeo6pa30BbIBaTb B cepBHCbI MathCloud CYI.QeCTBYIQI.QHe rpH,!1,-nplfJIO,KeHID!. 

llo,!1,,!1,ep)Kl(ll o6oe,!l,HHeHIDI lfJIH KOMn03HQHH cepBHCOB .IIBJI.lleTC.11 KJIIO'!eBOH q>yttKQHeH 
cepBHC-opueHTupoBaHHOH cpe,!1,bl, n03BOJI.IIIOI.QeH nOJib30BaTeJI.IIM ,!1,aHHOH cpe,!1,bl "co6upaTb11 H3 
CYI.QeCTBYIQI.QHX cepBHCOB HOBbie nplfJIO,KeHID! H, '!TO oco6eHHO Ba,KHO, HOBbie cepBHCbI, pa3BHBa.ll, 
TeM caMbIM, cpe,!J,y. ,lvl.11 3THX Qenefi B paMKax MathCloud npe,!1,ycMOTPeHbI roTOBbie cpe,!1,cTBa, 
ynpoI.QaIOI.QHe KOMn03HQHIO cepBHCOB H ,!1,0CTyDHbie nOJib30BaTeJJ.IIM C MHHHMaJJbHOH 
KBaJJHq>HKaQuefi. B qacTHOCTH, pa3pa60TaHa workflow-cucTeMa [5], no3BOJI.IIIOI.Qa.ll OnHCbIBaTb 
cQeHapufi coBMeCTHoro ucnoJib30BaHu.11 HeCKOJibKHX cepBHCOB MathCloud npu nOMOI.QH BH3YaJJbHOro 

. pe.u.aKTopa. OnucaHHbIH CQeHapufi MO,Ke-f 6bITb 3aTeM npeo6pa30BaH B HOBbIH cepBuc MathCloud u 
3anYI.QeH Ha BbIDOJIHeHHe DyTeM Bbl30Ba ,!l,aHHOro cepBHCa. 

llpe,!1,JiaraeMblH no,!l,XO,!I, n03BOJI.lle'f CKpb!Th OT noJib30BaTeJI.II ,!l,e'faJJH peaJJH3aQHH Bbl30BOB 
cepBHCOB " nepe,!1,a'!H ,!l,aHHblX Me,KJJ.y HHMH, OCTaBHB noJib30BaTeJIIO TOJibKO Heo6X0,!1,HMOCTb 

. npaBlfJlbHOro coe,!l,HHeHH.11 cepBHCOB ,!1,pyr C ,!1,pyroM. TaKUM o6pa30M, MHome 3a,!),a'IH, peweHue 

. KOTOpblX CBO)J.HTC.11 K KOMnOHOBKe CTaH,!1,apTHblX cepBHCOB, CTaHOB.IITC.11 ,!1,0CTyDHblMH ,!l,Jl.11 
noJib30BaTeJiefi lie o6Jia,!J,aIOI.QHX HaBbIKaMH pacnpe,!1,eJieHHoro nporpaMMHpoBaHID!. fpacpuqecKoe 
npe,!1,CTaBJieHue CQeHapu.11 n03BOJI.lle'f C,!1,eJiaTb HarJI.11,!1,HblMH CB.113H Me,KJJ.y cepBHCaMH. KpoMe TOro, 
TaKoe npe,!1,CTaBJieHue Il03BOJI.lle'f 6bICTPO BHOCHTb H3MeHeHIDI B ~e pa60TaIOI.QHe CQeHapuu. 

BmyanbHblH pe,!1,aKTop cueHapueB peaJJH30BaH B BH,!l,e caMOCTO.IITeJibHOro Web-nplfJIO,KeHIDI, 
, 3anycKaeMoro B 6paY3epe. B CBOIO oqepe,!1,b, cpe,!1,a BbIDOJIHeHIDI CQeHapueB peaJJmoBaHa B BH,!l,e 
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REST-cepBHCa, I103Bomnomero xpaHHTb cueHapHH H 3KCIIOpTHpoBaTb HX B BH)le cepBHCOB 

Math Cloud. 

rpu~-CHCTeMbl H3 nepCOHaJlbHbIX KOMIIblOTCpOB 

CoBpeMeHHbie rpH)l-HHcppacTPYJCTYPbl MO,KH0 ycJIOBH0 pa3)leJIHTb Ha )lBa KJiacca: cepBHC

opHeHTHpOBaHHbie rpH)lbl (Cf) H rpH)l CHCTeMbl H3 rrepCOHaJibHblX KOMIIbIOTepoB (fITK). B 

aHrno»3bJqHoii JIHTeparype rrpHH»Ta TepMHHOJiom» Service Grids H Desktop Grids .[IJIH o6o3HaqeHHH 

CHCTeM rrepBoro H BToporo KJiacca COOTBeTCTBeHHO. OCHOBHOH 3a,[laqeii cepBHC-OpHeHTHpOBaHHblX 

rpH)lOB HBJIHeTCH rrpe)lOCTaBJieHHe BbJql{CJIHTeJibHbIX pecypcoB H pecypCOB xpaHeHHH )laHHblX ,[IJIH 

IIOJib30BaTeJieii rpH,LI-HH<ppacTPYJCTYPbl. Ilpw 3TOM arrrrapaTHbie pecypcbi ,[IJIH 3THX ueneii crreUHaJibHO 

Bbl,[leJIHIOTCH H IIOMep,KHBaIOTCH opraHH3aUHHMH-yqacTHHKaMH rpw.r1-accouwauwii. Ee30IIaCHOCTb 

)lOCTYIIa K pecypcaM KOffTPOJIHpyeTCH C IIOMOmbIO MeXaHH3Ma rpw.r1-cepTHq>HKaTOB, BbI)laBaeMblX 

IIOJib30BaTeJIHM. B Kaqecrne rrpHMepoB ycrreurnoii peanHJaUHH KOHUeIIUHH cepBHC-OpHeffTPOBaHHbIX 

rpw.r10B MO,KHO rrpwBecrn eBporreiicKHe rpw.r1-accouwauww EGEE (EGI) H DEISA. 

He)lOCTaTKOM cepBHC-OpHeHTHpOBaHHbIX rpH,LIOB HBJIHeTCH )lOCTaTOqHo BbICOKaH CTOHMOCTb 

HX C03)laHHH H 3KCIIJiyamuww, o6ycJIOBJieHHaH Heo6xO)lHMOCTbIO rrpwo6peTeHHH, ycTaHOBKH H 

IIOMep,KaHHH B pa60TOCIIOC06HOM COCTOHHHH BbI)leJieHHbIX pecypcoB. CymecTBeHHO 6onee .r1eweBOH 

aJibTepHaTHBOH, IIOJiyqHBIIIeii urnpOKOe pacrrpOCTPaHeHHe B Hacro»mee BpeMH, HBJIHeTCH 

HCIIOJib30BaHHe rrpocTaHBaIOmHx pecypcoB rrepCOHaJibHbIX KOMIIbIOTepoB. 3aMeqeHO, qyo rrpH 

BbIIIOJIHeHHH 60JibllIHHCTBa 3a,[laq, ,[IJIH KOTOpbIX rrpe)lHa3HaqeH rrepcOHaJibHblH KOMIIbIOTep, B 

cpe)lHeM 3arpY3Ka ueHTPaJibHOro rrpoueccopa He rrpeBbIIIIaeT 5-10% OT IIOJIHOH. OcTaBIIIHHCH pecypc 

MO,KHO HCIIOJib30BaTb ,[IJIH IIOJie3HOH pa60Tbl. Ha 3TOH H,[lee OCHOBaHbl rpH,LI-CHCTeMbl H3 

rrepcoHaJibHbIX KOMIIbIOTepOB. HaqaB cBoe pa3BHTHe c peIIIeHH» KOHKpeTHbIX 3a,Qaq (SETI@HOME) 

B pacrrpe.r1eneHHoii cpe.r1e, ceiiqac rrrK pa3BHBaIOTc» B paMKax 6oJibIIIHX Me)K,[lyttapo.r1HhIX rrpoeKTax, 

TaKHX KaK, KaK HarrpwMep DEGISCO[6], HarrpaBJieHHbIX Ha PMHKaJibHoe yBenwqeHHe 

BbJql{CJIHTeJibHOH MomHOCTH I10)l06Hb!X CHCTeM. B rITK IIOJib30BaTeJIH rrpe)lOCTaBJIHIOT pecypCbl 

rrepCOHaJibHblX KOMIIbIOTepoB )lJIH peIIIeHHH BbJqHCJIHTeJibHbIX 3a,[laq, perHCTPHPYH HX Ha cepBepe. 

3aTeM cepBep pacrrpe)leJI»eT no IIO)lKJIJOqeHHbIM KOMIIbIOTepaM 3a,[laHHH, KOTOpbie, KaK rrpaBHJIO, 

HBJIHIOTCH qacrnMH O)lHOH 60JibllIOH 3a,[laqw. B cpyHKUHH rrpoMe)KYTOqHoro rrporpaMMHOro 

o6ecrreqeHHH rrrK BXO)lHT pacrrpe)leJieHHe pa60Tbl no BbJql{CJIHTeJibHblM Y3JiaM (IIO)lKJIJOqeHHbJM 

rrepcoHaJibHbIM KOMIIbIOTepaM), BOCCTaHOBJieHHe BbJqHCJIHTeJibHOfO rrpouecca B cnyqae c6o» HJIH 

OTKJIJOqeHHH O)lHOfO HJIH 6onee Y3JIOB, BepHq>HKaUHH pe3yJibTaTOB pacqeTOB C IIOMOmbIO 

.r1y6nwpoBaHHH 3a,[laHHH If COIIOCTaBJieHHH pe3yJibTaTOB, IIOJiyqeHHblX Ha pa3HbIX Y3Jiax. 

ne30IIaCHOCTb o6ecrreqHBaeTCH Ha ypoBHe IIpHJIO,KeHHH: BbIIIOJIHHeMbIH cpaiiJI CO)lep,KHT UIIq>pOBOH 

cepTHq>HKaT, rrpoBep»eMblH rrpH 3arpY3Ke Ha BbJql{CJIHTeJibHbIH Y3eJI. rrrK 3cpq>eKTHBHbl rrpH 

peIIIeHHH 3a,[laq, )lOIIyCKaIOmwx )leKOMII03HUHIO Ha )lOCTaToqHo 60JibIIIOe ql{CJIO He3aBHCHMbIX 

qacTeii. K 3TOMy KJiaccy OTHOCHTCH pa3JIHqHbie rrepe6opHble 3a,[laqw H3 o6JiaCTH 

6HOHHq>OpMaUHOHHbIX TeXHOJiomii, o6pa6oTKH CHrHaJIOB, MO)leJIHpoBaHHH CTPYJCTYPbl XHMHqeCKHX 

coe)lwHeHwii. B Hacro»mee BpeM» Haw6onee pacrrpocTPaHeHHOii rrnaTcpopMoii )lJI» opraHmautttt rrrK 

HBJIHeTCH BOINC[7]. TaK,Ke H3BeCTHbl, xorn HCIIOJ!b3YJOTCH B 3HaqwTeJibHO MeHbIIIeii crerreHH TaKHe 

cttcTeMhI, KaK XTremeWeb[8] H OurGrid[9]. 

TeH)leHutteii IIOCJie)lHero BpeMeHH HBJIHeTCH C03)laHHe MexaHH3MOB o6ecrreqeHHH 

HHTeporrepa6eJibHOCTH Me)K,[ly cepBHC-optteHTHpOBaHHbIMH rpH)laMH H rpH)l-CHCTeMaMH H3 

rrepCOHaJibHbIX KOMIIbIOTepoB. O)lHOH H3 OCHOBHblX Me)K.[lyHapO)lHbIX HHHUHaTHB, HarrpaBJieHHbIX Ha 

peIIIeHHe 3a,[laqw HHTerpaUHH er H rrrK, HBJIHeTCH rrpoeKT EDGI[ 1 O]. Pa3pa60TaHHblH B paMKax 3THX 

rrpoeKToB HHCTPYMeHTapttii 3G-Bridge[l 1] rro3BOJI»eT wcrroJib30BaTb pecypcb1 rrrK .[IJIH o6pa6oTKH 

3a,[laq Cf H Ha060pOT. 

BNB-Grid 

3a.r1aqa IIOHCKa rno6aJibHOfO MHHHMyMa (MaKCHMyMa) cpyHKUHH f(x) Ha )lOIIYCTHMOM 

MHO,KecrneX ~ Rn cocTOHT B OTbICKaHHH TaKoii roqKH x. EX, qTo f(x.) :5: f(x)(f(x.) ~ f(x)) 
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A,):UI BCex X E X . Pewemie 3a,naq rno6aJJhHOH 0ilTHMH3a1nm TJ)e6ye-r 60JihllIHX BbJqHcmrreJibHhIX 

pecypC0B. Ilo3TOMY A,)UI ycKopeHHH MeTO)J,0B HX peweHHH npHMeHHIOT napanneJibHhie H 

pacnpe.D,eneHHhie BhJq»cneHHH. Pa3pa6omH nporpaMMHhIH K0MilJieKc BNB-Grid[12], no3BOJIH10m»ii 

pewaTh TaKHe 3a,naqH B pacnpe.D,eJieHHOH BhJqHCJIHTeJihHOH cpe.D,e. B C0CTaB cpe.D,hl Moryr BX0.D,HTh 

pa6oqHe CTaHQHH, napanneJihHbie CHCTeMhl c o6meii naMHThIO, cynepK0MilhIOTephl. 

IlepBhIH ::imn peweHHH 3a,naq» 0nTHMH3aQHH B BNB-Grid cocT0HT B 3anycKe npHJIO)KeHHH, 

BhIIl0JIHHIOm»x BhfqHCJieHHH (COJIBepoB) Ha Y3Jiax pacnpe.D,eJieHH0H cpe.D,hl. B pe3yJihTaTe 

qiopMHpye-rcH BhlqHCJIHTeJihH0e np0CTJ)aHCTB0. <l>opMHpOBaHHe BbJqHCJIHTeJibH0f0 np0CTJ)aHCTBa 

npoHCX0.D,HT aBT0MaTHqecKH C HCil0Jih30BaHHeM cpe.D,CTB y.D,aneHH0f0 )J,0CTyna, npe.D,yCMOTJ)eHHhIX 

KOHKpe-rHoii c»cTeMoii: SSH, rpH.D,-cepBHChI H .D,p. Ha .D,aHHhIH M0MeHT noMep)KHBae-rcH cepBHCHhiii 

rpH.D, I1I10 CKM<l>-rp».D, (Ha 6a3e Unicore) H rpH.D,-CHCTeMhl H3 nepC0HaJlhHhIX, K0MilhIOTep0B 

BOlNC. Ilocne C03.D,aHHH BhfqHCJIHTeJihH0e npocTJ)aHCTB0 »cn0Jih3YeTCH )J,JIH peweHHH 3a,naq». 

O6MeH .D,aHHhIMH Me)K)J,y C0JIBepaMH np0H3B0.D,HTCH ueHTJ)aJlhHhIM npoueccoM - cynepBH30p0M H 

ocymecTBJIHeTCH cpe.D,CTBaMH, npe.D,yCMOTJ)eHHhIMH )J,JIH B3aHMO.D,eHCTBHH C K0HKpeTHhIM Y3JI0M. EcJIH 

HMeeTCH B03M0)KH0CTh yCTaH0BJieHHH npHM0f0 CeTeBoro coe.D,HHeHHH, TO HCil0Jih3yIDTCH cnoco6hI 

o6MeHa, 0CH0BaHHbie Ha np0T0K0Jiax TCP/IP. B HeK0T0pbIX cnyqaHx o6MeH .D,aHHhlMH c 

npHJI0)KeHHHMH B03M0)KeH T0JihK0 qepe3 nepe.D,aqy q>aHJIOB cpe.D,CTBaMH npoMe~oqHoro 

nporpaMMHoro o6ecneqeHHH rpH.D,. 

EanaHCHpOBKa HarpY3KH np0H3B0.D,HTCH Ha .D,Byx yp0BHHX: Ha BepxHeM yp0BHe cynepBH30p 

pacnpe.D,eJIHeT BblqHCJIHTeJibttylO HarpY3Ky Me)K)J,y C0JIBepaMH. Ha HH)l{HeM yp0BHe (B npe.D,eJiax 

0)1,H0ro BhfqHCJIHTeJibH0ro Y3Jia) pacnpe.D,eJieHHe pa60Tbl np0H3B0.D,HTCH C0JIBepoM MeTO.D,aMH, 

npe.D,Ha3HaqeHHhlMH )J,JIH K0HKpeTH0f0 THila BhJqHCJIHTeJihH0f0 yJJia. ,ll!IH pa3pa60TKH C0JIBepoB 

np»MeHHeTCH 6»6n»oreKa BNB-Solver [13], npe.D,Ha3HaqeHHaH )J,JIH peweHHH 3a,naq Ha 

MH0ronpoueccopHbIX CHCTeMax c o6meii » pacnpe.D,eJieHHOH naMHThIO. 

Ha .D,aHHhIH M0MeHT nporpaMMHhIH K0MilJieKc BNB-Grid 6hm ycnewHo np»MeHeH )J,JIH 

peweHHH 3a,naqH 0 paHQe, 3a,naqH Hax0)K)J,eHHH 3Hepre-r»qecKH-OilTHMaJlhHOH KOHq>OpMaQHH 

aT0MH0f0 KJiaCTepa H 3a,naqH KpHilT0aHaJJH3a llIHq>pa AS/1. Ilp»qeM B Il0CJie.D,HeM cnyqae B 

BhfqHCJieHHHX 6bIJIO 3a,neiiCTBOBaHO )1,0 6000 BbfqHCJIHTeJihHhIX H.D,ep paJJIHqHhIX cynepK0MilhIOTepoB 

0)1,H0BpeMeHH0. 

CepBHChl ODTHMH3aQHOHHOro MO.D,eJIHpOBaHHH 

MeTO)J,hl 0ilTHMH3aQH0HH0f0 M0.D,eJIHpoBaHHH HBJIHIOTCH 0)1,HHM H3 0CH0BHhIX HHCTJ)YMeHT0B 

CHCTeMH0ro aHaJJH3a H o6pa60TKH .D,aHHhIX B HH)KeHepHbIX H qJH3HqecKHX 3a,naqax. 3a )J,0JiryIO 

HCT0pHIO Hapa6oTaH o6wHpHbIH napK C0JIBepoB » 6»6JIHOTeK qffcJieHHhIX MeT0.D,0B 0ilTHMH3aQHH )J,JIH 

peweHHH paJJIHqHhIX KJiaCC0B 3a,naq. PacCMOTJ)HM 0)1,HH H3 caMbIX pacnp0CTJ)aHeHHhIX - 3a,naqH 

HeJIHHeHHOfO MaTeMaTHqecKoro nporpaMMHp0BaHHH 

J
0
(x) ➔ min,Q = {x e !Rn ,J;(x) ~ 0 (i e /),g/x) = 0 (j e J)}. 

xeQ 

IlpaKmqecKoe np»MetteH»e cymecTByrom»x conBepoB no.D,pa3YMeBaeT nporpaMMffYIO 

peanmaQHIO npoue.D,yp BhfqHCJieHHH (npH 3a,naHH0M BeKTope nepeMeHHhIX x): 3HaqeHHH ueneBOH 

q>yttKUHH H orpaH»qeHHH, fo<x),J;(x) (i E /), g/x) (i E J); BeKT0p0B rpa.nHeHTa ueneBOH 

q>yttKQHH H HK06HaHOB BeKTop-q>yHKQHH orpatt»qeHHH Vfo(x) E ]Rn' VJ;(x) E JRl1[xn' H 

Vg/x) e JRIJ[xn; recc»aHa (MaTJ)HUhI BT0phIX npOH3BO.D,HhIX) "pacw»peHHoii" q>yttKUHH Jlarpaff)Ka (c 

MH0)KHTeneM H np» ueneBoii q>yttKUHH) np» 3a,naHHhIX MH0)KHTeJIHX Jlarpaff)Ka a;, P1, r) 

V~L(x,a,P,r) = yV
2
J;,(x)+ Ia;V2J;(x) + IP1V

2g/x). 
iel JeJ 

,ll!IH aBT0MamqecKoro C03.D,aHHH YKa3aHHhlX npoue.D,yp Henocpe.D,CTBeHH0 H3 CHMB0JihH0ro 

0ilHCaHHH HCX0.D,HhIX .D,aHHhIX 0IlTHMH3aQHOHHOH M0.D,eJIH C IlO.D,CTaHOBKOH qHCJI0BhIX 3HaqeHHH ee 
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napaMeTpOB, YKll3aHHbIX OT,neJibHO OT CHMBO!IbHOfO npe,ncTaBJieHmI, npnmno HCITO!Ib30BaTb 
cneQHaJibHble H3blKH OITTHMH3aQHOHHOf0 MO,nennpoaaHHH [14]. Han6onee pacnpocrpaHeHHblMH 
HBJIHIOTCH cttcTeMbI Ha ocHoae H3hIKOB AMPL (A Modeling Language for Mathematical 
Programming) [15] n GAMS (General Algebraic Modeling System) [16]. OcHoBoii o6onx HBJIHeTCll 
TpaHC!ll!Top, npeo6pll3YJOI.QHH <flopMynhI CHMBOJihHoro onncaHnll 33,!J,aqn B cne1111anhHYJO CTPYKTYPY, 
T,H. CTa6 (HanpttMep, Ha OCHOBe npeqJHKCHOH IlO!IbCKOH 3anncn), npnro,nHYJO ,n!lll nocne.nYJOmero 
npnMeHeHHH cpe,nCTB aBTOMaTnqeCKOfO ,ntt<fl<flepeHQHpoBaHHH [17]. Ilo,no6Hhle CHCTeMbl 
p113BHBaIOTCH C 80-x ro,noB npoumoro BeKa. AKTHBHhie ttccne,noBaHHWB 3TOM HanpaBJieHHH BeJIHCb 
Tor,na n B CCCP. B cTaThe [17], B qacrnocTH, CKaJaHo « ... B BQ AH CCCP B 1979-1982 rr. B.Il. 
M113ypttKOM 6hlJIO p113pa6oTaHO nporpaMMHoe o6ecneqeHtte ,n!Ill ,ntt<fJ<flepeHQHpoBaHHll 
3JieMeHTapHhIX <PYHKI.IHH Ha 3BM E3CM-6 H CM-4. B 1983-1984 rr. E.H. BecenoBhIM 6bm co3,naH 
ll3blK ,[(11<I>AJir C ,nn<fl<flepeHI.llia!IhHOH ceMaHTHKOH. 513bIK HCUO!lb3YeTCH B CHCTeMe .[(11CO B 
KaqeCTBe BXO,nHoro H3bIKa UOCTaHOBKli OUTHMH3aQHOHHbIX 33,!J,aq Ha nepCOHaJibHblX 
KOMilbIOTepax ... ». 

EoJiblllHHCTBO coapeMeHHbIX nporpaMMHbIX peanli3aQHH pelllaTeneii OUTHMH3aQHOHHbIX 
3a,naq paccqHTaHhl Ha HCUO!Ib30BaHHe o,nHoro (li!IH HeCKO!IbKHX) H3bIKOB OUTHMH3aQHOHHOro 
Mo,nenttpoaaHHH. HanpttMep, B caottx nccne,noaaHHHX MhI npttMeHHeM conaephI LP_ SOL VE, 
lpsolve.sourceforge.net, GLPK, www.gnu.org/software/glpk (o6a - MR pellleHttH 3a,naq nttHeiiHoro 
nporpaMMttpoaaHHH), n, ,nnH HennHeHHhIX 33,!J,aq, - Ipopt, projects.coin-or.org/Ipopt. ,[(JIH acex rpex 
cymecTBYJOT Mo,nttqJHKal.lHH, npe,nHaJHaqeHHhie MR BBo,na ,naHHhIX B <flopMaTax AMPL H GAMS. 

C yqeroM CKll3aHHOf0 Bhlllle, pellleHtte OUTHMH3aQHOHHblX 33,!J,aq B pacnpe.neneHHOH cpe,ne 
cneQHaJIH3HpOBaHHblX cepBHCOB y,no6HO ,neKOMIT03HpoBaTb Ha ,nae no,n33,!J,aqn: 1) npeo6pa3oBaHHe 
CHMBO!IbHOfO onncaHHH Mo.nentt li qncJIOBblX 3HaqeHHH napaMeTpOB B cm6; 2) co6cTBeHHO Bbl30B 
COJIBepa ,n!IH o6pa6oTKH cra6a, T.e. 3anycKa qncneHHOH npoue,nypbl nottcKa OITTHMaJibHOfO pellleHHll. 
CooTBeTCTBeHHO, 11enecoo6pll3HO C03,naHHe cepBHCOB-"reHepaTopoB" CTa60B Ha OCHOBe 
nporpaMMHhIX KOMnOHeHT cttcTeMhI AMPL HJIH GAMS n cepawcoa-o6epTOK ,nnll conaepoa. 11MeHHO 
TaKOH no,nxo,n )')Ke npHMeHHeTCll HaMH B HCCJie,noaaHHHX crpyKTypHoro COCTaBa yrnepo,nHhlX 
HaHOCTPYKTyP [18], r,ne npttMeffj!eTCH MeTO,n OUTHMH3al.lHOHHOH tt,neHTliqlHKaQHH, cpe,ncTBaMH 
nporpaMMHoro ttHcrpyMeHTapttH MathCloud [19]. 

Ilpo6JieMa KaTaJiorman:uu cepsucos 

Ilptt p113BepTbIBaHHli MaClllTa6HOH HH<flpacrpyKryPhl cepBHCOB o6pa60TKH ,naHHblX 
qpe3Bb1qaHHO BIDKHOH HBJIHeTCH npo6neMa KaTaJIOfli3aQHH pecypcOB CHCTeMbl, T.e. pemcrpal.lHH 
no,nKJI10qaeMbIX H o6Hap)')KeHHll )')Ke no,nKJIJOqeHHblX cepBHCOB. O6blqHo, 3Ta npo6neMa pelllaeTCll 
nyreM C03,naHHH cneQHaJIH3HpOBaHHOfO cepattca - HHqJOpMal.lHOHHOH CJiy)K6bI. Heo6xo,nHMOCTb 
p113pa6oTKH TaKOH CJI)')K6hI 6hma 3aHBJieHa B caMOM Haqane «3ITOXH» Grid [20]. 

B p113pa6oTaHHOM HaMH HHCrpYMeHTapHH C03,naHHH cepBHCOB IARnet HHqJOpMaQHOHHall 
CJI)')K6a (11C) [21] peanH3oBaHa Ha ocHoBe rexHonomii Semantic Web [22] H p113pa6oTOK npoeKTa 
Semantic Grid [23]. 11C no3BOJIHeT ny6nttKOBaTb, KaK cae.neHHH o Tttnax nporpaMMHhIX pecypcoa, TaK 
ll 6onee no.npo6HYJO HH!pOpMal.lHIO O KOHKpeTHbIX 3K3eMil!IHpax cepBHCOB Ha H3bIKe OIIHCaHHll 
OHTonomii Web Ontology Language (OWL), a.namnpoaaHHoro ,nnH onncattttll MaTeMaTHqecKHX 
cepBHCOB. CooTBeTCTBYJOI.QHe HHqJOpMal.lHOHHbie coo6meHHH nepecbmaIOTCH a qJOpMaTe RDF/OWL. 
3anpOCbl K 11C OT nporpaMMHbIX KOMITOHeHTOB npe,nCTaBJIHIOTCH Ha H3b1Ke SP ARQL. CncTeMa 
npe,nOCTaBJIHeT npOCTOH HHTep<fleiic ,n!lll THITOBblX RDF-3anpocoB, HanpttMep, UOHCKa 
3apemcrpnpoaaHHblX pecypcoB no HX THnaM. IlporpaMMHM peantt3aQHH 11C OCHOBaHa Ha 
KOMUJieKTe pa3pa60TKH RDF-6113 ,naHHblX Jena [24]. 
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BBeti;CHHC 

Ha cero]].mlIIIHI-Iil: ti;eHb npttMeHeHHe TeXHOJIOrHH OJ].HoypoBHesoro rptt.D.a, T.e. rptt]].a, 

COCTOllll\ero H3 HeKJiaCTepH30BaHHbIX ( OTti;eJihHbIX) KOMfiblOTepoB, BbIXOti;HT 3a paMKH 

HCCJieti;OBaTeJibCKHX npoeKTOB []), [2] tt ny6JIH'IHOro KOMfiblOTHHra [3]. IIporpaMMHbJe CHCTeMbl, 

o6beti;HHll!Oll\He TaKHe pecypcbJ, npttMeHlllOTCll Mll perneHHll peaJihHbIX npaKTH'leCKH BIDKHbIX 

npHKJia]].HblX H HayqHhlX 3a]].a'I. HeCMOTPll Ha 3TO, J].IDKe Hatt6oJiee pa3BHTbie B CBOt:M KJiacce CHCTeMbl 

o6Jia]].alOT Pll.D.OM orpaHH'leHHH, KOTOpbie cymecTBeHHO CHH)KaJOT noTeHUHaJI HX npttMeHeHHll. TaKOH 

BbIBOA J].eJiaeTCll B pa6oTe [4] Ha OCHOBe aHaJIH3a Pll.D.a nporpaMMHbIX pa3pa60TOK H npe.D.JiaraJOTCll 

Tpe6osaHHll K nporpaMMHOMY o6ecne'!eHHIO rpHJJ.a C HeKJiaCTepH30BaHHbIMH KOMfiblOTepaMH, 

KOTOpb1e yqttThIBaJOT cneumpttKy TaKHX pecypcos. B pa6oTe [5] paccMaTpttBaeTcR nporpaMMHM 

peanH3aUHll cttcTeMbl SARO (Stanc!Alone Resource Dispatcher) Ml! O.D.HoyposHesoro rpHJJ.a c 

HeOT'ly)K.D.aeMbIMH, T.e. HCfiOJlh3yeMbIMH HX BJia]].eJihUaMH, KOMfiblOTepaMH, KOTOpall BbinOJIHeHa B 

COOTBeTCTBHH C npe.D.JIO)KeHHllMH pa60Tbl [4] H TeOpeTH'leCKHMH pe3yJihTaTaMH, H3JIO)KeHHbIMH B [6] 
H [7). 

HaCTOllll\all pa6oTa noCBllll\eHa npttMeHeHHIO CHCTeMbl SARO J].Jlll perneHHll npaKTH'leCKH 

BIDKHbIX npHKJia]].HblX 3a]].a'I. Hatt6oJiee 3q>q>eKTHBHO HeKJiaCTepH30BaHHbie pecypCbl HCilOJlb3YJOTCll 

npH pac'!eTe cepttaJIH3yeMbIX npHJIO)KeHHH. Knacc TaKHX npHJIO)KeHHH J].OBOJlbHO IIIHpOK H BKJIIO'laeT 

B ce6ll MHO)KeCTBO 3a]].a'I, pernaeMbIX Ha OCHOBe o6menpttHllTblX Bbl'IHCJIHTeJlbHblX MeTOJ].OB, TaKHX 

KaK MOJ].eJIHpOBaHtte MeTOJ].OM MoHTe-KapJIO, HJIH noHCK OilTHMaJibHOfO 3Ha'!eHHll napaMeTPOB B 

Bbl'IHCJIHTeJibHbIX 3KCnepttMeHTax. B pa6oTe paccMaTPHBalOTCll ]].Be 3a]].a'IH Il0]].06Horo Tttna, no 

KOTOpbIM npoBe]].eHhl pac'lt:Tbl B ynpaBJilleMOH CHCTeMOH SARO Bbl'IHCJIHTeJihHOH HHq>pacTPyKType 

lfHCTHTYTa npttKJia.D.HOH MaTeMaTHKH HM. M.B. KeJI.D.hIIIIa P AH. 

1. 3~a'la npocTpaHCTBCHHOro pacnpeti;CJICHHH :meprHH HOHHlHpyromero HJJIY'ICHHH 

Bo MHOrHX npaKTH'leCKHX 3a]].a'lax, CBl!JaHHbIX C cpyHKUHOHHpOBaHtteM annaparypbl H 

o6opyJJ.OBaHHll B IlOJlllX HOHH3HPYJOlllHX H3JiyqeHHH, BIDKHOH llBJllleTCll npo6JieMa 3all\H.Thl 3THX 

o6beKTOB OT Harpesa tt .D.pyrnx nopIDKa!Oll\HX cpaKTOpOB npoHHKaJOmero H3JiyqeHHll. 

B 60JibIIIHHCTBe CJiyqaes oueHKa BJIHllHHll H3JiyqeHHll CBOJ].HTCll K Bbl'IHCJieHHIO 3Heprtt.H, 

nornomeHHOH B MaTepttanax o6beKTOB («3HeproBbIJ].eJieHHe»). CooTBeTCTBYJOmHe BOilpOCbl 

aKryaJibHbl H J].Jlll TepMOCTOHKOCTH KOMfiOHeHTOB ll.D.epHblX peaKTOpOB, H Mll KOCMH'leCKH.X 

annapaTOB. Oco6oe MeCTO B J].aHHOH npo6JieMaTHKe 3aHHMaeT 3a]].a'la oueHKH B03]].eHCTBHll 

npOHHKaJOmttx H3JiyqeHHH Ha qeJIOBeKa. 

Mo]].eJib B3aHMOJ].eHCTBHll H3JIY'ICHHll C MaTepttaJiaMH o6beKTOB CTPOHTCll Ha OCHOBe 

o6menpttHllTbIX npe.D.CTaBJICHHH O MCXaHH3Max nornomeHHll H paCCCllHHll raMMa KBaHTOB B 

semecTBe. OCHOBHblMH TttnaMH B3aHMOJ].CHCTBHll B HCCJIC.D.YCMOM 3HepreTH'leCKOM J].Haila30He 

(KBaHTbl J].0 J M3B) llBJllllOTCll: KOMIITOHOBCKOC H KOrepeHTHOe paccel!HHe H q>OTOilOrJIOmeHHe 

H3JiyqeHHll. 
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,[{Ju, peweHlfJI )'Ka3aHHhlX 3a,n;aq noc-rpoeHhl 3cp<peKTlfBHhie CTaTlfCTlfqecKHe MeTO,[lhl 

MO,[leJmpoBaHllJI nepeHoca raMMa lf3JlyqeHllJI n CJIO)K}lhJX MHOrOKOMilOHeHTHhlX o6beKTax Ha OCHOBe 

BeCOBhIX MO.[llfqJHKaQlftt MeTO.[la MoHTe-Kapno [8]. HcnOJih30Bam1e anropHTMOB CTaTlfCTlfqecKoro 

MO,[leJIHpOBaHllJI Ha OCHOBe 3KOHOMlfqHhlX MO.[llfqJlfKaQlftt MeTO.[la MoHTe-Kapno [9] JIBJIJleTCJI O.[IHlfM 

lf3 HaH6oJiee 3cp<peKTHBHhIX ,[IJIJI peweHllJI CJIQ)KHhIX rpaHlfqHhlX 3a,n;aq MO,[leJIHpOBaHllJI 

B3alfMO,[lettCTBllJI lf -rpaHccpopMaQlflf lfOHlf3Hpyiomero lf3JI)"leHllJI B MHOroKOMilOHeHTHhIX o6beKTax 

CJIO)K}IOtt BH)'TpeHHett CTJJYJCTYPhI. · 

1.1. AKT)'aJlbHOCTb npnMeHCIIHH TCXHOJIOruii rpu,lla 

B paccMaTJ)HBaeMOM KJiacce 3a,n;aq, Ml! o6ecneqemfll 3a,n;aHHOtt ToqHOCTlf 06h1qHo 

Heo6XO.[llfMO MO.[leJIHpOBaH!fe 6onee MlfJIJilfap.z:1a qJOTOHHhlX lfCTOplftt, ~o -rpe6yeT 6oJihllllfX 

BpeMeHHhlX 3a-rpaT nopJl.[IKa 5-10 qacoB cqem Ha COBpeMeHHhlX KOMIIhlOTepax. B TO )Ke BpeMJI, TaK 

KaK qJOTOHHhie lfCTOPlflf MO.[leJilfPYJOTCJI He3aBlfClfMO, MO.[leJIHpOBaH!fe Bcex lfCTOplitt B paMKax 

O.[IHOro 3anymeHHOro IIplfJIO)KeHllJI If MO,[leJIHpOBaH!fe Bcex lfCTOplftt qacTJIMlf B paMKax MHOrHX 

3anymeHHhIX IIplfJIO)KeH!ftt C IIOCJie.[lyio!QlfM CYMMHpOBaH!feM pe3yJihTaTOB npHBe.z:IYT K lf.[leHTlfl!HhIM 

pe3yJihTaTaM (B paMKax CTaTHCTlfqecKOB norpeIIIHOCTlf). B 3TOB CHTyaQlflf pa3,lleJieH!fe ((TJl)KeJIOH» 

3a,n;aq1f Ha HeCKOJihKO «JierKlfX)) IIO.[13ll,ll;aq If lfX O,[IHOBpeMeHHOe BhIIIOJIHeHlfe IIO3BOJIJleT KpaTHO 

YMeHhllllfTh BpeMJI pacqem. II0.z:106Hoe ycKopeH!fe MO)KeT 6bITh .[IOCTlfrHYTO If IIplf lfCilOJih3OBaHlflf 

cynepKOMilh!OTepOB, 0.[IHaKO ,[IJIJI 3TOro He06XO.[llfMO MO.[llfqJlfQlfpOBaTh nporpaMMHhlH KO,[I. 

1.2. Ilpose.z:1euue paClfCT0B ua HeKJiaCTepuloBaHHbIX K0MDbIOTepax 
1.2.1. Onucauue pacqeTnoii la,llaqu 

C IlOMOIQhlO ClfCTeMhl SARD peIIIeHa 3a,n;aqa no pacqi!Ty pacnpe.z:1eJieHHJ1 IIJIOTHOCTlf IIOTOKa 

lfH)KeKTlfpyeMhIX 3JleKTJ)OHOB C BHeIIIHeii If BH)'TpeHHeii IIOBepxnocTett -rpy6hi. 

Ha pHc. I lf306pa)KeHa cxeMa MO.[leJihHOro 3KCIIepHMeHTa, B KOTOpOM aJIIOMlfH!feBaJI -rpy6a 

pa,n;eyca R co creHKaM!f TOJIIQHHOtt RIJO 06nyqaereJ1 lfCToqnifKOM raMMa lf3JiyqeHllll S Ha ocHone 

lf30TOIIa Se75
, KOTOphIH IIIlfpOKO npHMeHJleTCJI B .z:1ecpeKTOCKOIIlflf. PaCIIOJIO)KeHlfe COBOKynHOCTlf 

TOqeK Tk Ha BH)'TpeHHett If BHenmeii IIOBepXHOCTJIX -rpy6hI, n KOTOpb!X paccqlfThIBalOTCJI 

xapaKreplfCTlfKll 3JieKTJ)OHHhIX IlOTOKOB, JICHO lf3 pHC. 2. 

X 

/ 
/ 

/ 
/ 

/ 
/ 

/ 
/ 

/ 

.v ------+ 

PHc. I: CxeMa 3KcnepHMeHTa 
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PHc. 2: PacnoJio)KeHHe .z:1ereKTopos 

{Tk - 6eJihie ToqKif) 



1.2.2. OnucaHue nporpaMMbl pacqfaa 

Tioc-rpoeHHbJe CTaTHCTHqeCKHe MeT0)J.bl M0)J.eJIHp0BaHHSI rrepeHoca raMMa H3JI)"{eHHSI 

peaJIH30BaHbl B BH)J.e 0T)J.eJibH0ro npHJI0)KeHHSI, K0Topoe M0)KCT 6hITb JanymeH0 rrpaKmlfeCKH Ha 

mo6oM C0BpeMCHH0M nepc0HaJibH0M K0MITblOTepe ITO)). yrrpaBJieHHeM orrepau;HOHHOH CHCTeMbl 

ceMeiicTBa Unix HJIH MS Windows. PaJMep wcnonHHeMoro qiaiina He npesb1111aeT 60 KE BMecTe c 

<paHJiaMH KOHQ)Hrypau;HH. BXO)J.Hble )J.aHHbie 3aBHCSIT OT K~OH KOHKpeTHOH 3a)J,aqw, B HaUJeM 

cnyqae cyMMapHblH o6beM TaKHX )J.aHHbIX C0CTaBHJI 0K0JI0 30 ME. 

KoHqJHrypau;HOHHbIH <paHJI npHJI0)KeHHll C0CT0HT H3 Ha6opa 6JIOKOB, B K~0M H3 KOT0pbIX 

YKaJbIBaIOTCll HMeHa <paHJIOB, C0)J.ep)KaIIJ;HX 0ITHCaHHe MaTepHana, a TaK)Ke napaMeTphl HCT0qHHKa 

HJIH o6beKTa. 

OnwcaHHe MaTepwana co)J.ep)KHT Ta6JIHU:hI HeKorepeHTHoro H KorepeHTHoro yrnos 

paccellHHSI, a TaK)Ke K03QJ<pHU:HCHTOB nornomeHHSI. B 0T)J.eJibH0M BX0)J.H0M qiatiJie C0)J.Cp)KHTCSI 

HH<pOpMaU:HSI 0 crreicrpe H3JI)"{eHHll HCTQqHHKa. 

,l(nsi: K~oro o6beKTa, llBJISIIOIIJ;erocll )J.eTeKTopoM, C03)).aeTCSI BblXO)J.HOH qiatiJI, B K0T0p0M 

xpaHHTCll JIHHeapmoBaHHbIH MaCCIIB. K~blH 3JieMeHT 3TOro MaCCIIBa 3a)J,aeTCSI ITSITblO HH)J.CKCaMH 

m, n, i, j, k. MH)J.eKCbl i, j, k - «rrpoc-rpaHCTBeHHbie», 0HII orrpe)J.eJISIIOT rrpoc-rpaHCTBCHHYJO si:qeil:Ky, B 

KOTOpoii IT0rJI0THJiaCb 3HeprHll (rrpoc-rpaHCTBCHHaSI )J.IICKpeTH3au;Hll )J.JISI K~0ro 061,eKTa-)J.eTCKTOpa 

3a)J,aeTCll BO BX0)J.HbIX )J.aHHbIX "space res=%resH% %resR% %resA%"). MH)J.eKCbl m, n -
«3HepreTH'ICCKHe»: rrepBblH YKaJbIBaeT Ha TO, ~o 3HeprHll rrornomanacb rropu;HllMH, 0TH0CSIIIJ;HMHCSI 

K m-rnii si:qeil:Ke (detector energies=%resDet%> %detMinNrj% %detMaxNrj%), a Iirnpoii - To, ~o 

3Hepmsi: rrornomanacb OT QJOTOHa C HaqaJibHOH 3Hepmeii, OTHOCllIIJ;eHCll K n-TOH l(qeil:Ke (source 

energies=%resSrc% %srcMinNrj% %srcMaxNrj%). 3ToT qiatiJI M0)KeT 6hITh wcrroJib30BaH )J.JISI 

smyanmau;Hli rrornomeHHoii o6beKToM 3Heprww. 

1.3. PeJyJILTaTbl pacqerns 

TipoBe)J.eHHe pacqeT0B Ha HHqJpaCTpyKType H3 )J.eCSITH HeKJiacTepH30BaHHblX K0MI1blOTepoB C 

IT0MOIIJ;blO pa3pa60TaHHOH CHCTeMbl )J.HCrreTqepmau;HH I103BOJIHJIO C0KpaTHTb BpeMSI BbII10JIHeHHSI 

paC'leTHOH 3a)J.a'IH B UJeCTb pa3. Enaro)J.apll 3TOMY Ha 3Tane npoBe)J.eHHSI 3KCrrepiiMCHTOB y)J.aJIOCb 

ocymeCTBIITb 6oJiblllee KOJiliqecTBO JarrycK0B, a pacqfu peaJihHbIX )J.aHHbIX BbIITOJIHHTb C 60JibUJeil: 

TO'IH0CTblO. 

2. PaclfeT M0)J.eJIH )J.BHiKCHHH J1aii11epa B MarHUTII0M K0Mnpeccope 

Tioc-rpoeHHe MHOrOKOMIT0HeHTHblX QJHJHqecKHX ycTaH0B0K COI1pll)KeHO C MHO)KeCTBOM 

TpY)J.HOCTeii, O)J.HOH H3 K0TOpb!X llBJISleTCll orrpe)J.eJieHlie xapaKTepHCTHK KOMITOHCHTOB ycTaHOBKH, 

TaKIIX KaK reoMe-rpiiqecKlie pa3Mepbl, CBOHCTBa MaTepiiaJia )J.eTaneii, 3JICKTpliqecKlle 

xapaKTepHCTIIKH, KOMITOHOBKa Y3JIOB Ii T.)J.. qaCTO KOMITOHeHTbl CliCTCMbl pa3pa6aTblBaIOTCSI 

O)J.HOBpeMeHHO H He3aBIICHMO )J.pyr OT )J.pyra, 'ITO He )J,aeT B03MO)KHOCTH Ha paHHHX CTa)J.HllX 

nposepl!Tb B )J.eHCTBHli pa6ory sceii CHCTeMbl B u;eJIOM Ii OU:CHIIBaTh ee I10Ka3aTeJIH. 

TipiiMepoM TaKOro po)J.a CliCTeM SIBJilleTCll ycTaHOBKa «MOJI» [10], rrpe)J.HaJHaqeHHaSI )J.JISI 

reHepaU:Hli 3JieK-rpiiqecKoro HMITYJibCa Mera)J.)KOYJibH0ro ypOBHSI. ,l(nll 3TOH ycTaHOBKH B rHIJ; P<l> 

TPMHMTM pa3pa6oTaH MaKeT ycliJIHTeJibH0ro KaCKa)J.a MOIIJ;Hocrn - MarHHTHhIH KOMrrpeccop (MK), 

pa6oTa K0TOporo OCHOBaHa Ha C)KaTlili MarHHTHOro ITOTOKa Jiail:HepoM, ycKopeHHbIM 

3JieKrpO)J.HHaMH'leCKIIMH CHJiaMII )).0 CKOpOCTli 1 KWC. 

Pe)KHM K0MrrpeCCHH MarHHTHOro ITOJill rrpe)J.bllBJillCT oco6hie -rpe6oBaHHll K reoMe-rpwqecKOH 

<popMe 3a30pa Me)K)J.y ITJiaCTIIHaMII B MOMeHT C)KaTlill MarHHTHOro ITOJISI. ,l(nll KOpOTKOrO 

reHepiipyeMoro HMITYJibCa OT)J.aqa KHHeTH'leCKOH 3Hepmii TOHKOro JiaiiHepa )J.OJI)KHa rrpoBO)J.HTbCSI 

O)J.H0BpeMeHH0 no Bceii ero ITJI0CKOCTII, I103TOMY Ba)KHO 3HaTb )J.HHaMHKY )J.eqiopMiipOBaHHSI 

ITJiaCTIIHbl B rrpou:ecce ee ycKopeHlill, oco6eHHO Ha CTa)J.lill 3JICKrpOMarHHTHOro TOpMO)KeHHll 

nail:Hepa. 

O)).HIIM li3 KJIIO'ICBblX BOrrpocoB, CTOllIIJ;liX rrepe)J. C03)).aTeJillMH ycTaHOBKH SIBJISleTCll 

onpe)J.eJieHHe TaKoro Ha6opa BXO)J.HblX rrapaMeTpOB yc-rpottcTBa, rrpH KOT0pOM reHepwpyeMblH Ha 
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BblXO.L{e HMnyJibC HMeeT onTHMaJibHbJe xapaKTepttCTHKH. ,lvrn peweHHH 3TOH 3a,na•rn B l1IIM 
HM. M.B. KeJI.L{bIWa p AH 6b1Jm nocTpOeHbl .LlByMepHbie MaTeMaTHqecKtte H q11cJieHHbie MO.L{eJIH, 

COOTBeTCTByioIIJ,tte nonepeqHOMY H npO.L{OJibHOMY ceqeHHHM MarHHTHOro KOMnpeccopa, a TaIOKe 

pa3pa6oTaHO nporpaMMHOe o6ecneqeHtte MH MO.L{eJIHpOBaHHH .L{BH)KeHHH JiaiiHepa. 

Ha MaKeTe MK 6bIJia npoBe.L{eHa cepHH 3KCnepHMeHTaJibHblX 3anycKOB [11], O.L{HaKO 

HMeIOIIJ,HHCH o6beM noJiyqeHHbIX B HHX ,naHHbIX .L{OCTaTOqHo orpaH11qeH. TaKHM o6pa30M, 

MaTeMaT11qeCKOe MO.L{eJittpoBaHHe H BbJqHCJIHTeJibHbIH 3KCnepttMeHT HBJIHIOTCH npaKTHqecKH 

e.L{HHCTBeHHbIMH HHCTpyMeHTaMH .L{JIH noJiyqeHHH 6oJiee no.npo6Hoii HHCpopMaQHH O .L{BH)KeHHH 

JiattHepa B MarHHTHOM KOMnpeccope. 

2.1. AicryaJILHOCTb npuMeHeHHH TCXII0JI0rHH rpu.na 
,lvrn noJiyqemrn q11cJieHHbJX xapaKTepHCTHK noBe.L{eHHH JiaiiHepa C noMOIIJ,bIO 

MaTeMaT11qecKoro MO.L{eJittpoBaHHH HMeeTCH cneQHaJibHbJH nporpaMMHblH KOMIIJieKC. BXO,nHIIJ,He B 

COCTaB KOMIIJieKca nporpaMMbl nO3BOJIHIOT noJiyqttTb xapaKTepttCTHKH .L{BH)KeHHH JieHTbl JiaHHepa 

(noJie nepeMeIIJ,eHHH H CKOpOCTeii, pacnpe,neJieHtte HanpH)KeHHH H .neqiopMaQHH H T.Jl.) B 

3aBHCHMOCTH OT ee q>OpMbl, MaTep11ana, MOMeHTa 3aMbIKaHHH uentt H T . .L{. qT06bI pewttTb 

nocTaBJieHHyio 3a,naqy OIITHMH3aQHH BXO.L{HbIX napaMeTPOB ycTpOHCTBa .!(JIH noJiyqeHHH 6oJiee 

MOIIJ,Horo BbIXO.L{HOro HMnyJibCa, Heo6XO.L{HMO npoBeCTH pH.Ll 3Kcnep11MeHTOB, Bapbttpy» 3HaqeHHH 

HCCJie.nyeMbIX napaMeTPOB .!(JIH Ka)K.!(OH 113 MaTeMaTttqecKHX MO.L{eJieH JiattHepa. '.:ho conpH)KeHo C 

60JibWHMH speMeHHbIMH 3aTPaTaMH, T.K • .L{JIH noJiyqeHHH HHq>OpMal)HH O .L{HHaMHKe H3MeHeHHH 

CBOHCTB CHCTeMbl He06XO.L{HMO npoBO.L{HTb cepttIO 113 20-30 3anycKOB. Ilptt 3TOM 0.L{HOKpaTHblH 

pacqfu 3aHttMaeT 4-8 qacoB Ha COBpeMeHHOM nepCOHaJibHOM KOMnhIOTepe cpe,nHeii 

npOH3BO.L{HTeJibHOCTH. 

CJie,nyeT OTMeTHTb, qTo 3a,naqa pacqem .L{BH)KeHHH JieHTbl JiaiiHepa .!(JIH O.L{HOro Ha6opa 

3HaqeHHH napaMeTPOB HBJIHeTCH CHJlbHO CBH3HOH B qacTHOCTH no npttqHHe nepeCTPOeHHH CeTKH Ha 

Ka)K.!(OM ware o6pa6oTKH. B qttcJieHHbJX anropHTMax HCnOJib3YIOTCH HeHBHbie (no BpeMeHtt) cxeMbl, 

~o 3aTPY.LlHHeT pacnapanJieJIHBaHtte .L{aHHbIX anropttTMOB. B CBH3H C 3THM, ycKopeHtte MO)KeT 6hJTb 

.L{OCTHrHYTO IIYTeM napaJIJieJibHOro 3anycKa nporpaMMbl MO.L{eJIHpOBaHHH C pa3JIHqHblMH 3HaqeHHHMH 

HCCJie,nyeMoro napaMeTPa Ha HeCKOJlbKHX KOMnbIOTepax. KpoMe Toro, B 3aBHCHMOCTH OT 

noJiyqaeMbIX pe3yJibTaTOB B xo.ne BbJqHCJIHTeJibHOro 3KCnepHMeHTa pa3pa60TqHKaMH q11cJieHHbIX 

MO.L{eJieH H nporpaMMHOro KOMIIJieKca MOfYT BHOCHTbCH COOTBeTCTByioIIJ,tte H3MeHeHHH C QeJibIO 

yqeTa .nonOJIHHTeJibHbIX CBOHCTB MarHHTHOrO KOMnpeccopa H noBe,neHHH nporpaMMbl 

MO.L{eJittpoBaHHH. 

2.2. Ilpose.nenue pacqeTOB ua ueKJiaCTepHJ0BaHHblX K0MllblOTepax 
2.2.1. Onucanue pacqeTuoii 1a,naqu 

,lvrn .L{HCKpeTtt3aQHH ypaBHeHHH C03.L{aHHOH MaTeMaTttqeCKOH MO.L{eJIH npHMeHeH MeTO.L{ 

KOHeqHblX 3JieMeHTOB C 3JieMeHTaMH nepBoro nopH.L{Ka, MH qero npe,nBapttTeJibHO npOBO.L{HTCH 

TPHaHryJIHQHH pacqfuHOH o6JiaCTH. Ilo.n B03.L{eHCTBHeM MarHHTHOrO nOJIH nJiaCTHHbl JiaiiHepa 

.LlBHraIOTCH HaBCTPeqy .npyr ,npyry, no3TOMY ceTKa B .LlH3JieKTPttqecKoii no,no6JiacTH nepecTPaHBaeTcH 

Ha Ka)K.!(OM ware no BpeMeHtt. 

C noMOIIJ,blO pa3pa6oTaHHOH CHCTeMbl .L{HCneTqepH3aQHH npoBe,neHO .L{Be ceptttt 

OIITHMtt3aQHOHHbJX pacqfuoB. 

B nepBOH ceptttt BapbttpOBaJICH MOMeHT 3aMbIKaHHH uentt JiaiiHepa tA B ,nttana3OHe OT 50 .L{O 

100 MHKpoceKytt.Ll (npouecc ycKopeHttH JiaiiHepa 3aHttMaeT 120-130 MttKpoceKyH.Ll), IlpoBe.L{eHHbie 

pacqeTbl no.nrnep.L{HJIH, qrn onTHMaJibHbIM HBJIHeTCH 3HaqeHtte tA=70, KOTOpoe " HCnOJib3YeTCH B 

3KCnepHMeHTaJibHblX 3anycKax (3TO 3HaqeHHe 6bIJIO H3HaqaJibHO paccqHTaHO HCXO.L{H H3 

3HepreTHqecKHX xapaKTepttCTHK YCTPOHCTBa). 

Bo BTOpOH ceptttt BapbttpOBaJIOCb pacnpe,neJieHtte IIJIOTHOCTH BeIIJ,ecrna B IIJiaCTHHe JiaiiHepa: 

B HaqanbHOH nocTaHOBKe 3a,naqn IIJiaCTHHa HMeJia O.L{HOpO,nHyio IIJIOTHOCTb, B .L{aJibHeiiwttx pacqfuax 

npttHHMaJIOCb, ~o IIJIOTHOCTb MeHHeTCH no JIHHeHHOMY 3aKOHY (B ueHTPe nJiaCTHHbl K03q>q>HQtteHT 

nponoputtoHaJihHOCTtt paBeH 1, Ha Kpa»x nJiacTttHhI OH paBeH RO). 3Haqetttte RO B pacqeTax 

300 



MeHHJIOCb OT 0.1 ,no 10 (nptt 3TOM 06m1U1 Macca naiiHepa BO Bcex pacqemx o,nttHaKOBa). Ha pttc. 3.A 
noKa:3aHbl rpaqmKH 3aBHCHMOCTH OT BpeMeHH BbIXO,!(HOro HMilYJibCa (nOJIHOro TOKa B uentt JiaiiHepa) 

,nnH pa3JittqHbIX 3HaqeHttii RO Ha uc. 3.E npttBe,neH ysenuqeHHbIH arMeHT • 

-0.5 

., 

-- IARO■0.1 
-- IARO•1.1 
-- IAR0•2.1 
-- IAR0■2.I 
-- IARO■C.1 

IARO■5.1 

-- IARO■l.1 
-- IAR0■7.1 

IARO■l.1 

1
-- IARO■l,I 

.2.sF-, ....._.,
0
~_.,,.......~,_,.,,.......,.,_¼e.,.......,,+.,--......,.,.......-,,+,> 

·r 

A 

., 

-2.2 

:! 
-2.~ 

0.105 0.11 0.115 0.12 
·r 

E 

-- IARO•0.1 
-- IARO•t.t 
-------- IAR0-2.t 
-- IA.R0■2.I 

-- IA.ROa4.1 
IARO■5.t 

-- IARO■l.1 
-- IARO■7.t 

IARO■l.1 

--IARO•I.I 

Pttc. 3: fpaqmKH BbIXO,!(HOro HMilYJibCa .!(JIH pa3JIHqHoro pacnpe,neJieHHH nJIOTHOCTH B JiaiiHepe 

KaK BH,nHO H3 npe,ncTaBJieHHblX rpaqmKOB, Bb16op pacnpe,neJieHHH nJIOTHOCTH BemecTBa B 

rmaCTHHe 0Ka3bIBaeT cymecTBeHHOe BJIHHHHe Ha Bb!XO.!(HOH HMnyJibC (nptt 3TOM .!(HHa.MHKa 

,neqiopMttpoBaHHH nJiaCTHHbl MH pa3JJHqHbIX pacqeTOB CHJibHO omuqaeTCH). · B Bbi6paHHOM 

,nttana30He OnTHMaJibHbIM 0Ka3aJIOCb 3HaqeHHe R0=4, T.e. nJIOTHOCTb BemeCTBa Ha KplUIX Jiaiittepa B 

qeTbipe pa3a 60JibIIIe, qeM nJIOTHOCTb B uettTpe nJiaCTHHbl. 

2.2.2. Onucauue nporpaMMbI pacqeTa 

IloCTPOeHHbie MaTeMaTttqecKtte Mo,neJitt naiiHepa peanmoBaHbI B Btt.ne ,nByx Windows

npHJIO)KeHttii tt Ha6opa qiaiiJIOB c ,naHHbIMH. IlepBOe npHJIO)KeHtte - OCHOBHlUI nporpaMMa pacqem, 

BTopoe - BcnoMoraTeJibHlUI nporpaMMa Gridder2D [12] MH nepecTPOeHttH CeTKH, BbI3bIBaeMlUI Ha 

KIDK,/:IOM IIIare pa60Tbl OCHOBHOH nporpaMMbl. Pa3Mep HCilOJIHHeMoro qiaiiJia COCTaBJIHeT OKOJIO 

500 KE, a o6mttii o6'beM qiaiiJioB 3a,naHHH BMeCTe C qiaiiJiaMH KOHqJttrypal.(HH H BXO,!(Hb!MH ,naHHbIMH 

He npeBbIIIIaeT 3 ME. 
B KaqecTBe BXO.!(Hb!X ,naHHbIX OCHOBHlUI nporpa.MMa nonyqaeT Ha6op qiaiiJioB, B KOTOpb!X 

3a,!(aHbl reOMeTpttqecKtte pa3Mepbl o6JiaCTH, 3HaqeHHH qimuqecKHX xapaKTepttCTHK HCilOJib3YeMbIX 

MaTepttaJIOB, HCXO,!(Hble pacnpe,neJieHHH 3JieKTPOMarHHTHbIX noJieii B pacqeTHOH o6JiaCTH, 

pacnpe,neJieHHH CKOpOCTH H TeMnepaTYPbI B nJiaCTHHe JiaiiHepa, a TaIOKe 3HaqeHHH .npyrHX 

HCilOJlb3yeMbIX BeJIHqHH. 

B npouecce pa60Tbl nporpaMMbl Ha K8)K.!(OM IIIare no BpeMeHH npOHCXO,!(HT peIIIeHtte CHCTeM 

ypaBHeHHH, COOTBeTCTBYfOIUHX 3JieKTPOMarHHTHOH H KHHeMaTttqeCKOH qacrnM 3a,naqu. B pe3yJibTaTe 

pa60Tbl nporpaMMbl C03.!(aJOTCH qiaiiJibI, co,nep)Kamtte 3HaqeHHH 3JieKTPOMarHHTHbIX, CKOpOCTHbIX H 

npoqux xapaKTepttCTHK JiaiiHepa, a TaK)Ke qiaiiJibl MH aHttMal.(HH .!(BIDKeHHH H nOCTPOeHHH rpaqittKOB 

3aBHCHMOCTH OT BpeMeHH HHTerpaJibHbIX napaMeTpOB CHCTeMbI, B TOM qucJie rpaqJHK BbIXO.!(HOro 

HMnyJibCa. 

2.3. IloJiy11euub1e pe3yJILTaTLI 

B xo,ne npoBe,neHHH cepttii 3KCnepttMeHTOB C IlOMOIUblO CHCTeMbl SARD 6bIJIO 

no,nTBep)K.!(eHO OilTHMaJibHOe 3HaqeHtte MOMeHTa 38MbIKaHHH uentt, paccqttTaHHOe HCXO.!(H H3 

3HepreTuqecKHX xapaKTepHCTHK YCTPOHCTBa. Ilo pe3yJibT8TaM pacqeTOB 6bma BbIHBJieHa 

3aBHCHMOCTb BbIXO.!(HOro HMnyJihCa OT pacnpe,neJieHHH nJIOTHOCTH BemecTBa B nJiaCTHHe JiaiiHepa H 

onpe,neJieHO OilTHMaJibHOe 3HaqeHtte pacnpe,neJieHHH nJIOTHOCTH BemecTBa B nJiaCTHHe JiaiiHepa B 

3a,!(aHHOM ,nttana30He. TaK)Ke 6bma nonyqeHa HHqJOpMal.(HH O ,neqiopMttpOBaHHH JieHTbl JiaiiHepa, 

KOTOplUI B .!(aJibHeiiIIIeM 6y,neT HCilOJib30BaHa MH onpe,neJieHHH OilTHMaJibHOro HaqaJibHOro npoqJHJIH 

rmacTHHbl. 
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3aKJIJO'lenue 

B HaCTOllll(eii. pa6oTe paccM0TPeH0 rrpHMeHeHHe 3TOH. CHCTeMbl H II0K83aHa ee rrpaKTH'leCKaH 
BIDKH0CTb rrpH perneHHH pJl)].a Ha)"IHbIX H rrp0H3B0,!J;CTBeHHblX 3a,!J;a'I. 

PerneHHbie C II0M0ll(blO CHCTeMbl SARD 3a,!J;a'IH Ha HHcppaCTP)'KTYl)e H3 HeKJiaCTepmoaaHHblX 
KOMIIb!OTep0B B HI1M HM. M.B. KeJI,!J;billia p AH H II0JI)"leHHble B xo,u;e paC'leT0B pe3yJibTaTbl 
CBH,!J;eTeJlbCTBYJOT 06 aKTYaJibH0CTH rrpHMeHeHHH TeXHOJIOrHii 0,!J;H0yp0BHeBoro rpH,ll;a H 
rrepcrreKTHBH0CTH ae,u;ymHXCll B 3TOH. o6JiaCTH p83pa6oTOK. 

Crroco6HOCTb CHCTeMbl ,!J;HCIIeT'lepmaQHH o6'be,!J;HHllTb a rpH,!1;-HHcppaCTPYKTYPbI 
rrepcoHaJibHbie K0MIIb!OTepbl ,u;m1 HX HCII0Jlb30BaHHH BO BpeMll CJia6oii 3arpY3KH, a TaIOKe rrp0CT0Ta 
ycTaH0BKH H a,!J;MHHHCTPHP0BaHHll CHCTeMbl II03B0AAIOT B K0p0TKHe cp0KH II0Jl)"IHTb MOll(HblH. 
HHCTPYMeHT )];Jill perneHHH llIHp0K0f0 Kpyra MaTeMaTH'leCKHX 3a,u;aq H 0K83aTb cymecTBeHHYJO 
rro,u;,u;ep,KKY HCCJie,!J;0BaTeJillM rrpH rrpoae,u;eHHH Bbl'IHCJIHTeJibHblX 3KCIIepHMeHT0B. 
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CrreuilaJIH3I1poaaHHhii1 BbI'IIICJIIITeJibHbii1 K0MIIJieKc (BK) HHI.J, X<l>Tl1 J1Bm1eTCJ1 

:meMeHT0M aceMilpHoro LHC Grid, a c 2009 r. ceprnqJill.lilpOBaH KaK T2 uemp B rpim

IIHqipacTPYKType 3KcrrepllMeHTa CMS. Ha BK xpaHJ1TCJ1 II 06pa6aTurna10TCJ1 pearrbHble 

3KCIIepI1MeHTaJlbHbJe ,naHHbie C DOJlblII0fO a,np0HH0fO K0JIJiai1,nepa, pecypCb! BK Kpyrn0CYT0'IH0 

,ll0CTYIIHbl II0Jlb30BaTeJIJIM BCeMllpH0f0 Grid ,nJIJI Bbl'IIICJieHIIU. 3TO HaKJia,nbJBaeT OC06ble 

TPe6oaaHllJI K Ha.nei1mOCTII pa60Tbl Bcex 3JieMeHT0B II CJI}')K6 BK. TipII 3T0M oco6oe 3Ha'!eHile 

IIMeeT II0CT0JIHHblll M0HIIT0pIIHf Ka11ecTBa 3JieKTP0IIIITaHllJI H TeMrrepaTYPbI 0Kp}')Ka!Oll.lei1 cpe,nbI 

B II0Mell.{eHIIII BK HHI.J, X<l>Tl1. TaKOH M0HIIT0pIIHf ocymecTBJIJleTCJI C IICII0Jib30BaHileM 

K0MIIJieKCH0fO peIIIeHllJI, Ha 0CH0Be cpe,ncTB M06HJibHOi1 CBJl3II II B03M0lKH0CTei1 C0BpeMeHHbIX 

IICT0'IHIIK0B 6ecrrepe6oi1Horo 3JieKTP0IIIITaHllJI. O6c}')K.naeTCJI CIICTeMa K0HTP0JIJI l.{eJI0CTH0CTII 

RAID MaCCIIB0B ,naHHbIX B ,llIICK0BbIX cepaepax pacrrpe,neneHH0fO xpaHHJIIlll.{a ,naHHbJX. 

PaccMaTPIIBaeTCJI K0HTP0Jib pa60TOCIIOC06HOCTII ceTeBbIX IIHTepqiei1COB CTPYKTYPHbIX 3JieMeHTOB 

BK II CIICTeMbl o6pa60TKII rraKeTHbIX 3a,na11 Ha Bbl'IIICJIIITeJibHbIX Y3Jiax K0MIIJieKca co 

CB0eBpeMeHHbIM 0II0Bell.{eHileM 0 c60JIX. 

Bse,l:leuue 

B 3KcnepnMeHre CMS, KaK H B Apymx KpynHbIX 3KcnepHMeHmx Ha EoJibllIOM aAPOHHOM 

KOJIJiaimepe (EAK), 1'pe6yeTC.JI c BbICOKOH CKOpOCTbIO o6pa6aTbIBaTh orpOMHblll IIOTOK HHCpOpMaUHH. 

3To HaKJia,l:lhIBaeT 11pe3BhI11aHHO ,KeCTKHe YCJIOBH.JI Ha Bhl11HCJIHTeJibHhle KOMIIJieKCbl (BK), 

npe,l:IHa3Ha11eHHhie ,l:IJIJI pellleHH.JI 3TOH 3a,na11H. ~UI o6pa60TKH H aHaJIH3a ,l:laHHhIX, aKKYMYJIHpyeMbIX 

B 3KcnepHMeHTax EAK, C03,l:laHa pa3BeTBJieHHaJI rpHJ:1-HH<ppaCT{)YKTYPa, Ha3hrnaeMaJI "BceMHpHhIH 

EAK-rpHA" (WLCG), OJ:IHHM H3 3JieMeHTOB KOTopoii .J1BJIJ1eTC.J1 BK HHU: X<l>TH. 

1. Bb111HCJIHTeJlbHblH KOMUJICKC HHD: X<l>TH 

TiepBal! 011epe,l:lb npOTOTHna cneUHaJIH3HpoBaHHOro Bhl11HCJIHTeJibHOfO ueH'I'pa ,l:IJI.JI 

06ecne11eHHJ1 pa6oT B paMKax 3KcnepHMeHTa CMS B HHU: X<l>TH 6hma C03AaHa B 2001 roAy [1] H 

npe,l:ICTaBJI.JIJla co6oii Linux-KJiacTep, IIOCT{)OeHHhIH Ha HeCKOJihKHX npoueccopax THna Pentium III. 
TipoTOTHII IIOCTO.JIHHO MO,l:lepHH3HpOBaJIC.JI C o6HOBJieHHeM ero 3JieMeHTHOH 6a3hl H HapamwsaHHeM 

pecypcos. K MOMeHry 3anycKa EAK OH npeACTaBJIJleT co6oii ~e noJIHOUeHHhiii, 

ceprnq>wuwpoBaHHhIH BK, KOTOpbIH roTOB K yqacrnIO B pacnpe,l:leJieHHoii o6pa6oTKe ,l:laHHhIX CMS H 

npH6JIH,KaeTCJI no CBOHM annapaTHhlM xapaKTepHCTHKaM K napaMC'I'paM "HOMHHaJihHOro" T2-ueHT{)a 

3TOfO 3KCnepHMeHTa [2] . 

1 
Pa6oTa rro,n,neplKaHa rpaHT0M M0JI0,llbIX yqeHbIX HAH YKpaIIHbl 2009-2010 r. 
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KoMrIJieKC 06be,1vrnlleT 6onee 30 BbICOKOITpOH3BO,nHTeJibHbIX ,nByxnpoueccopHbIX Y3JIOB C CPU 
apxttTeKTypbI x86-64. KpoMe mro, ,nBa cepBepa (4 CPU) apxHTeKrypb1 AMD64 06ecne1mBa10T 
HHTepaKTHBHYIO pa6ory noJih30BaTenei1 (B qacTHOCTH, 3anycK 3a_naq aHaJIH3a Bh16opoK .naHHhix CMS 
B cpe,ne WLCG, HCITOJih3Yll cKomjmrypttpoBaHHhIH Ha HHX HHTepcpei1c nOJih30BaTeJill rptt,n (UI)). Eme 
o,nHH ,nByxnpoueccopHbIH (AMD64) cepBep o6CJI)')KHBaeT o6MeH ,naHHhIMH Me)K,!J.y KOMnJieKCOM H 

,npyrnMH cy6beKTaMH rptt,n-HH<ppacTpyKTYPhl CMS. CornacHo npHHllTOH B 3KcnepttMeHTe npoue,nype 
o6MeHa ,naHHhIMH, Ha 3TOM y3ne ycrnH0BJieHbI CMS VObox H KOMnneKc PhEDEx. IloMHMO 3TOro, 

,naHHbIH y3eJI BblITOJIHlleT TaIOKe <pyHKUHH l1HTepHeT-WJII03a Mll pa6oqHx Y3JIOB CHCTeMbl, H Ha HeM 
CKOH<pttrypttpoBaH npOKCH-cepBep (SQUID) Mll 3a_naq, HCIT0Jlb3Y!Oll.lHX cneQHaJIH3Hp0BaHHOe 
nporpaMMHOe o6ecneqeHHe 3KcnepttMeHTa CMS. 

Bee Y3JihI pa60Ta10T no.n OC 'Scientific Linux CERN' (SLC) (BepcHH 4 H 5). B coorneTCTBHH c 
npHHllTbIMH B WLCG CTaH,napTaMH Mll o6pa6oTKH naKeTHbIX 3a_naq HCITOJib3yeTCll CHCTeMa 
OpenPBS/Torque c nnaHHpOBll.lHKOM Maui. 

BHyrpeHHllll ceTeBall HH<ppacTpyKTypa nocrpoeHa Ha OCHOBe ,nByx BbICOKOnpoH3BO,nHTeJibHblX 
MapwpyrH3aTopoB Cisco Catalyst 2960G H Hewlett-Packard ProCurve 2848. BHyrpeHHllll 
nponycKHall cnoco6HOCTb JIOKaJibHOH ceTH COCTaBJilleT I f6HT/c. lllHpttHa HHTepHeT KaHaJia 
COCTaBJilleT npHMepHO 200 M6HT/C. 

KoMnJieKC TaIOKe BKJI!OqaeT xpaHHJIHll.le HH<pOpMaUHH (SE) - MaCCOBYIO ,nHCKOBYIO naMl!Tb 
rnna DPM [3], KOTOpoe llBJilleTCll pacnpe,neJieHHbIM. Ero o6pa3YIOT 13 ,nHCKOBblX cepBepoB C 
annapaTHhIMH RAIDS- H RAID6-,nHCKOBhIMH MaccttBaMH, cHafoKeHHhIMH ,nttcKaMH 6blcTpoi1 («hot
spare») aBapHHHOH 3aMeHbl. O6mall eMK0CTb 3TOro SE C0CTaBJillJia npHMepH0 80 T6attT. 

C 2005 ro,na cneUHaJIH3HpoBaHHbIH BK HHU X<l>TH, Mll . yqacTHll B nporpaMMe 
3KcnepttMeHTa CMS, 3aperncTpttpoBaH B CTPYKTypax WLCG/EGEE no.n HMeHeM Kharkov-KIPT
LCG2. [4] Ilocne KOH<pttrypauttH H orna,nKH Heo6xo,nHMhIX Bepcttli nporpaMMHoro o6ecneqeHHll 
3KcnepttMeHTa CMS (CMSSW, PhEDEx H npoq.), OH 6bIJI TaIOKe 3aperncrpttpoBaH B 6a3e .naHHhix 
CMS c HMeHeM T2_ UA_KIPT. [5] BHeWHHH BH,n BK HHU X<l>TH npttBe.neH Ha pttc I. 

Pttc. I: BHernHHH BH,n BhfqHcJIHTeJibf!Oro K0MnJieKca HHU X<l>TH. Cnpasa Ha cToliKax 
pacnoJI0)KeHbl cepBepa pacnpe.neneHHOro ,nHCKOB0ro xpaHHJIHll.la ,naHHbIX THna DPM, CJieBa -

cqeTHb1e cepBepa. BHH3Y Ha CTOttKax ycrnHoBJieHhI HCTOqHHKH 6ecnepe6oi1Horo nHTaHHll APC Smart 
UPS RT 5000. Bsepxy Ha CTOttKax 3aKpenneHhI ,naTqHKH TeMnepaTyphI 
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B moHe 2009 r. KOMIIJieKe T2_UA_KIPT yeneurno BbinOJIHHJI Bee eepn1q>0Ka1.100HHb1e TeeTbI 
CMS H e Tex nop HaxO,D;HTeH B eoeTaBe rpynnbl pemOHaJibHb!X QeHTJ)OB, rOTOBbIX K yqaeTHIO B 
paenpe,n;eJieHHoii: o6pa6oTKe .n;aHHbIX CMS Ha ypoBHe 1.1ettTpa 2-ro spyea WLCG. 

2. Il;CJIH H 1a,n;a11H M0HHT0pHHf0BblX CHCTeM CTpyKTypHblX 3JICMCHT0B BK HHD; X<l>TH 

TaKoe noJIO,Kem1e BK He ,n;onyeKaeT e6oeB u aBapuii: B pa6oTe, TaK KaK JTO MO,KeT npuBeeTu K 
noTepe JKenepuMeHTaJibHbIX .n;aHHbIX, KOTOJ)bte HaKaIIJIHBatOTes u xpaHHTes Ha BK HI-IQ X<l>TH. Ho 
pa6oTa BK, eoeTOHIL1ero 03 60JibIIIOro 'IHeJia JJieMeHTOB (eeTeBbie Map1IIJJYTH3aTOJ)bl, e'leTHbie 
eepBepa, ,n;ueKOBbie eepBepa, HeTO'IHHKH 6eenepe6oii:Horo nHTaHHH, KOH,!J;HQHOHepbl H T.n.), 6e3 e6oeB 
HeB03MO,KHa, Ilo3TOMY HaMH 6bma eo3,n;aHa KOMIIJieKeHaH MOHHTOJ)HHfOBaH eHeTeMa, KOTOJ)aH 
KpyrnoeyTO'IHO «eJie,D;HT» 3a napaMeTpaMH pa6oTbI Beex 3JieMeHTOB T2_UA_KIPT u, B eJiyqae 
«aBapHii:», eBOeBpeMeHHO HHq>OpMHpyeT eHeTeMHblX a,!J;MHHHeTJ)aTOJ)OB BK no epe,n;eTBaM SMS H 

E-mail. A B HeKOTOJ)blX «npoeTb!X)) euTyaQHHX MOHHTOJ)HHfOBbie eJIY*6bI enoeo6Hbl 
eaMOeTOHTeJibHO yeTJ)aHHTb HeuenpaBHOeTH B pa6oTe BK (HanpuMep, O'IHeTKa ,D;HeKOB OT BpeMeHHblX 
q>aii:JioB HJIH nepe3arpY3Ka «3aBHe11Iero» eepBepa). TaK ,Ke Bee «aBapnm> H «e6ou», o6HapY*eHHbte 
MOHHTOJ)HHrOBbIMH eJIY*6aMH, 3anHeb1Bat0TeH aBTOMaTH'leeKH B JIOr-q>aii:JI, KOTOJ)b!H npu 
He06XO,!J;HMOeTH MO,KHO npoeMOTJ)eTb. 3To noMoraeT HaM Bb!HBJIHTb npH'IHHbl B03HHKHOBeHHH 
«aBapuii:». IloeTOHHHO aHaJIH3Hpys 3anHeH MOHHTOJ)HHfOBblX eJIY*6, Mb! yeoBep11IeHeTByeM pa6ory 
Beero BK B QeJIOM H IlOBbIIIIaeM ero Ha,LJ;e,KHOeTb H OTKaJoyeTOH'IHBOeTb. 

MoHHTOJ)HHr pa60Tbl Y3JIOB BK noeTOHHHO eoBepIIIeHeTByeTeH, H eero,n;HH Mb! HMeeM 
KOMIIJieKeHoe pe11IeHHe Ha OeHOBe B03M0)KHOeTeii: HeTO'IHHKOB 6eenepe6oii:Horo nHTaHHH (HETT) 
APC Smart UPS RT 5000, .n;aT'IHKOB TeMnepaTYJJbI, GSM-Mo,n;eMa H nporpaMM - HanHeaHHbIX 
a,!J;MHHHeTJ)aTOpaMH BK. OeHOBHbie TeXHH'leeKHe xapaKTepHeTHKH annapaTHOH 11aeTH 
MOHHTOJ)HHroBoro KOMilJieKea npHBe,n;eHbl B Ta6JI. 1. 

Ta6JIHQa 1. TexHH'leeKHe xapaKTepueTHKH annapaTHOH qaeTH MOHHTOJ)HHroBoro KOMIIJieKea 

HAHMEHOBAHHE IIAPAMETP 

HcTO'IHHK 6ecnepe6oiieoro DHTaHnH APC Smart UPS RT 5000 
l!HanaJOH BXO,!J;HOro HanpH,KeHHH nPH pa60Te OT eeTH 160-280B 
MaKeHMaJibHaH BbIXO,!J;HaH MOll.lHOeTb 3,5 KBT 
BpeMH pa60Tbl OT aKKYMYJIHTOJ)HOH 6aTapeH npH OTKJIIO'leHHH 15,4 MHffYTbl 
3JieKTP03HepmH (1750 BT) 

,n:aTtJHK TeMnepa'fYpbl APC AP9619 
,n;HanaJOH pa60'IHX TeMnepaTVP 0° -40° C 
.II.rmHa IIIHypa 3,6M 
Pa3Mepbi (IIIHPHHa x BbieOTa x rny6HHa) 38 X 64 X 22 MM 

GSM/GPRS/EDGE Mo.n;eM Teltonika T-modem PCI 

Pa60'IHe ,D;HanaJOHbl 
GSM 900/1800 (EDGE, 
GPRS, HSCSD u CSD 

HaJIH'IHe BHeIIIHeii: aHTeHHbl ,n;a 
11HTeod>eii:e PCI 
CoBMeeTHMOeTb e oc Windows, Linux 

A Ha'IHHaJIOeb Bee B 2003 r. e HeeKOJlbKHX YTHJIHT, noeTaBJIHeMbIX npOH3BO,D;HTeJrnMH 116I1. C 
HX nOMOll.lblO MO,KHO 6bIJIO eJie,D;HTb 3a napaMeTpaMH 3JieKTJ)OnHTaHHH H npH ero OTKJIIO'leHHH 
«KoppeKTHO» BblKJIIO'laTb eepBepa, 'ITO YMeHbIIIaJIO BepOHTHOeTb noTepu HaKOIIJieHHOH HHq>OpMaQHH. 
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06 OTnpaBKe, KaKHX JIH6o coo6meHHH TOr,na He MOrJIO 6bITb H pe•m. 11HCpopMaumo MO)KHO 6bmo 

IlOJI)"IHTb, TOJlbKO npocMOTPeB nor-cpaiin HJIH )Ke BH3YaJibHO, Kor,na cepaep ~e OTKmoqeH . 

KonHqecTBO MOHHTOpHHfOBbIX cn~6 H nporpaMM IlOCTOJIHHO pacTeT. OcHOBHbIMH Ha cerO,LIHJI 

JIBJIJIIOTCJI: 

1. MoHHTOpHHr KaqecTBa :meKTPOilHTaHHJI )'3JIOB BK HHQ X<l>Tl1; 

2. MottHTOpHHr TeMnepaTYPbI ao3,nyxa B noMemeHHH BK; 
3. CttcTeMa MOHHTOpHHra uenOCTHOCTH )KeCTKHX .LIHCKOB a RAID MaCCHBaX pacnpe,neneHHOro 

.LIHCKOBoro xpaHHJIHllla ,naHHbIX BK HHQ X<l>T11; 

4. MOHHTOpHHr ,nocrynHOCTH CeTeBbIX HHTepcpeiiCOB pa6oqHx Y3JIOB BK, KaK BHYTPH CeTH, TaK 

H H3Btte; 
5. CHcTeMa onoaemeHHJI O «3aBHClIIHX» HJIH ycmpeBlIIHX 3a,naqax, nonyqeHHbIX H3 Grid; 

6. CHCTeMa oqHcTKH pacnpe,neneHHOfO ,LIHCKOBOro xpaHHJIHllla ,naHHbIX OT BpeMeHHbIX cpaiinoB. 

.n;anee paCCMOTPHM npHHUHilbl H napaMeTPbI pa60Tbl K~oii CHCTeMbl, HX OTJIJfqHJI 11 

oco6ettHOCTH. 

3. MOHHTOpHlffOBblC CJiy,K6bl 3JICKTpOUHTaHHH BK H TeMneparypbl B03,Llyxa B UOMCll(CIIHH 

MoHHTop11Hr KaqecTBa 3neKTPOnHTaH11JI y3noa BK HHQ X<l>Tl111 MOHHTOpHHr TeMneparypbI 

B03,nyxa.B noMemeHHH cepaepttoii IlOCTpoeHbl Ha O,LIHOH annaparno-nporpaMMHOH 6roe. 3a OCHOBY 

B3JIT nporpaMMHbitt KoMnneKc APC PowerChute, KOTOpbiii nocTaBJIJieTCJI Ha ,n11cKe, BMecre c HEIT. 
TaK )Ke B KOMnneKT nocTaBKH HEIT BXO.LIJIT ,naTqHK TeMneparypbI H cneuHanbHaJI nnam (AP9619), 
KOTOpaJI HMeeT CeTeaoii HHTepcpeiic RJ45 H pro1,eM ,lJ,JIJI IlO,LIKJIJOqeHl1JI ,naTq11Ka TeMnepaTYPbI. Pa6oTa 

nporpaMMbI PowerChute octtoaaHa Ha npHHUHne KJIHeHT-cepaep, r,ne HEIT - cepaep, a pa6oq11e Y3Jihl 

BK - KJIHeHTbI. CHcTeMa no3BOJIJieT KOHTPOJIHpoaaTb 6onee 30 napaMeTPOB 6ecnepe6oiittoro 
JneKTPOilHTaHHJI BK, BKJIJOqaJI TeMnepaTypy B noMemeHHH. HaH6onee Ba)Kffbie napaMeTPbI JTO: 

axo,nttoe H Bbixo,nttoe ttanpJI)KeHHe JJieKTPOilHTaHHJI, 3apJI,n aKKYMYJIJITOpttoii 6ampeH HEIT, ttarpy3Ka 

Ha MEIT, apeMJI pa6oTbI HEIT OT aKKYMYJIJITopa npH OTKJIJOqeHHH JJieKTPOJHepmH. Bee «co6bITHJI», 
npoHCXO.LIJllllHe B paMKax nporpaMMbl PowerChute, 38IlHCbIB8IOTCJI B nor-cpaiin, xpaHJilllHHCJI Ha 

MEIT. CHCTeMa Il03BOJIJieT oqeHb m6Ko H8CTP8HB8Tb napaMeTPbl pa60Tbl: cne,LIHTb HJIH He CJie,LIHTb 38 

«H~bIM» napaM~OM, OTnpaBJIJITb coo6meHHe npH «co6bITHH» HJIH npocTO 38IlHC8Tb 

HHq>OpMaUHJO B nor-cpaiin, a noc.rie KpHTHqecKHX «co6bITHii» (HanpHMep «aKKYMYJIJITop MEIT 
propJI)KeH Ha 95%») Il03BOJIJieT KoppeKTHO 3aBeprnHTb pa6ory Y3JIOB. 

,Zl;ononHHB KOMnneKc APC PowerChute, GSM-Mo,neMOM H tteCKOJibKHMH CBOHMH 

nporpaMMaMH, Mb[ IlOJl)"IHJIH ,LIOCTaTOqHo rH6KYJO CHCTeMy KOffTPOJIJI 3JieKTPOilHTaHl1JI BK H 
TeMnepaTypbl B03,Llyxa B noMemeHHH KOMnneKca. Otta Il03B0JIJieT He TOJibKO CBOeBpeMeHHO 

onoae111aTb a,nMHHHCTPaTopoa BK o «npoHcrnecTBHJIX», OTnpaBJIJIJI SMS Ha M06HJibHbie TenecpottbI, 

HO H B cnyqae B03HHKHOBeHl1JI aaapHii C JJieKTPOilHTaHHeM HJIH KOH.LIHUHOHepoM (nOBbillleHHe 

TeMnepaTYPbI B03.Llyx B IlOMemeHHH BK) «KoppeKTHO» 3aaeprnaTb pa6ory pa6oqHx Y3JIOB, 
npe,noTBpamaJI IlOTeplO HaKonneHHbIX ,naHHbIX H IlOJIOMKY ,noporoCTOJII11ero o6opy,noBaHHJI. 

4. CucTeMa MOIIHTOpHHra l(CJIOCTHOCTH )KCCTKHX ,LIHCKOB e RAID Maccueax pacnpe,neneHHOro 

,nucKoeoro xpa11uJiu111a ,naH11Lix BK HHD; X<l>TH 

KroanOCb 6bI, perneHa npo6neMa c CHCTeMoii JJieKTPOilHTaHHJI H IlOJIOMOK annapaTYPbI 6bITb 
He ,LIOJl)KHO, 0,LIH8KO 3TO He TaK. 3To Bcero JIHlllb yMeHblIIHJIO KOJIHqecTBO IlOJIOMOK, a He HCKJIIOqHJio 

HX IlOJIHOCTblO, 11 ,lJ,JIJI 3TOro npHXO,LIHTbCJI KOffTPOJIHp0B8Tb pa6ory OT,neJibHbIX qacTeii CTPYKTYPHbIX 
JneMeHTOB BK HHQ X<l>Tl1. 3TO pa6om H )KeCTKHX ,nHCKOB ()I(,Zl;), H ceTeBbIX KapT H onepamattoii 

naMJITH H MHororo ,npyroro o6opy,noaaHHJI. 

KOffTPOJib uenocTHOCTH )K,Zl; HaJI8)KeH ,lJ,JIJI RAID-5 H RAID-6 MaCCHBOB B pacnpe,neneHHOM 

.LIHCKOBOM xpaHHJIHme ,naHHbIX. XoTb RAID-5 H npe,nnonaraeT HaJIHqHe «hot-spare» ,nHcKa. Ho MbI 

.LIOJl)KHbl 3H8Tb, Kor,na npoH3olIIJia no,nMeHa Bblllle,nrnero H3 CTPOJI )K,Zl;, «hot-spare» ,LIHCKOM. qTO 6bI 

CBOeapeMeHHO 3aMeHHTb noape)K,LleHHblH )I{,Zl; H He ,nonyCTHTb propyrneHHJI RAID MaCCHBa H IlOTep11 
B8)KHbIX ,naHHblX. 3ToT MOHHTOpHHr 6roHpyeTCJI Ha pa6oTe TW _CLI YTHJIHTbl H3 KOMnneKTa 

306 



nocTaBKlf ClfCTeMHbIX nporpaMM 3ware RAID KOHTPOJIJiepa. 3-ra yrlfJIHTa UMeeT 6oJiblIIOe 

KOJiuqeCTBO KOMaH.[I, npu noMOIUU KOTOpbIX MO)KHO nonyqaTb UHq>OpMaumo O COCTOJIHUU RAID 

MaCCUBa U K~oro OT,[leJibHOrO )I{)]; B HeM. ,[(anee HaMU HanucaHa nporpaMMa, n03BOJilll01UaJI 

BbinOJIHJITb Hy,KHbie HaM KOMaH.[lbl, a pe3yJihTaT BbinOJIHeHUll OTnpaBJIJITb Ha M061fJibHbie TeJieq>OHbl 

u E-mail. IToMecmB 3TY nporpaMMY B CronD OC Linux, u HaCTPOUB 3anycK Ha BhmOJIHeHHJI ,L\Ba 

pa3a B cyrKu, Mbl nOJI)"llfJIU ,[\OBOJibHO CBOeBpeMeHHOe onoBemeHUe O BbIXO,[le H3 CTPOll )I{)];. 
ITo.L1p06Hblll anropHTM pa60Tbl MOHliTOpUHra ueJIOCTHOCTU )I{)]; B RAID MaCCUBax pacnpe.[leJieHHOro 

.L\HCKOBoro xpaHlfJiuma .[laHHbIX BK HHQ X<l>Tl1 npHBe,[leH Ha puc. 2. 

B 3TOM cnyqae coo6:ineHue 

He OTIIpaBJilleTCH 

aeTcH rrporp 

H,[\aMH TW_ 
T Hanuque «h 

HCKa BRAID 

TipoBepKa rrpoIIIJia y,natJHO TipoBepKa rrponma 

- «hot-spare» .L\HCK B Hey,natJHO - «hot-spare» 

CUCTeMe npucyrcTByeT 1.------....... ------.1 ,[\UCK B CliCTeMe OTCyrCTBYeT ,__ _________ _.. B cnyqae propyrneHHH 

RAID MaccuBa HJIH 

OIIIH6KH TeCTHpOBaHHH 

OmpaBKa SMS H E-mail c 

pe3ym,TaTaMH, CHCTeMHhIM 

a,nMHHHCTPaTOpaM BK 

Puc. 2: AnropuTM pa60Tbl MOHliTOpUHra ueJIOCTHOCTlf )KeCTKUX ,[\liCKOB B RAID MaCCHBax 

pacnpe.[leJieHHoro .L\HCKOBoro xpaHlfJIHIUa .[laHHhIX BK HHQ X<l>Tl1 

5. MOHHTOpHHr ,[\OCTYUHOCTH ceTeBblX HHTep4>eiicoe pa60'IHX YlJIOB BK H no~o6Hble eMy 

CHCTCMbl 

O.[IHUM u3 B~HeiilIIHX TPe6oBaHHii, npe.LlbllBJIJieMbIX K T2 _ UA _ KIPT, JIBJIJieTCJI ero 

,[\OcrynHOCTb 24 qaca B cyrKu, 365 ,[\Heii B ro.[ly. 3TOT napaM~ (.LIOCTYIIHOCTb BK qepe3 UHTepHeT) 

Heo6XO,[\liMO noCTOJIHHO KOffTPOJIUpoBaTb. ,[(Jill 3TOfO HanHCaHa CJIO)KHaJI, MHoroypOBHeBaJI 

nporpaMMa MOHUTOpHHra, COCTOlllUaJI U3 HeCKOJibKUX MO.[lyJieii, KOTOpbie caMOCTOJITeJihHO pa6oTaIOT 

B ClfCTeMe. 3a.[laqa nporpaMMbl 3aKJIIOqaeTCll B nepHO.[llfqecKOM KOffTPOJie (24 pa:m B cyrKH) 

' ,[\OCTyIIHOCTH pa6oqux Y3JIOB BK, KaK BHYTPU ceTU, TaK u H3BHe. TaK )Ke, nporpaMMa MO)KeT 

caMOCTOJITeJibHO nepe3arpy3UTb «3aBUCllllfH)) pa6oquii y3eJI, qTQ m6aBJIJieT JIIO.[leii OT pyruHHOll 

pa60Tbl. KaK If Bee Bblllle ynoMl!Hyrhie MOHliTOpHHfOBbie CHCTeMbI, 3Ta CUCTeMa OIIOBemaeT 

a.[IMHHHCTPaTOpoB BK o «npoucllleCTBHllX» (no cpe.[ICTBaM SMS u E-mail) H Bee pe3yJihTaTbI cBoeii 

pa60Tbl BHOCHT B Log-q>allJI, .[locrynHblll ,[\Jill npOCMOTPa u aHaJIH3a CHCTeMHbIMU a.[IMHHHCTPaTopaMH 

BK. B OTnpaBJieHHOM coo6meHUU HaXO,[\liTCll UHq>OpMauull O TOM, KaKoii cepBep He ,[\OCryneH H no 

KaKOMY IP a,L\pecy. AnropHTM pa60Tbl nporpaMMbl HanoMUHaeT anropUTM, npHBe,[leHHblll Ha Puc. 2. 
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AHanorwrno noc-rpoeHa pa6om nporpaMMbI nposepsnomeii npoxo)l(Jlemte q>HJHqecKHX 33):(aq, 
IlOCryTilfBUllfX lf3 Grid. KpHTepHeM HBJUleTCH speMH BblilOJIHeHHH 33):(aqlf. EcJIH OHa cq!fTaeTCH 
6oJibUie noJio)KeHHoro speMeHH, 3HaqlfT npouecc JaBHC If 6ecnoJie3HO no-rpe6JIHeT pecypcb1 

BbJqncJIHTeJibHOH CHCTeMbI. EcJin 3TO npOH3OWJIO, OTnpaBJIHeTCH coo6meHne C HOMepaMn 

Bblil0JIHHeMoro npouecca n 33):(aqn. 3TOH HHq>OpMaunn, IlOJI)'1IeHHOH csoespeMeHH0, A0CTaTOqH0 MH 

Toro, qro6bl YAaJJlfTb 33):(aqy lf3 oqepeAH If AaTb B03MO)Kff0CTb cqlfTaTbCH APYfHM 33):(aqaM, TeM 
CRMblM He 3RrpY"'RH cqeTHbie cepsepa 3RBHCUIHMH npoueccaMH. Pe3yJibTaTbl pa60Tbl 3TOH 
nporpaMMbl RBTOMRTlfqeCKH 3RlllfCbIBalOTCH B Log-q>aiiJI. 

Tipo6JieMa 6ecnoJie3HOrO no-rpe6JieHHH BbJqlfCJIHTeJibHblX MOIUHOCTeii Ha BK scerAa 
aKTYaJJbHa. Tio3TOMy IlOCTOHHHO rrpHXOAHTbCH OIITHMH3HpOBaTb pa6ory BK, CJieAHTb 3a 
npoxo)l(JleHneM 33):(aq, HaJJlfqlfeM CB060AHOrO MeCTa Ha AHCKax pacnpeAeJieHHOro AlfCKOBOro 
xpaHHJinma ;:i:aHHblX If MHOrHM ;:i:pymM. 

B npouecce pa60Tbl, Ha JJ:HCKOBbIX cepsepax HaKailJIHBalOTCH BpeMeHHbie q>aHJibI, OHH J:{OJl)KHbl 
YAaJJHTCH aBTOMaTnqecKH, HO lfHOr;:i:a 3Toro He npOHCXOJJ:HT, lf3-3a «rJIIOKOB)) ClfCTeMbl. Y;:i:aneHHe 

BpeMeHHblX qiaiiJioB BblilOJIHHeT eme OAHa nporpaMMa, HailHCaHHaH HaMH. OHa 3anycKaeTCH 
aBTOMaTHqecKn 0):{HH pa3 B TPH J:{HH. Ee 33):(aqeii HBJIHeTCH BblHBJieHHe If y;:i:anem1e aBTOMRTlfqecKH He 
y;:i:aneHHblX BpeMeHHblX qiaiiJioB. no 3aBepUieHHIO BblilOJIHemrn, nporpaMMa OTrrpaBJIHeT pe3yJibTaTbl 
no 3JieK-rpOHHOH noqTe. PeryJIHpHO npocMa-rpHBaH OTqeT, MO)KHO IlOCTOHHHO KOHT{)OJIHpOBRTb pa6ory 

J:{HCKOBbIX cepsepoB._ 

3aK.JnoqeuHe 

HMeH TaKOH MOHHTOpHHfOBblH KOMilJieKC Ha BK, KOTOpblH IlOCTOHHHO COBepUieHCTBYeTCH If 

J:{OIIOJIHHeTCH HOBblMH B03M0)KHOCTHMH, Mbl scerAa CBOeBpeMeHHO HHq>OpMHpOBaHbl 0 
«npOHCUieCTBHHX». 3TO 1103BOJIHeT yMeHbUIHTb BepoHTHOCTb BblXOJ:{a lf3 CTf)OH ;:i:oporocToHmero 

o6opyAOBaHHH tt noTep!O HaKOilJieHHbIX ;:i:aHHblX. HMeH HCTOpHIO c6oeB, Mb! MO)KeM npOBOJ:{HTb HX 
aHaJJH3 tt OilTHMH3HposaTb pa6ory BK. TaK )Ke HeKOTOpble MOHHTOpHHrOBbie nporpaMMbl IlOCTOHHHO 
«OCB060)l(Jla!OT» 6ecnoJie3HO HCilOJlb3yeMble pecypCbl BK, TRKHM o6pa30M IlOBbllllaH 

npOH3B0):{HTeJibHOCTh CHCTeMbl. 
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In frame of the SYNTHESIS project being developed at IPI RAS a semantic grid 
infrastructure has been designed and implemented. The semantic grid is built on top of the 
AstroGrid that is positioned as an information grid aimed at support of virtual observatories. The 
infrastructure proposed significantly extends the conventional vision of semantic grids 
emphasizing a provision of well-defined meaning to data and service resources. We consider that 
such resources obtain adequate meaning in the context of specific application problems. Therefore 
we focus on ontological and conceptual specifications of application domains and problems. Such 
specifications are reflected in the definitions of mediators independently of information resources 
accessible through the information grid. The mediation middleware is positioned between the 
applications/users and resources. The mediation based semantic grid is used currently for problem 
solving in the area of astronomy. Note that mediation based semantic grid middleware is 
independent of particular information grid and can be integrated with any such infrastructure. 

1. Bue)].eHue 
B HaCTo»mee BpeMH Ha6JJI0)1.aeTCH cymecTBeHHhIH pocT 061,eMa nonyqaeMhIX 

)KCnepttMeHTaJJhHhIX )1.aHHhlX B pa:mttqHhIX o6nacrnx HayKtt. Pa:mopOJJ.HOCTh liHq>OpMaUlili Bhl3BaHa 

5onhIIIliM qlfCJJOM opraHH3aUHH, HaKanJJHBa!OIUHX )1.aHHhie (B pe3yJJhTaTe Ha6nI0)1.eHHH, H3MepeHHH), 

pa3H006pa31ieM 061,eKTOB Ha6JJI0)1.eHHH, COBepIIIeHCTBOBaHHeM TeXHHKH Ha6nl0)1.eHliH. 3To npHBO)].HT 

K Heo6X0)1.HMOCT1i HCnOJlh30BaHHH HeO)].HOpO,LIHOH, pacnpe,LleneHHOH HHq>OpMaUHH, HaKonneHHOH B 

reqeHtte 3HaqHTeJJhHOro neptto)].a Ha6JJI0)1.eHHH TeXHOJJOrHqecKH pa3JJHqHhIMH HHCTPYMeHTaMH. 

Pa3phIB Me)K)].y liCCJJe)].OBaTeJJHMH H liCTOqHHKaMH )1.aHHhIX H cepBHCOB npHBO)].HT K 

Heo6XO,[lliMOCTli nOHCKa HOBhIX nYTeH C03,[laHHH HHq>OpMaUHOHHhlX CHCTeM, B KOTOph!X oco6oe 

BHHMaHHe 6b!J10 6bI cocpe,o;oToqeHO Ha cneuHanhHhIX cpe,o;cTBaX opraHmaUHH peIIIeHHH 38)1.aq Ha)]. 

MHO)KeCTBOM pacnpe,o;eneHHhIX liHq>OpMaUHOHHhIX pecypcoB, HaKanJJHBaeMhIX B pa3H006pa3Hh!X 

HayqHhIX ueHTPax. Pa3pa6oTaH PH.LI HHq>paCTPYKTYP, KOTOpb1e TeXHHqecKH cnoco6cTBYfOT 

opraHtt3aUHH peIIIeHHH 38)1.aq B TaKOH cpe,Lle. Cpe,o;H HHX se6-cepBHChI, rpH,LlhI, CeMaHTHqecKHH Be6, 

HHTeponepa6enhHhie HHq>paCTPYKTYPhl npoMe)KYTOqHoro cno» H ,o;p. 

HacTOHIUaH CTaThH orpaHHqHBaeTCH paCCMOTPeHHeM HHq>OpMaUHOHHhIX rpHJ1.-

HHq>paCTPYKTYP MH HayKH, KOTOpb!e s nocne,o;Hee BpeMH CTaHOBHTCH Bee 6onee BOCTPe6osaHHhIMH. 

IlpttHHTO Pa3J1HqaTh BhJqHCJlliTeJJhHhie, HHq>OpMaUHOHHhie, o6naqHhie rpH,LI-HHq>paCTPYKTYPhl. ,[{o 

CliX nop OCHOBHOe BHliMaHlie npli peantt3aUlili TaKHX HHq>paCTPYKTYP 6b!J10 cocpe,o;oToqeHO Ha 

opraHtt3aUlili MHO)KeCTBa KOMnhIOTepOB MH ,[lOCTl{)KeHHH Bh!COKOH np01i3B0,[lHTeJJhHOCTH 

Bl,JqlicneHliH HJJH Ha C03,[laHHH cpe,o;hl MH o6ecneqeHliH ,[lOCTYOa K 60JJhIIIOMY ql{CJJY 

pacnpe,o;eneHHhIX liHq>OpMaUliOHHhIX pecypCOB H liX liHTeponepa6eJJhHOCTH npH peIIIeHHH 38)1.aq_ 

BonpOChl ceMaHTHKli npe,o;MeTHhIX o6nacTeH 38)1.aq, ee CBH3H C ceMaHTliKOH HHq>OpM81..\HOHHhIX 

pecypcoB rptt,o;a, )1.eKJJapaTliBHOro nporpaMMHpOBaHHH npHJJO)KeHliH Ha OCHOBe TaKHX 

ceMaHrnqecKttx onpe,o;eneHHH B rptt,o;-HHq>paCTPYKTYPax npaKTHqecKH He paccMaTPHBaJJHCh. B 

Hacrn»meu pa6oTe KpaTKO tt3naraeTCH no,o;xo,o; K co3,o;aHttIO npoToTttna ceMaHmuttecK020 zpuoa, 
KOMnOHeHTaMH KOToporo MOfYT 6b!Th KaK OT,[leJJhHhie HHq>OpMaUHOHHhle pecypChl (6a3hl ,o;aHHhIX H 

cepBliChI), TaK Ii BhJql{CJlliTeJJhHhie H HHq>OpMaUHOHHhie rpH,Llbl co CBOHMH HHq>OpMaUHOHHhlMH 

pecypcaMH. OcHOBHaH H)].eH ceMaHTliqecKoro rptt,o;a 3aKJJIOqaeTCH B q>OpMynHpOBaHHH 38)1.aq Ha 

OCHOBe cneuHq>liKaUlili npe,o;MeTHOH o6naCTli 38)1.aql{ He3aBHCliMO OT peneBaHTHhIX 38)1.aqe pecypcoB 

Ii peanmauttH TaKOH qiopMynttpOBKH B rpH.Ll;liHq>pacTPYKTYPe. Ilpe,o;nonaraeTc», ~o caMH pecypchI, 
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3aperttc-rpttpoBaHHhie B rptt,n-cpe,ne, cHafoKeHbl ceMaHTHqecKHMH OITpe,neJieHHJIMH, )],OCTaToqHhIMH 

)],JIJI ITPHHJITHJI peweHHJI O uenecoo6pa3HOCTH IIX HCITOJih30BaHHJI ITPH peweHHH KOHKpeTHOH 3a,naqw. 

CTaThJI c-rpyKTypttpoBaHa CJie}],yK>ll\HM o6pa30M. Bo BTOpOM pa3,neJie paccMa-rpttBaeTCJI 

ITO)],XO)], K peweHHJO HayqHhIX 3a,naq Ha)], HeO)],HOpOAHhIMH HH<j:>opMaUHOHHhIMH pecypcaMH Ha OCHOBe 

KOHUeITUHH ITpe,nMeTHhlX ITOcpe,nHHKOB B rpw,n-HH<j:>pac-rpy«:rypax. B -rpeTbeM pa3,neJie ITpe,ncTaBJieHO 

OITHCaHHe pa3JIHqHhIX THITOB rptt,n-HH<j:>pacTpyKTyp H ceMaHTHqeCKOfO rpHAa, OCHOBaHHOro Ha 

KOHUeITUHH ITpe,nMeTHhlX ITOcpe,nHHKOB. B qernepTOM pa3,neJie ITpe,ncTaBJieHa HH<j:>pac-rpy«:rypa 

ceMaHTHqecKoro rpw,na, OCHOBaHHOfO Ha ITpe,nMeTHhlX ITOCpe,nHHKaX, a TaIOKe pa3pa60TaHHhIH 

ITPOTOTHIT. B ITJITOM pa3,neJie OITHCaH ITpHMep ITPHMeHeHHJI pa3pa60TaHHOfO ITpOTOTHITa )],JIJI peweHHJI 

KOHKpeTHhIX HayqHhIX 3a,naq. 3aKJIJOqeHHe CTaThH ITO)],B0)],HT HTOf o6c)')K)],eHHJO H HaMeqaeT IIJiaHbl 

)],aJibHeHillero pa3BHTHJI pa60Thl. 

2. KounennuH npeAMCTHLIX uocpe.llHHK0B AJIH oprauuJanuu pemenuu 11ayq11L1x 33.llaq 113.ll 
HC0,llH0p0,llllblMH u114>opMaQHOllllblMH pecypcaMH 

OCHOBHOH w,neeH B HH<j:>pac-rpy«:rype )],OCTyITa K MHO)KeCTBeHHhIM HeO)],HOpO,nHhIM 

HHq>OpMaUHOHHhIM HCTOqHHKaM JIBJIJleTCJI BBe)],eHHe ITpOMC)KYTOqHoro CJIOJI Me)K)],y 

HHq>OpMal..(HOHHhlMH pecypcaMH tt ITO-rpe6HTeJIJIMH HHq>OpMaUHH. OCHOBHhIMH KOMITOHeHTaMH 

ITpOMe)KYTOqHoro CJIOJI JIBJIJIJOTCJI ITpe,nMeTHbie ITocpe,nHHKH [ 1 ], cymecrnyiomue He3aBHCHMO OT 

HHq>OpMaUHOHHhlX pecypcoB. YpoeeHh ITpe,nMeTHhlX ITOCpe,nHHKOB BB0)],HTCJI KaK qacTb 

HHq>OpMaUHOHHhlX CHCTeM, C03)],aBaeMhIX )],JIJI peweHHJI HayqHhIX 3a,naq. Ka)K)],h!H ITpe,nMeTHhIH 

ITocpe,nHHK 3a,naeT cITeUHq>HKauwJO ITpe,nMeTHOH o6naCTH )],JIJI peweHHJI HeKoToporo KJiacca 3a,naq, 

HCITOJih3YJI KaHOHHqecKyK> HHq>OpMaUHOHHyK> MO)],eJib )],JIJI ITpe,nCTaBJieHHJI ITpe,nMeTHOH o6nacm [2] 
H yttHq>HUHpOBaHHOfO oro6pa)KeHHJI pa3H006pa3HhIX BH)],OB MO)],eJieH HHq>OpMaI..(HOHHhIX pecypcoB. 

Pa3JIHqaJOTCJI )],Ba ITpHHUHITHaJihHO paJJIHqHhIX ITO)],XO)],a K ITpo6JieMe HHTerpttpoBaHHOro 

ITpe,ncTaBJieHHJI OITHCaHHJI ITpe,nMeTHOH o6JiaCTH 3a,naqH ITO OTHOilleHHIO K MHO)KeCTBY peJieBaHTHhIX 

3a,naqe HHq>OpMaUHOHHhlX pecypcoB: 

• oeuzaJ1cb om pecypcoe K 3aoaw1M, ITPH 3TOM cxeMa ITOCpe,nHHKa o6pa3yeTcJI KaK 

HHTerpttpoBaHHaJI cxeMa MHO)KeCTBa pecypC0B He3aBHCHMO OT ITPHJIO)KeHttJI; 

• 06UZQJICb om npWlO;)ICeHUR K pecypcaM, ITPH 3TOM OITHCaHHe ITpe,nMeTHOH o6JiaCTH 

ITPHJIO)KeHHJI o6pa3yeTCJI He3aBHCHMO OT pecypcoB B TepMHHax ITOHJITHH, c-rpy«:ryp ,naHHbIX, 

<j:>yHKUHH, ITpoueccoB, a 3aTeM peJieBaHTHbie ITPHJIO)KeHHJO pecypCbl OTo6pa)KaJOTCJI B 3TO 

OITHCaHHe. 

ITepBblH ITO)],XOA, 06U;)ICUMblU U11qJOpMGlfU01111blMU pecypcaMU, JIBJIJleTCJI HeMacwrn6ttpyeMbIM 

ITO OTHOilleHHJO K qwcny pecypcoB, He ,naeT B03MO)KHOCTH )],OCTH)KeHHJI ceMaHTHqeCKOH HHTerpauwu 

pecypcOB B KOHTeKCTe KOHKpeTHOro ITPHJIO)KeHHJI, He Be,neT K )],0Ka3aTeJibHOH H)],eHTHq>HKaUHH 

peJieBaHTHhlX ITPHJIO)KeHHJO pecypCOB, He CITOC06crnyeT ITOBhIIlleHHIO CTa6HJibHOCTH CITeUHq>HKaUHH 

ITocpe,nHHKa B ITpouecce 3BOJIJOUHH pecypcoB, peneBaHTHhIX ITpHJio)KeHHJO. 

/(6U;)ICUMblU npWlO;)ICeHWIMU ITO)],XO)], ITpe,nIToJiaraeT C03)],aHHe ITpe,nMeTHOfO ITOCpe,nHHKa, 

KOTOpblH ITo.n.nep)KHBaeT B3aHMO)],eHCTBHe Me)K)],y ITPHJIO)KeHHeM H pecypcoM Ha OCHOBe OITpe,neJieHHJI 

ITpuKJia,nHoH o6JiaCTH (oITpe,neneHHJI ITocpe,nHHKa). Bropoii ITo,nxo.n HMeeT oqeBH)],Hhie ITpettMymecrna 

ITO OTHOilleHHJO K ITO)],XO)].y, )],BH)KHMOMY HHq>OpMal..(HOHHhlMH pecypcaMH. ITpouecc pernc-rpauwu 

HeO)],HOpo,nHhIX HHq>OpMaUHOHHhlX pecypcoB B ITpe,nMeTHOM ITOCpe,nHHKe B ITO)],X0)],e, )],BH)KHM0M 

ITPHJIO)KeHHJIMH, ocHoBaH Ha TeXHHKe GLA V[3], KOM6ttHttpyiomei1 ,nBa IT0,nxo.na: LAV (Local As 

View), ITPH KOTOpOM cxeMbl pernc-rpttpyeMbIX pecypcoB paccMa-rpHBaJOTCJI KaK MaTepHaJIH30BaHHbie 

B3rJIJ!AhI HM BttpryanhHhIMH KJiaccaMH ITocpe,nHHKa, H GAV (Global As View), ITPH KOTopoM 

rno6anhHaJI cxeMa ITocpe,nHHKa J1BJIJ1eTcJ1 B3rJIJIAOM Ha,n cxeMaMH pecypcoB. B 3TOM cnyqae GAV 

B3fJIJl)],bl CJiy)KaT )],JIJI pa3peweHHJI pa3JIHqHbIX KOHq>JIHKTOB Me)K)],y cITeUHq>HKaUHJIMH pecypcoB H 

ITocpe,nHuKa. I10,no6HaJ1 TeXHHKa pernc-rpauwtt 06ecITeqwBaeT cTa6HJibHOCTh cITeuw<j:>uKaUHH 

ITPHJIO)KeHHJI ITPH H3MeHeHHH KOHKpeTHbIX HHq>OpMaUHOHHhlX pecypCOB H HX <j:>aKTHqecKoro 

ITpHCYTCTBHJI (y,naneHHe pecypca, ,no6aBJieHHe HOBhlX pecypcoB), a TaIOKe MacwTa6ttpyeMOCTh 
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nocpe,ri;Hl1KOB no OTHOIIIeHl1IO K q11cJiy pemcrp11pyeMhIX pecypCOB. HacTO.llll.l!UI CTaTh.ll OCHOBaHa, 

rnaBHhIM o6pa30M, Ha no,ri;xo,ri;e, Jl;Bl1)Kl1MOM np11JIO)KeHl1.llMl1. 

3. CeMaHTH'ICCKHH rpn.ll:, OCHOBaHHblH Ha KOHl(CUl(HH ~pe,!l;MCTHblX nocpe,!l;HHKOB 

IJ;eJihlO JIJ06oii: rp11,ri;-1mcppacrpyKryphl .llBJI»eTC.ll COBMeCTHOe HCilOJih3OBaHHe 

pacnpe,ri;eJieHHhIX pecypcoB M» pe1IIeHH.ll CJIO)KHhIX 3a,ri;aq, Ilpe,ri;noJiaraeTC», qTO HH<popMaQHOHHhlH 

rpHA npe,ri;ocTaBJI»eT M» pellleHH» 3a,ri;aq cJie,ri;ymmtte cpe,ri;crna: 

• COBOKYilHOCTh pecypcoB - fOTOBhIX nporpaMM pe1IIeH11» 3a,ri;aq, 6H6JIHOTeK MeTOJJ;OB, 

HH<popMaQHOHHhIX pecypcoB - OHTOJIOrHH, 6a3 ,ri;aHHhIX, cpaii:JIOB, 11 T.,ri;.; 

• peecrphI, co,ri;ep)Kam11e MeTaon11caHH» Bcex npe,ri;cTaBJieHHhIX pecypcoB;; 

• cpe,ri;crna nporpaMMHpoBaHH» B KOHKpeTHOtt rp11,ri;-cpe,ri;e; 

• CTaH,!l;apTHhie HHTepcpeii:Chl M» Jl;OCTyna K pecypcaM, HanpHMep, HHTepcpettChl cepB11COB B 

SOA. 
CeMaHT11qecKHe rpHJJ;hl npe,ri;ocTaBJI.lllOT ceMaHT11qecKHe on11caHH.ll pecypcoB H BO3MO)KHOCTl1 

npOCTOro IlOHCKa pecypcoB H cepBHCOB, 06ecneq11B!UI HX HHTeponepa6eJihHOe H HHTerpHpOBaHHOe 

COBMeCTHOe 11CilOJih3OBaHHe B KOHTeKCTe 3a,ri;aq11, cpopMyJIHpyeMOH B TepMHHax npe,ri;MeTHOH 

o6JiaCTH. 

ITpeJJ;JiaraeM!UI B ,ri;aHHOtt pa6oTe HH<ppaCTPYKTYPa ceMaHT11qecKoro rpHAa cocTOHT H3 
qeTh1pex cJioeB: 

• cJioii: npe,ri;MeTHOtt o6JiacTH 3a,ri;aq11 (Application Problem Domain); 

• CJioii: npe,ri;MeTHhIX nocpe,ri;H11KOB (Semantic Mediation Middleware); 

• cJioii: rpHJJ;-11H<ppacrpyKryp (Computational and Information Resource Environments) 

• CJIOH HH<pOpMaQl10HHhIX pecypcoB. 

_nirn pellleHH» 3a,ri;aq B HH<ppacrpyKrype 11CilOJlh3YeTC.ll MeTOJJ;, ,[l;BJ1)1(11MhlH npHJIO)KeHl1.llMl1. 

OTnpaBJI.ll.l!Ch OT npe,ri;MeTHOH o6JiaCTl1 3a,ri;aqH, onpe,ri;eJI»eTC.ll OHTOJIOm» npe,ri;MeTHOH o6JiaCTl1 

(nOH.llTl1.ll H CB.ll3H Me)KJJ;y HHMH), CTPOl1TC.ll KOHQenryaJihH!UI cxeMa npe,ri;MeTHOH o6JiaCTH, 

co,ri;ep)Kama» HH<popMaQl10HHhie CTPYKTYPhI H MeTOJJ;hl, Heo6xo,ri;HMhie M» pellleHH.ll 3a,ri;aqH [4]. 
TaKl1M o6pa30M, noJiyqaeTC» ceMaHT11qeCK!UI cneQH<pHKaQl1.ll pellleHH.ll 3a,ri;aq11, IlOJIHOCThlO 

He3aBHCl1M!UI OT KOHKpeTHhlX pecypcoB. ITocJie :JToro onpe,ri;eJI»JOTC» rp11,ri;-11H<ppacrpyKryphl, 

He06XO,[l;l1Mhle M» pellleHH.ll 3a,ri;aq11, ECJil1 3a,ri;aqa oco6eHHO CJIO)KHa, MO)KeT IlOHaJJ;0611ThC.ll 

COBOKYilHOCTh 6a3 ,ri;aHHhIX HH<pOpMaQl10HHOrO rp11,ri;a 11 p»A MeTOJJ;OB (cepB11COB) o6pa60TK11 

HH<pOpMaQl1H, IlOMep)KHBaeMhlX BhJq11cJIHTeJihHhIM rpHJJ;OM. ,n:anee, Ha ypOBHe pecypCOB 

11,ri;eHTl1<pl1l.lHPYJOTC.ll pecypChl, peJieBaHTHhie 3a,ri;aqe, HCilOJih3y» peecrpbl ,ri;ocrynHhIX rp11,ri;

HH<ppacrpyKryp . 
.n:n» TOro, qTo6bI peaJil13OBaTh no,ri;o6HYJO cxeMy pellleHH.ll 3a,ri;aq, on11p!U1Ch Ha ceMaHTl1KY 

npe,ri;MeTHOH o6JiaCTH, a TaK)Ke 06ecneq11Th OT06pa)KeHHe B :)Ty cxeMy KOHKpeTHhIX pecypcoB, 

peJieBaHTHhIX 3a,ri;aqe, H, BO3MO)KHO, npHHaJJ;Jie)KamHx pa3Jil1qHhIM cpe,ri;aM, Heo6xoJJ;HM 

npoMe)KyroqHhlH CJIOH, 06ecneqHBaJOm11fi B3aHMOJJ;ettCTBl1e nporpaMM npHJIO)KeHl1H (HJIH 

IlOJlh30BaTeJiett) C MHO)KeCTBOM pecypCOB B npouecce pe1IIeHH.ll 3a,ri;aqH - CJIOH npe,ri;MeTHhIX 

nocpe,ri;HHKOB. Ilp11HQHilHaJihHO Ba)l(Hh!M KOMilOHeHTOM :noro CJIO.ll .llBJl.lleTC.ll KaHOHHqeCK!UI 

11H<popMaQHOHHa» MO,ri;eJih (»3hIK Cl1HTE3 [SJ), ucnoJih3yeM!UI KaK M» cneu11<pttKau1111 npe,ri;MeTHhIX 

o6JiaCTett 11 nocpe,ri;HHKOB, TaK H M» YHl1<pHLIHPOBaHHOrO npe,ri;cTaBJieHl1.ll pa3HOo6pa3HhIX 

HH<pOpMaQl10HHhlX pecypcoB, Heo6xo,ri;HMhIX M» pe1IIeH11» 3a,ri;aqH, TaK)Ke KaHOH11qeCK!UI MOJJ;eJih 

HCilOJlh3yeTC.ll M» ,ri;eKJiapaTHBHOH cneQH<p11KaQHl1 orn6pa)KeH11tt cneQH<pHKaQl1H pecypcoB B 

a6crpaKTHhie cneu11<p11KaQH11 nocpe,ri;H11Ka. 

Ka)KJJ;hitt npe,ri;MeTHhitt nocpe,ri;H11K onpe,ri;eJI»eTc» KOHQenryaJihHOtt cxeMott 3a,ri;aqH (HJIH ee 

qacThJO ). ITocrpoeH11e orn6pa)KeH11tt cneu11<pttKaQ11tt pecypcoB B cneu11<p11KaQH11 nocpe,ri;HHKa 

peanmyeTc» B npouecce pemcTpautt11 pecypcoB B nocpe,ri;H11Ke [6]. 
IlpoMe)KyrOqHhIH CJIOH npe,ri;MeTHhIX nocpe,ri;HHKOB BMeCTe co CB»3aHHhIMl1 C HHM rpHJJ;aMl1 

06pa1yeT ceMaHmu11ec1wu rp11,ri; . .6Jiaro,ri;ap» cneutt<p11KaQHH 3a,ri;aq (nocpe,ri;HHKOB) B a6crpaKTHhIX 

TepMHHax npe,ri;MeTHOH o6JiaCTl1 11 OTo6pa)KeHl1.llM cneu11<pHKaQ11tt KOHKpeTHhIX pecypcoB B TaKHe 
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ceMaHTwrecKne crreumpnKau;im o6ecrreqnBae-rcx HHTeporrepa6em,HocTh coB0K}'IIH0CTII 
Heo,n;Hopo,n;HIJX pecypcoB, rro,n;,n;ep)lmBaeMI,IX O,ll;HOH HllH HeCK0JII,KHMH rpn,n;-cpe,n;aMH. 

4. IlpOTOTHU ceMaIITHqecKoro rpu,n;a, OCHOBaHHOro Ha KOHQCDQHH npe,n;MeTHLIX nocpe,n;HHKOB 

u r I l I r---;::==-==-----1...., 
I I ,I 

~;-.-le• 
np ~:,::.-. • 
~ ~ ii 
0 • -~~_g= 

Information Grid 

Pnc. 1: Crpyicrypa nporpaMMHhlX cpe,n;CTB rro,n;,n;ep)l{Kli ceMaHTWiecKoro rpu,n;a 

B C00TBeTCTBlili C p!13pa6oTaHHOH umppaC1J)YJCTYPOH ,n;JIH pemeHHH HayqHI,IX 3a,n;aq 6hlJI 
pearrmoBaII npOT0THII ceMaJITiiqeCKoro rpn,n;a (Pnc. 1). B KaqecTBe rpn,n;-nmppac1J)yicryp 
ncrrorrb30Barruc1, cnCTeMhl Ac1Jlorpn,n; [7] n VizieR [8]. 

CncTeMa AC1J)orpn.n; HauerreHa Ha rro,n;,n;ep)l{K}' nmppac1JJyicrypL1 ,n;JIH pemeHHH Hayqm,ix 
3a,n;aq B BHp'l}'aJII,HI,IX o6cepBaTOpHHX (BO), npe,n;oCTaBllfilOJ:UeH cpe,n;cTBa ,ll;0CT)'Ila K 
aC1J)0H0MWieCKliM KaTarroraM H peec1J)aM MeTa,D;aHHhlX, B K0T0phlX perHC1J)HpYJOTCH pecypchl BO. 
CncTeMa Ac1J)orpn,n; BKmOqae-r crre,n;yioruue 0CH0BHhle K0MII0HeHThl: 

• Registry (peec1J)) npe,n;CTaBJIHJOIUHH co6oii KoJIJieKUHJO MeTa,n;aHHIJX - XML-,n;oK}'MeHToB, 
0IIHChlBaJOIUHX pecypchl, K0T0phle Moryr HCII0JII,30BaThCH npn pemeHlili 3a,n;aq C II0M0JUI,IO 
BO. Peec'I'p pearrmoBaH Ha ocHoBe CTan,n;aPTa OAI PMH [9], crreunarrmnpoBaHHoro IVOA 
(Arr1,mc MeX<,n;yHapo,n;Hoii Bnp-ryarrLHOH O6cepnaTOplili [10]) ,n;JIH H)')KA BO; 

• Community, 06ecrre~a10ruuii pernc1J)aUHJO n rrepcoHarrLHYJO ayreHTmpuKaUHJO 
rrorrb3oBaTerreii; 

• MySpace - BHp'l}'aJILH0e xpaHHJIHIUe ,n;aHHLIX, K K0T0pLIM M0ryr HMeTh ,n;ocryrr Bee cepBHChl 
CHCTeMhl Ac1J)orpn,n;; 

• Common Execution Architecture (CEA - O6ruax ncrrorrHHTeJII,HaH apxHTeKTYPa), 
onpe,n;errHJOruax crroco6 oqiopMJieHHH npHJio)l{eHHH B Bn,n;e cepBnca Ac1J)orpn.n;; 

• DataSet Access (DSA), pearrmyioruax rro,n;KJI10qeHne 6!13 ,n;aHHLIX K cncreMe Ac1JlorpH,n;. 
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VizieR MO:lKeT paccMaTJ)liBaTbC.11 KaK HH<pOpMal.lHOHHhlll rpH.n ,[VI.II .nocryna K 6oJihllIHHCTBY 
aCTJ)OHOMHtJeCKHX KaTaJIOfOB (OKOJIO BOCbMH TbIC.lllJ KaTaJIOfOB). IlOJih30BaTemo npe.nocTaBJI.lleTC.11 
Be6-HHTep<peilc ,[VI.II nOHCKa KaTaJIOfOB no KJIIOlJeBblM CJIOBaM H 3a.[laHH.II 3anpOCOB K KaTaJIOraM. 

IlpOTOTHn CeMaHTtttJeCKoro rpH.na, OCHOBaHHOro Ha npe,nMeTHbIX nocpe.n;HHKax, 
npe,nOCTaBJI.lleT noJib30BaTeJI.IIM cne.nymmtte B03MO:lKHOCTH: 

• pa3pa6oTKa OHTOJIOrHH tt KOHl.leDTYaJihHbIX cxeM HOBblX npe,nMeTHbIX nocpe.n;HHKOB; 
• o6HapJ)l(eHtte peneaaHTHhIX 3a,naqe pecypcoa; 

• pemcTJ)a1.1n.11 peneaaHTHhIX pecypcoa B nocpe.n;HHKe, BKJI10tJa10ma.11: 
0 onpe.n;eJieHHe OHTOJIOrHH H KOHl.lenryaJihHblX cxeM pecypcoa; 
o onpe.neneHtte oTo6pa:lKeHHH cne1.1tt<pttKa1.1nil pecypcoa B cne1.1tt<pttKaI.1HH 

nocpe.n;HHKOB [11]; 
• pemcTJ)a1.1n.11 B cttcTeMe AcTJ)ofptt.n HOBhIX pecypcoa c ttcnoJih30BaHtteM DSA H CEA H 

nocneilymma.11 pemcTJ)al.lH.11 HX B npe.n;MeTHblX nocpe.n;HHKax (B TOM cnyqae, eCJIH pecypCbl, 
Heo6xo.n;HMbie ,[VI.II peIIIeHH.11 3a,natJH, He HaH,neHbl, HJIH HX He,nocTaTOlJHO ); 

• Henocpe,ncTBeHHOe <popMynttpoaaHtte 3a,naq B an.ne: 
0 nporpaMM Ha .113bIKe npaBHJI KaHOHHlJeCKOH HH<pOpMal.lHOHHOH MO.[leJitt; 
0 nporpaMM Ha TJ)a.[{Hl.lHOHHbIX .113bIKax nporpaMMHpOBaHH.11 (B TeKymeil aepCHH npoTOrnna 

- Ha .113hIKe Java); 
0 ynpaBJieHHe IlOTOKaMH pa6oT (B TeKymeil BepCHH npOTOTHna - cpe.n;cTBa ynpaBJieHH.11 

noToKaMH pa6oT cttcTeMhI AcTJ)ofptt.n AG Python). 
,lvl.11 no.n.nep:lKKH Ha3BaHHbIX B03MO:lKHOCTell B paMKax peanmal.lHH npoTOTHna 6hIJIH 

pa3pa6oTaHbl CJie,nymmtte KOMilOHeHTbI: 
• nopTaJI, 06ecnetJHBa10mHH B03MO:lKHOCTH KOH<pHrypttpoBaHH.11 nocpe.n;HHKOB, 3a,naHH.11 

nporpaMM H OT06pa:lKeHHe pe3yJibTaTOB; 
• a.namepbI (wrappers) - cneuttanhHhie nporpaMMhI, 06ecnetJHBa10mtte ytttt<pttl.lttpoaaHHhIH 

.nocryn K pa3Hopo.n;HhIM pecypcaM m nocpe.n;HHKOB: npeo6pa3oBaHtte 3anpocoa Ha .113hIKe 
nporpaMM nocpe.n;HttKa B 3anpocb1 Ha .113hIKe pecypca, nonyqeHtte pe3yJihTaTa 3anpoca OT 
.npyroro pecypca, a TaK:lKe npeo6pa3oBaHtte pe3yJihTaTOB 3anpocoa B 061>eKThI cxeMhI 
nocpe.n;HHKa [12], a TOM lJHCJie: 

o a.namep pen.111.1ttoHHhIX 6a3 ,naHHhIX (Native DataSource Wrapper); 
o a.namep K aCTJ>OHOMHtJecKoMy KaTanory ,naHHhIX SDSS [13] (SDSS Wrapper) c 

no.n.n;ep:lKKOH B03MO:lKHOCTH BbIIlOJIHeHH.11 npoue,nypbl Kpocc-H)leHTH<pHKal.lHH 
aCTJ>OHOMHtJeCKHX 061>eKT0B XMatch Ha cepaepe SDSS; 

o a.namep DSA-pecypcoa, 3apemcTJ)ttpoaaHHhIX B cttcTeMe AcTJ)ofpH.n (DSA 
Wrapper), 

o a.namep peeCTJ>OB AcTJ)ofptt.na (RegistryWrapper), .wi.11 ocymecTBJieHH.11 nottcKa no 
MeTa.[laHHhIM pecypCOB HJIH npHJIO:lKeHHH B peeCTJ)ax CHCTeMbl AcTJ)ofptt.n; 

o a.namep pecypcoa cttcTeMhI VizieR (VizieR Wrapper); 
0 a.nanTep CHCTeMbl IlOHCKa VizieR, ,[VI.II ocymecTBJieHH.11 IlOHCKa no MeTa,naHHbIM 

pecypcoB HJIH npHJIO:lKeHHH B CHCTeMbl Vizier; 
o a.namep cepancoa (Service Wrapper). 

• cpe,nCTBa nepenHCbIBaHH.11 H OJiaHttpoBaHH.11 nporpaMM Ha,n cxeMOH nocpe.n;HHKa B tJaCTHlJHhie 
nporpaMMhI Ha,n pecypcaMH (Runtime Components) [14]. 

5. IlpnMep pemeHHH Ha)"IHOii 3a.[la'IU 
5.1. Konl{enmy{IJlbHaa cxe.Ma :iaoa'lu 

3a,naqa onpeoe11emm emopu1111blx cma11oapmoe OJIJI rj>0m0Mempuwc1<ou 1<aJ1u6poe1<u 
onmu11ec1<ux 1<0Mno11e11moe 1<ocMu11ec1<ux zaMMa-ecn11ec1<oe (.nanee npocTo :1aoa11a) nocTaBJieHa 
11HCTttryTOM KOCMHlJeCKHX HCCJie,noBaHHH PAH [15]. IloHCK CTaH,napTOB Heo6xo.n;HM ,[VI.II npoae,neHH.11 
<pOTOMeTJ)HH OilTHlJeCKOro KOMilOHeHTa raMMa-BCOJieCKOB. B KatJeCTBe CTaH,napTOB Heo6xo.n;HMO 
HCDOJlh30BaTb 3Be3.[lbl C onpe.n;eJieHHblM 6JieCKOM, Haxo.n.11mnec.11 B He6oJibllIOH OKpecTHOCTH 
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KOHKpeTHOfO Ha6mo,z:i;eHIUI raMMa-BCilJieCKa. CTaHAaPTbl ,ll;OJDKHbl 6b!Tb 3Be3,[(aMH (a He ranaKTHKaMH 

rum apTe<paKTaMH), He nepeMeHHblMH, H30JmpoBaHHbIMH, 6JIH3KHMH no IIBeT)' K m1rn,z:i;aeMOMY IIBery 

raMMa-BCilJieCKa, C MaJiblM co6CTBeHHbIM ,[(BIDKeHHeM. <l>oTOMeTpHtieCKHe OIIeHKH 6JieCKa 3Be3,[( 

,ll;OJl)KHbl HMeTb MHHHMaJibHYJO orrm6Ky ( CTaTHCTH'!eCKYJO H CHCTeMaTH'leCKYJO ), H TaKHX 3Be3,z:i; 

,[(0Jl)KH0 6b!Tb He Mettee nJ1THa,z:i;11aTH ,[(JIJI Toro, 'IT06bi OCTaBHTb cneIIHaJIHCTY B03M0)KH0CTb Bb16opa 

CTaH,z:i;apTOB no KpHTepHJIM KOHKpeTHOro Ha6mo,z:i;eHHJI. TaKHM o6pa30M, 3a,z:i;aqa onpe,z:i;eJieHHJI ; 

CTaH,ll;apTOB BKJIIOtiaeT BbI6op KaH,[(H,[(aTOB B CTaH,ll;apTbl, Bbl'IHCJieHHe KOJIH'!eCTBeHHOfO KpHTepHJI 

KatieCTBa CTaH,z:i;apTa H onpe,z:i;eJieHHe <pOTOMeTPHtieCKHX 3HatieHHH CTaH,z:i;apTa B paJJIH'IHblX 

<pOTOMeTPHtieCKHX CHCTeMax. 

O611111fi npo11ecc peweHHJI 3a,z:i;aq11 B Htt<ppacTPyKrype ceMaHTHtiecKoro rpH,ll;a BhlfJIJIAHT 

CJie,ll;YJOIIIHM o6pa30M: 

• nocTpOeHHe rnoccapHJI npe,z:i;MeTHOH o6JiaCTH; 

• nOCTPOeHHe OHTOJIOrHH npe,z:i;MeTHOH o6JiaCTH 11 OHTOJIOrHH pecypcoB; 

• C03,ll;aHHe KOHIIenryaJibHOH cxeMbl nocpe,z:i;HHKa; 

• perHCTPaIIHJI B npe,z:i;MeTHOM nocpe,z:i;HHKe pecypcoB, peJieBaHTHblX 3a,z:i;aqe; 

• cpopMyJIHpOBaHHe 3a,z:i;aq11 B BH,ll;e nporpaMMbl HJIH noTOKa pa6oT HM KOHIIenryaJibHOH 

cxeMOH H 3anycK ee Ha He06XO,ll;HMblX BXO,ll;Hb!X ,z:i;aHHbIX. 

B npo11ecce aHaJIH3a onwcaHHJI 3a,z:i;aq11 6b!JIH BblJIBJieHbl cpparMeHTbl TeKCTa, onpe,z:i;eJIJIIOIIIHe 

TepMHHbl HJIH 3a,z:i;a1011111e HX orpaHH'leHHJI. ITo TaKHM cpparMeHTaM, C HCnOJib30BaHHeM 

cy111ecTBYJOIIIHX aCTPOHOMH'!eCKHX OHTOJIOrHH [ 16], TepMHHbl 6bIJIH onpe,z:i;eJieHbl Bep6aJibHO, T.e. 

6hIJIH COCTaBJieHbl HX TeKCTOBbie onttcaHHJI. HanpHMep, ,[(JIJI TepMHHa Magnitude (3Be3,[(HaJI 

BeJIH'IHHa) 6bmo cocTaBJietto onpe,z:i;eJieHHe «logarithmic measure of the brightness of an object, 

measured in a specific passband in particular epoch». B Bep6anbHhIX onpe,z:i;eJieHHJIX TepMHHOB 6bma 

npOH3Be,z:i;etta H,ll;eHTH<pHKaIIHJI CBJl3aHHblX C HHMH CYIIIeCTBeHHblX TepMHHOB, H rnoccapHH 6hIJI 

,z:i;onOJIHeH 3THMH TepMHHaMH. TaK, HanpHMep, TepMHH Epoch (3noxa) JIBJIJleTCJI tiaCTbIO onpe,z:i;eJieHHJI 

TepMHHa Magnitude. ~anee 6bIJia npoBe,ll;eHa aHHOTaIIHJI HOBblX TepMHHOB Bep6aJibHblMH 

onpe,z:i;eJieHHJIMH. 3TOT npo11ecc noBTOPJIJICJI AO HeKOToporo HaCbIIIIeHHJI rnoccapHll. 

Ha OCHOBe aHaJIH3a Bep6aJibHblX onpe,z:i;eJieHHH TepMHHOB KOHTeKCTa pewaeMOH 3a,z:i;aq11 6bIJIH 

BblJIBJieHbl OHTOJIOfH'leCKHe nOHJITHJI H CBJl3H Me)K,[(y HHMH. TaK, nOHJITHe PhotometricSystem 
CBJ13aHO OTHOllleHHeM 0,[(HH-KO-MHOfHM C n0HJITHeM Passband. TaK*e 6bIJIH 011eHeHbl H 

cne11H<pHIIHpOBaHbl orpaHH'!eHHJI OTHOllleHHH, cne11H<pHtieCKHe ,[(JIJI npe,z:i;MeTHOH 06Jiacn1. TaK, 

HanpHMep, CBOHCTBO epoch nOHJITHJI Magnitude HMeeT Kap,ll;HHaJibHOCTb 1. 
Ha OCHOBaHHH aHaJIH3a onwcaHHJI 3a,[(atIH H nocTpoeHHOH OHTOJIOfHH 6hIJia C03,[(aHa 

KOHIIenryaJihHaJI cxeMa npe,z:i;MeTHOH o6JiaCTH ,[(JIJI peweHHJI 3a,z:i;aq11 (PHC. 2). EbIJIH BblJIBJieHbl 

CJie,z:i;yio11111e OCHOBHbie THnbI ,z:i;aHHbIX, Heo6xo,z:i;HMbie ,[(JIJI peweHHJI 3a,z:i;aq11: 

• 3KBaTOpHaJibHbie Koop,z:i;wttaTbI (CoordEQJ); 

• cpoToMeTPHtiecKaJI cttcTeMa (PhotometricSystem); 

• cpoTOMeTp11qecKaJ1 noJioca (Passband); 

• 3Be3,ll;HaJI BeJIH'IHHa B HeKOTOpOH <pOTOM~H'leCKOH CHCTeMe (Magnitude); 

• a6cTPaKTHbIH acTPOHOMHtieCKHH o6beKT (Astronomical Object); 

• 3Be3,z:i;a (Star); 

• cTatt,z:i;apT (Standard); 

• mo6pa)KeHHe (Image); 

a TaK)Ke MeTO,[(bl H <pyHKIIHH: 

• Kpocc-11,z:i;ettrn<p11Ka1IHJ1 o6beKToB (matchObjects); 

• Bbl'IHCJieHHe IIBeTOBOfO HH,ll;eKca (colorlndex); 

• npoBepKa, JIBJIJleTCJI JIH ,z:i;aHHblH o6'beKT o6'beKTOM HeKOToporo onpe,z:i;eJieHHOro THna -

3Be3,z:i;ofi, ranaKTHKOH 11 T.,z:i;. (checkType); 
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• nposepKa nepeMeHHOCTH 3Be3~bI Ha ocHose q>oToMeTPHqecKHX napaMeTPOB (is Variable). 

<<type>> <<type>> <<class>> 
[sat] i---;.:;;:-;:,:;;:;;:::;:;:;:+!1-,!0!!;P~as2sb~a~nd~~-:-rn-,ta-nc-•-t\"Pe---------l,. passband 

,__o_essb-rand_<_., Type of elements • pblD : String 

hPhotol'\"letry 
1 

• "megError I Real 

a epoch : Inteoer 

t-,,pe of elements -

<<type>> 
0 AstronomlcalObject 

a name ·: String 

<<type>> 
[set] 

magnitudes 

• objectfype I Integer 

a morphology : Inteoer 

• properMotion : Real 

a quaUty : Real 

l <<~I.ass>> 
i-lc-nst-. -=-• ,-typ-,.. •-I • ast:ronotn1eal0b:tect 

Type ofelemenl::s • 

• ra : Real 

• de fReal 
e rnat:chObjects( +o2 

a Wide : Boolean 
• colorlndex(+ lrstPe : Pass 
• ch«kType(+typ : String •returns : Boolean) 

• tsVarlat:>,e,(•retums : Bo0,ean) 

<<typo>> 
OcoordEQJ 

spetialCoord · 
. l 

: Boo an 

<<fu'lc;tlon>> 
• 151/arlabJe(+ra : Real +de I Real •retuns : Boolean) 

<<func;tlon>> 
• Qet:Isolated(+ao : AstronomlealObject [Sot] •returns : AstronomlcalOb:,ect [Set]) 

<< flSICtion >> 
• choosestandards(+ra : Reol +de : Rear +radius : Real •ret:,._.,,,s : Standard [Set]) · 

<< h.r1ctlon >> 

•returns : Rea) 

• cornblneMaonltudes(+.eio : AstronorrucalObJect [5et] +radius : Real -reti.rns : Astronomblabject [Set]) 

< < fl.nctlon >> 
• showst:andards(+ra : Reel +de : Real +radius : Real +st.ndards : standard [Set] •returns : lmaQe [Set] 

i ! 

Pttc. 2: KoHI.1enryaJihHM cxeMa 3MaqH onpe~eJieHH.11 cm~apTOB 

5.2. llpol{ecc peme11UR 3ai>a•m 

<<type> 
[set] 

standards 

<<type>> ·-
3Maqa onpe~eJieHH.11 cm~apTOB 6hma cqiopMynttpoaaHa s s~e nporpaMMbI HM 

KOHI{errryaJibHOH cxeMOH, paCCMOTPeHHOH B npe~bl~ymeM pa3~e.ne. TiapaMeT?OM nporpaMMbl 
JIBJI.lleTC.11 ITJIOll.lMKa Ha He6eCHOH cqiepe, B KOTOpOH npOH30llleJI raMMa-BCITJieCK. fIJIOll.lMKa 

xapaKTepHJyeTc.11 ueHTPOM c Koop~ttHaTaMH queryRA, queryDE " PMHYCOM radius. TiporpaMMY 
MO)KHO pa36HTb Ha IT.IITb nocJie~oBaTeJibHb!X waros. 

mar 1. 
Ha nepBOM ware cpe~H scex aCTPOHOMHqeCKHX 06'beKTOB BbI6ttpaJOTC.II Te, qTo ITOITMaJOT B 

YJ(a3aHH)10 ITJIOil.la~Ky. Tiptt 3TOM Hae HHTepecyioT TOJibKO KOOp~HHaTbl (ra, de), 3Be3~Hble BeJIHqHHbl 
a pa3JIHqHbIX IlOJIOCax (magnitudes), THIT o6'heKTa (objectType), co6cTBeHHOe ABIDKeHHe 

(properMotion) " KaqecTBo ~aHHbIX (quality). 3anpoc K nocpe~HHKY, npeacTaBJI.IIJOll.lHH co6oi1 
rrpaaHJ10 .113bIKa CJIHTE3 [5] (no~o6Hoe npasHJ1aM .113bIKa Datalog) Bb1rn.11~HT cne~yioll.lHM o6pa3oM: 
r(x/[ra, de, magnitudes, objectType, properMotion, quality]) 
:~ astronomicalObject(xl/[ra: spatialCoord.ra, de: spatialCoord.de, objectType, 
properMotion, quality, magnitudes]) 
& ra < queryRA + radius & ra > queryRA - radius 
& de< queryDE + radius & de> queryDE - radius 

TipaBHJlO npoayuHpyeT KOJIJieKl{HIO r o6'heKTOB, co~ep,Kall.lHX TOJibKO Heo6xo~HMbie 
aTPtt6yrhI " y~OBJieTBOp.ll!Oll.lHX orpaHttqeHH.IIM Ha KOOp~HHaTbl, YKa3aHHblM B TeJie npasllJla, H3 
KOJIJieKUHH scex ~OCl)'IIHhIX acTPOHOMHqecKHX o6'heKTOB (astronomica/Object). B BHpT)'aJibHOH 
KOJIJleKl{HH astronomica/Object HHTerpttpoBaHbl CJie~yiomtte HHq>OpMal{HOHHbie pecypCbI: 

• H3 HHq>OpMal{HOHHoro rp~a ACTPOfp~: 
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o KarnJior USNO-Bl (US Naval Observatory). IToKphIBae'r see He6o, BKmoqaeT 
Ha6mo,n,emu1 109 o6beKTOB 3a IIOCJJe,D,HHe 50 JleT, CKaHttpoBaHHhie C IIJJaCTHH lllMH,ll,Ta; 

o Karnnor 2MASS (Two Micron All-Sky Survey). Ofoop scero He6a Ha MHHe BOJJHhI 2 
MHKpOHa, BKJUoqaeT Ha6mo,n,eHHH 3*108 o6beKTOB 3a 1997-2001 rO,D,hI; 

• H3 HH<pOpMaI . .\HOHHoro rpH,D,a VisieR: 
o Karnnor GSC (Guide Star Catalog). BKJJJOqae-r Ha6nJO,n,eHHH 945*106 o6beKTOB, 

IIOJJyqeHHhIX c TeJJeCKOIIa «Xa66n»; 
o Karnnor UCAC3 (The Third USNO CCD Astrograph Catalog). IToKphrnaeT see He6o, 

BKJJJOqae-r Ha6JJJO,D,eHHH 108 o6beKTOB; 
• Karnnor SDSS (Sloan Digital Sky Survey). BKJJJOqaeT Ha6nJO,n,eHHH 357* 106 o6beKTOB 

cesepHOH qaCTH He6a c 2.5-MeTpOBOro TeJJeCKOIIa o6cepBaTOpHH AIIaq ITOHHT, HhJO
MeKCHKO. 
mar 2. 
Ha BTOpOM ware KOHCTpyttpYJOTCH 06beKThl, co,n,ep)Kamtte 3Be3,D,Hhle BeJJHqHHhl H3 Bcex 

B03MO)l(Hh!X pecypcoB. .Z:Vrn 3TOro IIpOH3B0,ll,HTCH Kpocc-H,D,eHTH<pHKaI-1HH o6beKTOB H3 pa3Hh!X 
pecypcoB, IIOCJJe qero Bee O,ll,HHaKOBhle IIapaMeTPhI OT6paChIBaJOTCH 3a HCKJJJOqeHHeM 3Be3,D,Hh!X 
BeJJHqHH, KOTOpbie o6be,D,HHHIOTCH s O,ll,HO MHO)KeCTBO. ,ZJ;aHHaH qaCTh IIporpaMMhl IIpe,n,cTaBJJHeT 
co6oil. Bhl30B COOTBeTCTBYJO!l-leH 4JYHKI.\HH: 
combineMagnitudes (r/AstronomicalObject, rl); 

TeM caMhIM IIpOH.3B0,ll,HTCH o6be,ll,HHeHHe <pOTOMeTPHqecKHX ,n,aHHhlX H3 pa3JJHqHhlX 
aCTPOHOMHqecKHX KaTaJJOrOB. 

mar 3. 
Ha TPeTheM ware OTCeHBaJOTCH HeH30JJHpOBaHHhie o6beKThI: 

getisolated(rl, r2); 
Ha sxo,n, <pYHKI.\HH getlsolated IIOCTyrraeT KOJ1JieKI-1HH r 1, IIonyqeHHaH Ha IIpe,n,hI,n,ymeM ware, 

B pe3yJJhTHPYJOII-IYJO KOJJJ1eKI-1HIO r2 IIOIIa,D,aJOT TOJlhKO H30JJHpOBaHHhie o6beKThl (T.e. TaKHe, B 
HeKOTOpOH OKpeCTHOCTH KOTOphIX Ha He6ecHOH cqiepe He Ha6JJJO,D,aeTCH ,n,pymx o6beKTOB). 

mar 4. 
Ha qeTBepTOM ware OTCeHBaJOTCH IIepeMeHHhJe o6beKThl H ranaKTHKH, H Bh!6ttpa!OTCH 3Be3,D,hl 

c oqeHh MaJJhIM co6CTBeHHhIM ,ll,BH)KeHHeM tt KaqeCTBeHHhlMH qJOTOMeTPHqecKHMH ,n,aHHhlMH: 
r3(x/[ra, de, magnitudes]) 
:- r2(xl/[ra, de, objectType, properMotion, quality, magnitudes]) 
& checkType(xl, 'G', nType) & nType = false 
& isVariable(xl, isVar) & isVar = false 
&·objectType = Star 
& properMotion < 0.01 
& quality < 0.01 

Bee IIO,ll,XO,ll,HII-IHe 06beKThl (H.3 CTPYKTYPhl KOTOphIX OCT3JOTCH TOJlhKO KOOp,D,HHaThl H 
3Be3,D,Hhle BeJJHqHHhl) IIOIIa,D,aJOT B KOJJJleKI-IHIO r3, OIIpe,n,eneHHYJO B rOJJOBe IIpaBHJJa. Bh16ttpa10TCH 
o6beKThI m KOJJJ1eKI-1HH r2, IIonyqeHHOH Ha IIpe,n,wi;ymeM ware. ITptt IIOMOII-IH <pYHKI.\HH checkType 
BhI6ttpaIDTCH Te o6beKThI, TH.II KOTOphIX He eCTh G (ranaKTHKa). ITptt IIOMOII-IH <pyttKI.\HH is Variable 
Bh!6ttpa!OTCH TOJlhKO o6beKThl, He HBJlHIO!l-lHeCH IIepeMeHHhIMH. TaK)Ke IIposepH!OTCH ycJJOBHH Ha TH.II 
o6beKTa (objectType = Star), co6crneHHOe ,D,BH.)KeHtte (properMotion < 0.01) H Kaqecrno 
qJOTOMeTPHH (quality < 0.01). 

<l>yHKI.\HH is Variable IIpOBepHeT IIepeMeHHOCTh 3Be3,D,, OCHOBhIBaHCh Ha HHTerpttpoBaHHOH 
HH<pOpMal.\HH CJJe,D,YJOII-IHX pecypcos: 

• H3 HH<popMa!-IHOHHoro rpH,D,a VisieR - KaTanor VSX (The International Variable Star Index). 
CocrnsneH American Association of Variable Star Observers, BKJJJOqaeT 18*104 IIepeMeHHhIX 
3Be3,n,; 

• NSVS (Northern Sky Variability Survey). IToKphmaeT cesepHYJO qacTh He6a, BKJJJOqaeT 
Ha6JJJO,D,eHHH 14 * I 06 o6beKTOB, IIOJJyqeHHOH C po60TH3HpOBaHHOH CHCTeMhl TeJJeCKOIIOB B 
Jloc-AJiaMoce; 
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• ASAS (All Sky Automated Survey variable stars). CocTaaneH O6cepaaTOpnen YffHBepcnTeTa 
BapwaBhI; 

• GSVC (General Catalogue of Variable Stars). CocmsneH HHCTHTYTOM aCTPOHOMHH PAH n 
r Anlll MfY, BKmoqaeT 78* I 03 nepeMeHHhIX 3Be3A; 

<l>YffKLUrn: checkType onpeAem1eT nm 06-beKTa, Hcnonh3Yll Be6-cepBHC K NASA/IP AC 
Extragalactic Database, BKmoqmoUiett AaHHhie o 8* I 05 o6neKTOB. 

mar 5. 
Ha qernepTOM ware B K0MeKUHIO r 3 Il0ilMaIOT 3Be3Ahl - KaMMaThI B CTaMapTbI. Ha 

nocneAHeM ,Ke ware KaMMaTbI MapKHpyIOTCll Ha mo6pa,KeHHRX IlnOIIIMKH raMMa-BcnnecKa H 

np4~Aini .. '~~T~M ....•. ll~.~ll-.nh.o.nhs30.BdaT .. e:1dIO.(?,JI.ll Y!~ep.-~.~ •. ;!,I .. J:lll:E'''' .. '•'ct• ·•.,> r ,, J,Image 1 :-,s ow ta ar s queryR1J.,U:<IueryD .,Jtt:a. 1us,. 
B pe3ynhTHpyIOIIIyIO KOMeKUHIO mo6pa,KeHHH r4 Il0ilMaIOT mo6pa,KeHHR nnOUIMKH C 

3MaHHhIMH KO0PAHHaTaMH queryRA, queryDE n PMHYCOM radius, Ha KOT0phIX npoMapKHpoBaHhI 
KaMMaTbl m KOmleKUHH r3, nonyqeHHOH Ha npeAhIAYUieM ware. 

6. 3aKJIIO'ICHHe 

B HaCTOl!Uiett CTaTbe paccMaTPHBaIOTCll nepBhie pe3ynhTaTbl C03AaHHll ceMaHTHqecKoro 
rpMa, OCHOBaHHOro Ha KOHUenUHH npeAMeTHhIX nocpeAHHKOB Ml! peweHHR HayqHhIX 3Maq HM 

MH0,KeCTBOM HeOAHOPOAHhlX pacnpeAeneHHhIX HHq>OpMaUHOHHhIX pecypCOB. BBeAeHHe 
ceMaHTHqecKoro rpMa npH3BaHO peWHTh PllA CeMaHTHqeCKHX npo6neM B3aHMO,llettCTBHR yqeHoro, 
peWaIOUiero 3Maqy B HeKOTopon npeAMeTHOH o6naCTH, H pa3H006pa3Hh!X peneBaHTHhIX 3Maqe 
pe3ynhTaT0B Ha6nIOAeHHH H cpeACTB HX o6pa60TKH. B HccneAOBaHHOH apXHTeICType npeAMeTHhIX 
nocpeAHHK0B peanmoaaH IlOAXOA, ABH,KHMhIH npHnO,KeHHRMH, npH K0TOpOM Ml! Knacca 
npHnO,KeHHH q>OpMHPYeTCll cneuHq>HKaUHll npeAMeTHOH o6naCTH He3aBHCHMO OT CYUieCTByIOIIIlfX 
HHq>OpMaUHOHHhIX pecypcoB. ,ll;anee np0HCXOAHT MeHTHq>HKaUHR pecypcoB, peneBaHTHbIX 3Maqe, H 
HX pemcTPaUHR B nocpeAHHKe Ha ocH0Be TeXHHKH GLA V. 

CTOHT OTMeTHTh ABa B~h!X MOMeHTa. IlepBbIH 3aKnIOqaeTCll B B03MO,KHOCTH 

HCn0nh30BaHHR npOH3B0RhHhlX rpM0B (BhiqHcnHTenhHhIX, HHq>OpMaUHOHHhIX) Ml! peweHHR 3Maq, 
KIDK,n:b!H rpM npeACTaMeH a6cTPaKTHO - CBOHMH HHq>OpMaUHOHHhIMH pecypcaMH: 6a3aMH AaHHhIX, 
qiattnaMH, cepBHCaMH (noA KOT0pblMH CKphIBaIOTCll nporpaMMhl m 6tt6nHOTeK nporpaMM 
COOTBeTCTByIOUiero rpHAa), H np. ,ll;nll nonh30BaHHR 3THMH pecypcaMH H~Hhl peeCTPhI pecypcoB H 

cornacoBaHHhie HHTepqiettChI Ml! IlOAKnIOqeHHR K ceMaHTHqecKOH cpeAe IlOMep,KKH peweHHll 3Maq 

- cpeAe nocpeAHHKOB. B cnyqae HanHqHR HHTepqiettCOB, peecTPOB H pecypCOB KOHKpeTHhIH rpM 
M0,KeT 6b!Th BKnIOqeH B . ceMaHTHqecKHH rpM, OCH0BaHHhIH Ha npeAMeTHhIX nocpeAHHKax " 
HCil0Rh30BaTbCll Ml! peweHHR 3Maq. 

BTopon MOMeHT 3aKnIOqaeTCll B TOM, qTQ HM COBOKYilHOCThIO rpM-6a3HpOBaHHhlX pecypcoB 
C03AaeTCl! ceMaHTHqecKHH npoMe,KYTOqHhIH cnon ( cnon npeAMeTHhIX nocpeAHHKOB) Ml! npMaHHR 
Been C0BOKYilHOCTH rpM-pecypcoB YffHq>HUHpOBaHHhlX npeACTaBneHHH. YHHq>HUHPyIOTCll 
cneuHq>HKaUHH KOHUenTYanhHhIX MOAenen peweHHR 3Maq, qiopMynttpyeMblX B . repMHHax 
npeAMeTHhIX o6nacTett H BOilnOUiaeMblX B nocpeAHHKax. YHHq>HUHpyIOTCll cneUHq>HKaUHH tty,Kffh!X 
3Maqe (nocpeAHHKY) pecypC0B H 3MaHHR OT06pa,KeHHH OT06paHHhIX pecypcoB B cneuHq>HKaUHH 
nocpeAHHKOB. YHHq>HUHpyeTCll paccpeA0TOqeHHOe nnaHHpOBaHHe peanmauttH K0HUenTYanbHhIX 
MOAenen H paccpeA0TOqeHHOe HcnonHeHHe nporpaMM IlOMep,KKH peweHHR 3Maq HM MHO,KeCTBOM 
rpM-pecypcoB. TaKHM o6pa3oM, nonh30BaTenh pewaeT 3Maqy B o6UilfX TepMHHax, He 3a60TJ1Ch o 
TOM, KaKHe KOHKpeTH0 rpM-HHq>paCTPYKTYPhI HCilORh3yIOTCll Ml! peweHHR 3MaqH, 

IlonyqeHHhie pe3ynhTaTbI CBMeTenhCTByIOT O nepcneKTHBHOCTH HccneAOBaHHOro IlOAXOAa, 
CYUieCTBeHHOe pa3BHTHe KOT0poro nnaHHpyeTCll B pl!Ae HanpasneHHH. IlnaHHpyeTCll HCil0Rh30BaHHe 
ceMaHTHqecKoro rpHAa, OCHOBaHHOro Ha npeAMeTHhIX nocpeAHHKax npH peweHHH pa3H006pa3Hh!X 
HayqHhIX 3Maq, Bo3MO,KHOCTH pa3pa60TaHHOH HHq>paCTPyICTyphl 6binH npoAeMOHCTPHPOBaHbl npH 
peweHHH 3MaqH onpeAeneHHll BTOpHqHhIX CTaMapTOB Ml! q>OTOM~HqecKOH KanH6pOBKH 
ornHqeCKHX KOMilOHeHTOB KOCMHqecKlfX raMMa-BcnneCK0B. 
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P ACIIIHP.SIEMAH OlibEKTHO-OPHEHTHPOBAHHA.SI 
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2,,-, - .:. -
.L OMCKUU 20cyuapcmeeHHblU YHU6epcumem 

1 kost _ v@ngs.ru, 2 amoiseev@ngs.ru, 3pavel. tumaev@gmail.com 

B AIDKepo-Cy,n,KeHCKOM qmmrnne KeMeposcKoro rocy,1:1apcTBeHHoro ymrnepcHTeTa 

COBMeCTHO C TOMCKHM rocy,1:1apcTBeHHbIM YffHBepCHTeTOM Be,l:IYTCH pa60Tbl ITO HCCJie,1:1osaHHIO 

xapaKTepHCTHK CHCTeM Maccosoro o6cJiy)lmBaHHH pll3JIHlJHbIX KOHqmrypauHH. TaK KaK 

pe3yJibTaTaMH TaKHX HCCJie,1:1osaHHH HBJIHIOTCH aHaJIHTHlJeCKHe BblpIDKeHHH, TO TPe6yeTCH KaKoe-To 

qiaKTHlJeCKOe ITO,l:ITBep:lK,l:leHHe Toro, lJTO OHM COOTBeTCTByIOT peanbHbIM co6hITHHM, OITHChIBaeMhIM 

CHCTeMOH. Ho B 60JihlllHHCTBe cnyqaes paccMaTPHBaeMhie MO,l:leJIH jjBJijjlOTCH ,l:IOBOJlhHO 

a6CTPaKTHblMH, aHanoros KOTOphIX s peanbHOM MHpe JIH6o He CYllleCTByeT, JIH6o ux OlJeHb TPY.z:IHO 

ITpOHa6JIIO,l:laTh u H3MepHTh. 

B CBH3H C 3THM 6bIJIO pellleHO HCITOJih30BaTb B KatJeCTBe TaKoro HHCTPyMeHTa ITposepKH 

HMHTaUHOHHOe MO,l:leJIHposaHHe. 

Ho ITpaKTHlJeCKH cpa3y CTaJIO OlJeBH,l:IHO, lJTO o6beM BbllJHCJieHHH, Heo6xo,l:IHMhlX ,l:IJIH 

MO,l:leJIHposaHHH CMO OITpe,1:1eneHHbIX KOHqJHrypaUHH (HaITpHMep, c KOHelJHhIM, HO OlJeHh 6oJihlllHM 

KOJIHlJeCTBOM BXO,l:IHIUHX 3MBOK) 3afiMeT ,l:IOBOJihHO ITpO,l:IOJDKHTeJihHOe speMH. B,1:106asoK .z:IJljj 

o6ecITetJeHHH a,l:leKBaTHOCTH pe3yJibTaTOB M0,1:1enttposaHHH He06XO,l:IHMO MHOroKpaTHO ITOBTOpHTh 

TaKHe ceaHChl MO,l:leJIHposaHHH, lJT06bI HaKOITHTh o6beM ,l:laHHhIX, TPe6yeMhIH ,l:IJIH CTaTHCTHlJeCKOH 

o6pa60TKH. B CBH3H C 3THM 6bIJIO ITPHHHTO pellleHHe ITpOH3BO,l:llITh Heo6xo,1:1HMhie BbllJHCJieHHH 

pacITpe,1:1eneHHO. B KatJecTBe pecypcos ITpe,1:1ITonaranoch HCITOJih30BaTh cso60,1:1Hoe speMH 

KOMITblOTepHblX KJiaCCOB YHHBepCHTeTa, OqlHCHhIX KOMIThlOTepos, a TaIOKe Volunteer Computing 

cry,1:1eHTOB YHHsepCHTeTa. 

CttcTeMa ITonyqHJia Ha3BaHHe ODIS - Object-oriented Distributed Imitation System [I]. 
~anee CTaJIO ITOHHTHO, lJTO CHCTeMa He 6y,1:1eT 3arpy,i<eHa 3a,l:latJaMH OCHOBHOfO ITpOeKTa 

IT0CTOHHHO, a O,l:IHa)K,l:lhl pa3BepHYTYIQ CeTb pacITpe,1:1eneHHblX BbllJHCJieHHH MO)l(HO 6bIJIO 6bI 

HCITOJih30BaTh KaK ,l:IJIH .z:1pymx ITpOeKTOB AC<l> KeMfY, TaK" ITpe,1:10CTaBJIHTh ,l:IJIH pa60Tbl CTOp0HHHM 

IT0Jib30BaTeJIHM. II03TOMY 6bIJIO ITpHHHTO pellleHHe peanmosaTh IT0,l:ICHCTeMy pacITpe,1:1eneHHhIX 

BbitJHcneHHH KaK He3aBHCHMYIO HHqipaCTPYKTYPY, ITpe,1:1ocTaBJIH10lUYIO B03MO)l(HOCTH paclllttpeHHH 

csoero qiyHKUHOHaJia ,l:IJIH pellleHHH JII06bIX Tpe6osaTeJihHhIX K BhllJHCJIHTeJihHhIM pecypcaM 3a,l:lalJ, 

K0TOpbie OTBetJalOT OITpe,1:1eJieHHbIM Tpe6osaHHHM pa3,1:1eJIHeMOCTH " OITHCaHHH. TaKHM o6pa30M, 

pa60Tbl ITO ITpOeKry ODIS CTaHOBHTCH tJaCTHhIM cnyqaeM HCITOJlh30BaHHH CHCTeMhl pacITpe,1:1eneHHhIX 

BbilJHCJieHHH, ITOJIYtJHBllleu Ha3BaHtte «ODIS Drops». 

O6mM apxttTeKTYPa cHCTeMbI " HCIT0Jih30BaHtte ee s paMKax ITpoeKTa ODIS ITpe,1:1cTaBJieHa 

Ha pttc. I. 
Ha pHCYffKe ITOKa3aHO pacITpe,1:1eneHHe KOMIT0HeHT0B CHCTeMhl ITO TPeM ywaM: Client -

KOMIThlOTep ITOJih30BaTeJIH CHCTeMhI, COCTaBJIHIOIUero 3a,l:laHHH H ITOJiytJaIOmero KOHelJHhie 

pe3yJibTaTbl HX BbIIIOJIHeHHH; Remote Calculator - KOMIThlOTep, pecypChl KOToporo HCIT0Jlh3YIOTCH 

,l:IJIH ocymeCTBJieHHH pactJeToB; Server - KOMIThlOTep, ITOcpe,1:1CTBOM KOTOporo OCYllleCTBJIHeTCH 

KOOp,l:IHHaUHH OCTaJihHhIX Y3JIOB. 

1 
Pa6oTa BbIIT0JIHeHa B paMKax aHaJIHTHtJeCK0H Be)l0MCTBeHH0H uenesoit nporpaMMbl «Pa3BHTne Hay,rnoro 

IT0TeHunana BblCllleH lllK0J!bl (2009-2010 fO)lbI)», npoeKT N2 4761 
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Pttc. I: KoMrroHeHThI cttcTeMbI 

KmoqeBhIMH KOMIIOHeHTaMH cttcTeMbI MBJUIIOTCM GRID-server H GRID-worker. KoMIIOHem 

GRID-worker ycrnHarumaaeTcM Ha KOMIIhIOTephI, HCIIOJih3yeMbie B KaqecTBe pecypca, H oTBeqaeT 

Herrocpei:tCTBeHHO 3a caM rrpouecc pacqeTOB, IIOJiyqeHHe HOBbIX 3a):{aHHH Jf OTrrpaBKY pe3yJibTaTOB Ha 

cepaep. KoMrroHeHT GRID-server ycrnHaBJIHBaeTcM Ha cepaep ceTH pacrrpei:teneHHhIX BbJqttcne:1rnii: n 

OTBeqaer 3a KOOp):{HHaUHIO pa60Thl o6beKTOB GRID-worker, IIOJiyqeHHe 3a):{aHHH OT IIOJib30BaTeJieii 

CHCTeMbl, pa3i:teJieHHe 3a):{aHHH Ha II0):{3a):{aHHH MM KOHKpeTHbIX o6beKTOB GRID-worker H HTOroByio 

o6pa60TKY pe3yJihTaTOB acex II0):{3a):{aHHH MM IIOJiyqeHHM KOHeqHoro pe3yJihTaTa, Heo6xOL{HMOrO 

IIOJib30BaTeJIIO. 

BIDKHO OTMeTHTb, qro Grid-server B i:taHHOM cnyqae MBJIMeTCM rraccHBHbJM. OH rrpei:tOCTaBJIMeT 

):{Ba HHTepqieii:ca - MM KJIHeHTOB CHCTeMbl Jf MM o6beKTOB GRID-worker, rrpH 3TOM caM He 

rrpOH3BOL{HT HHKaKHX o6paiueHHH K i:tpymM KOMIIOHeHTaM CHCTeMbl. BMeCTe c TeXHOJIOmeii 

Microsoft WCF' BbI6paHHOH MM o6ecrreqeHHH CBM3H Me)l(,[I)' KOMIIOHeHTaMH 3TO II03B0JIHJIO CL{eJiaTb 

cepaep MaKCHMaJibHO L{OCTYIIHbIM MM 6oJibllIOf0 KOJIHqecTBa KOMIIbIOTepoB, HaxOL{HJUHXCM B pa3HblX 

ycJIOBHHX CeTeBOro L{OCryrra K qJH3HqecKOMy cepBepy. 

,lvrn pellleHHM pa3JIJfqHbIX THIIOB 3a):{aq Ha 0):{HOKpaTHO pa3BepHyTOii: ceTH 06beKTOB GRID

worker HCIIOJih3YeTCM MexaHH3M MOL{yJibHOro paCllIHpeHHH CHCTeMbl [2]. TaK BbJqHCJIHTeJibHbie 

KoMrroHeHTbI rrpoeKTa ODIS arpempYJOTCM B oi:tHH m Moi:tyneii: CHCTeMbI - ODIS module. 

Eonee rroi:tpo6Ho crpyKrypa KOMIIOHeHToB GRID-server H GRID-worker rrpei:tcTaBJieHa Ha 

pHC. 2 Jf pttc. 3. 
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Pwc. 2: CrpyKTypa KOMnotteHTa GRID-Server 

B COCTaB KOMilOHeHTa GRID-server BXOLVIT CJie,nyiomwe KOMilOHeHTbI: 
Task WCF service - Windows Communication Foundation (WCF) web-cJiy,K6a cepBepa 
,nmI noJiyqeHHJI 3a,naHHH H BbI,na'IH pe3yJibTaTa IlOJib3OBaTeJihCKHM npHJIO)KeHHJIM; 
GRID-worker WCF service - WCF web-cJiy,K6a ,nJIJI no,nKJIIO'leHHJI o6'heKTOB GRID
worker; 
GRID-server Logic - «ll,npo» KOMilOHeHTa, B KOTOpOM OilHCaHbl KJiaCCbl npe,nMeTHOH 
o6JiaCTH CHCTeMbl w cueHapHH MaHHTIYJill'--IHH HMH; 
Dividers - tta6op anropHTMOB pa3,neJieHHJ1 3a,naHHH Ha no,n3a,naHHJ1. PacumplleMbIH 
KOMilOHeHT: BO3MO)KHO .no6aBJieHHe HOBbIX anropHTMOB; 
Storage - IlOCTaBll.lHK xpaHHJIHI'--la ,nJIJI xpaHeHHJI 3a,naHHH, no,n3a,naHHH, pe3yJihTaTOB H 
yqernoil: HH<popMal.lHH o cymecTBYJOll.lHX GRID-worker'ax. PacumplleMbIH KOMnotteHT: 
BO3MO)KHO CO3,naHHe nocTaBll.lHKOB xpaHHJIHll.la ,nJIJI JII06bIX CHCTeM xpaHeHHJI 
HHq>OpMal.lHH - 6a3 ,naHHbIX, 6HttapHblX HJIH XML-q>aHJIOB, o6Jia'IHblX xpaHHJIHl'--1 H T.,n.; 

• Modules - KapKaC Mo,nyJibHOro pacumpeHHJI CHCTeMbl H Ha6op caMHX Mo,nyJiett. 

PHc. 3: CT{)yKrypa KOMnotteHTa GRID-worker 
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B cocms KOMIIOHeHTa GRID-worker BXO}UIT crre.n;yiornwe KOMIIOHeHThI: 

• GRID-server proxy - KOMrroHeHT-rrocpe.n;HHK CJI)')K6h1 061,eKTa GRID-server; 

• Perfonnance tests - Ha6op TeCTOB rrpOH3B0,D;HTeJibHOCTH KOMIIbIOTepa, Ha KOTOpOM 

ycmHOBJieH GRID-worker. 11.HCpopMaIJHR o rrpoH3BO,n;HTeJihHOCTH rrepe.n;aeTCR Ha cepBep 

BMecTe c .n;pyrnMH ,n;aHHhIMH 06 061,eKTe GRID-worker H wcrronh3YeTCR B anropHTMax 

pa3.n;erreHHR 3a,D;aHHH ,!J;JIR rrpHHRTHR perneHHH no rropyqeHHIO rroma.n;aHHH .n;aHHOMY 

KOHKpeTHOMY 061,eKTY GRID-worker; 

• GRID-worker Logic - aHanor KOMIIOHeHTa GRID-server Logic, BX0.1U1I11ero B cocm 

GRID-server, HO orrHChIBaIOI11HH rrpe.n;Mernyio o6rracTh Ha ypoBHe a6cTPaKI.1HH 061,eKTa 

GRID-worker; 

• Schedules - pacrrwcaHHR pa6oThI 061,eKTa GRID-worker, HaCTPOeHHhie rronh30BaTeJJeM 

KOMilhIOTepa, Ha KOTOpOM OH ycTaHOBJieH. PacrrHCaHHR YKa3bIBaIOT, Kor.n;a H rrpH KaKHX 

ycrroBHRX GRID-worker MO)KeT HCIIOJih30BaTh pecypcbI KOMIIhIOTepa, HarrpliMep, 

HaqwHaTb BbJqwcrreHHR TOJibKO rrocrre orrpe.n;erreHHOfO rrepwo.n;a rrpOCTOR KOMIIhIOTepa 

HJIH rronyqaTh HOBhie 3a,D;aHHR TOJihKO rrpH HaJIHqHH orrpe.n;erreHHOro 061,eMa CB060,n;Horo 

,!J;HCKOBOro rrpOCTPaHCTBa H T . .n;.; 

• Local storage - IIOCTaBIIIHK JIOKaJihHOro xpaHHJIHilla .n;aHHhIX II0,!1;3a,D;aHHH If HX 

pe3yrrhTaTOB. B .n;aHHOM cnyqae - XML HJIH 6HHapHhIH cpaiirr, HO KOMIIOHeHT TaIOKe 

pacrnHpReM, H MO)KeT, HarrpHMep, HCIIOJih30BaTh 6a3y .n;aHHhIX KJIHeHTCKOro ypOBHR; 

• Modules - aHanornqeH KOMIIOHeHry Modules B cocmse GRID-server. 

BhIHeceHHe onwcaHHR pacqeTOB B Mo.n;ynh .n;aeT B03M0)Kff0CTh He TOJihKO pernaTb BCe HOBLie 

3a,n;aqw Ha cyrnecTByiorneii CeTH 061,eKTOB GRID-worker, HO H wcrrorrh30BaTh MR pacqeTOB e 

pacrrpe.n;erreHHOH cpe.n;e pattee C03,D;aHHhie HHCTPyMeHThl. 

KaK :no rrpOHCXO,!J;HT. ~orrycTHM, cy111ecTByeT HHCTPyMeHT, BhIIIOJIHRlOIIIHH HeKOTOpLie 

rrorre3Hhie pacqeThI, BOKpyr :noro HHCTPyMeHTa Heo6xo,n;HMO qeTKO orrpe.n;errHTh H onwcaTh B aime 

KJiaCCOB MO,!J;YJIR crre.n;yiornwe IIOHRTHR: 

• 

• 

• 

• 

qTo RBJIReTCR 3a,D;aHHeM MR HHCTPYMeHTa, H KaKHe HaqaJibHhie 3HaqeHHR OHO ,!J;OJDKHO 

co.n;ep)KaTh; 

qTo RBJIReTCR rrpoMe)KYTOqHblM rpH.n;-pe3yJihTaTOM, KOTOpbIH 6y.n;eT rrorryqeH Ha K~OM 

061,eKTe GRID-worker rrpw rroMOIIIH .n;aHHoro HHCTPyMema; 

KaK HCIIOJih30BaTb HHCTPyMeHT MR perneHHR 3a,D;aHHH, T.e. KaK C ero IIOMOillhlO H3 

co.n;ep)KHMoro 3a,D;aHHR IIOJiyqHTh rpH.n;-pe3yJihTaT; 

~o RBmleTCR HTOfOBhIM pe3yJihTaTOM BhIIIOJIHeHHR Bcero 3a.n;aHHR, H KaK paccqwTaTL 

ero, HMeR MaCCHB rpH,D;-pe3yJihTaTOB. 

IlpH 3TOM B KaqecTBe TaKOrO lfHCTPyMeHTa MOfYT BhICryrraTh: 

• C# KJiaCChl w anropHTMhl - MOfYT 6bITh BKJIIQqeHbl s TeKCT MO,D;YJIR Herrocpe,n;cTBeHHO; 

• .NET c6opKH - MOfYT 6hITh IIO,!J;KJIIQqeHbl H HCIIOJih30BaHbl B Mo,n;yne; 

• COM-6w6rrwoTeKH H OLE-npHJIO)KeHHR - MOfYT 6hITh wcrroJih30BaHhI BhI30BaMH 

COOTBeTCTB)'IOIIIHX MeTO,!J;OB; 

• HaK0He11, JII06oii HHTeporrepa6eJibHblH HHCTPyMeHT, qeM 6bI OH HH 6bIJI, MO)KeT 6bm 
HCIIOJlh30BaH H3 MO,D;yJIR, ecrrH I103B0JIReT B KaKOM 6hl TO HH 6bIJIO BH,D;e rrepe.n;aBaTh B 

Hero 3a,D;aHHR H rronyqaTb pe3yJihTaTbl. 

KaK 6bmo CKaJaHo paHee, WCF BMecre c KoH11err11weii rraccHBHOro cepsepa rro3BOJIJler 

rrpHBJieqb K pa6oTe s CHCTeMe IIIHpOKHH Kpyr KOMIIhIOTepoB, HMelOIIIHX pa3HhIH ,!J;OCTYII K 

cpmwqecKOMY cepsepy. 

WCF I103B0JIReT ,n;eKJiapaTHBHO C03,D;aBaTh ,!J;JIR O,D;HOH CJI)')K6hI HeorpaHwqeHHOe KOJIHqecTBO 

TaK Ha3bJBaeMbIX «KOHeqHhIX ToqeK», COCTORIIIHX H3 TPeX KOMIIOHeHTOB: a.n;pec - yttHKaJibHhlH a.n;pec 

CJI)')K6h1; rrpHBR3Ka - 3,D;eCh, IIOMHMO rrpoqero, TaK)Ke .n;eKJiapaTHBHO, rrpoH3B0,!J;HTCR HaCTPOHKa 
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cnoco6a cepmunBaQHI{ nepe,ll,aBaeMbIX ,ll,aHHbIX H Bb16op HCnOJib3yeMoro npOTOKOJia; H KOH'rpaKT -

rnoccapHH coo6meHHH npHHHMaeMbIX CJiy,i<6oii 11 ClpYKTYJ)bl nepe,ll,aBaeMbIX ,l],aHHbIX. 

TaKHM o6pa30M, HMe.ll O,ll,HH rpH,ll,-cepBep C 0,ll,HOH ,ll,eHCTB)'K)ll(eH Be6-CJiy,i<6oii MOiKHO 

,ll,06HTbC.ll KpaiiHe 3<p<peKTHBHOH m6KOCTH nO,ll,KJIIOlleHH.ll B 3aBHCHMOCTH OT CHryaQHH. HanpHMep, 

GRID-worker MO)KeT 6hITb pacnoJIO)KeH Ha TOM )Ke KOMnhIOTepe, llTO H GRID-server, Ha KOMnbIOTepe 

B JIOKaJibHOH CeTH HJIH KOMnblOTepe, CB.ll3aHHOM C cepBepoM 11epe3 lfHTepHeT, npH 3TOM OH MO)KeT 

HaxO,ll,HTbC.ll B KopnopaTHBHOH ceTH ,ll,pyroii opraHHJaQHH, 6hITb CKpbITbIM 3a npoKCH-cepBepoM, 

CeTeBbIM 3KpaHOM H T.,ll,. flpH 3TOM B K!l)f(J{OM CJiyqae B03MO)KeH BbI6op OIITHMaJibHOro npOTOKOJia H 

<pOpMaTa nepe,ll,allH ,ll,aHHbIX. 

JfcnoJih30BaHHe B paMKax WCF qiopMaTa XML KaK ocHOBHoro qiopMaTa nepe,ll,a1111 ,ll,aHHbIX 

n03B0JI.lleT TaK)Ke ,ll,OCTHllb 60JiblIIOH m6KOCTH co CTOpOHbl HCnOJib30BaHH.ll KOMnOHeHTa GRID-server 

noJib30BaTeJibCKHMH npHJIO)KeHH.llMH. TaK Be6-cny,i<6a Task WCF service npHHHMaeT 3a,ll,aHH.ll ,ll,Jl.ll 

CHCTeMbl B BH,ll,e XML. TaKHM o6pa30M, HHClpyMeHTOM nOJib30BaTeJI.ll CHCTeMbl ,ll,Jl.ll COCTaBJieHH.ll 

3a,ll,aHHH H nonyqeHH.ll pe3yJibTaTOB MO)KeT .llBJl.l!TbC.ll llTO yro,ll,HO, llTO n03BOJl.lleT nepe,ll,aBaTb 3TH 

3a,ll,aHH.ll H nonyqaTb pe3yJihTaTbI B XML <popMaTe. TaK ,ll,Jl.ll pa6oTbI no npoeKry ODIS K cny,i<6e 

no,ll,KJI1011aeTC.ll ODIS-server, KOTOpbIH B CBOIO 011epe,ll,b npe,ll,OCTaBJI.lleT cneQHaJibHbIH HHTepqieiic ,ll,Jl.ll 

cneQH<pHlleCKHX KJIHeHTCKHX npHJIO)KeHHH npoeKTa (PHC. 1 ). 
B ,ll,aJibHeiiIIIeM IIJiaHHpyeTC.ll C03,ll,aTb Be6-HHTepqieiic ,ll,Jl.ll yttHBepCaJibHOro C03,ll,aHH.ll 

3a,ll,aHHH ,ll,Jl.ll Bcex cymecTB)'K)ll(HX Mo,ll,yJieii. EcJIH )Ke pa3pa6oT11HKY Mo,ll,yn.11 lpe6yerc.11 

npe,ll,OCTaBHTb nOJib30BaTeJI.llM KaKOH-JIH6o cneQHaJibHbIH HHClpyMeHT ,ll,Jl.ll pa60Tbl C CHCTeMOH, OH 

MO)KeT TaK)Ke C03,ll,aTb Be6- HJIH KJIHeHTCKOe npHJIO)KeHHe Ha JII060H IIJiaT<pOpMe, 06pama10meecsi K 

Be6-cny,i<6e KoMnoHeHTa GRID-server. 

TaKHM o6pa30M, Ha ,l],aHHbIH MOMeHT pa3pa6oTaHa CHCTeMa pacnpe,ll,eJieHHbIX BblllHCJieHHH, 

o6Jia,ll,al011.(a.ll cJie,ll,)'K)ll(HMH B03MOiKHOCT.llMH paCIIIHpeHH.ll: 

• paCIIIHp.lleMOCTb C TOllKH 3peHH.ll 3a,l),aq - 06'beKTHblH KapKaC MO,ll,yJieH CHCTeMbl 

n03BOJI.lleT paCIIIHP.l!Tb CHCTeMy ,ll,Jl.ll peIIIeHH.ll HOBblX 3a,ll,all, B TOM llHCJie a,ll,arrrnpoBaTb 

cymecTB)'K)ll(He HHClpyMeHTbl peIIIeHH.ll, 

• paCIIIHp.lleMOCTb C TOllKH 3peHH.ll anropHTMOB pa3,ll,eJieHH.ll 3a,ll,aHHH - o6'beKTHbIH 

HHTepqieiic n03BOJI.lleT ,ll,OnOJIH.l!Tb CHCTeMy HOBblMH anropHTMaMH pa3,ll,eJieHH.ll, 

• paCIIIHp.lleMOCTb C TOllKH 3peHH.ll KJIHeHTa - XML-HHTep<peiic 3a,ll,aHHH n03B0JI.lleT 

C03,ll,aBaTb pa3JIH11Hble HHClpyMeHTbl KJIHeHTa Ha JII06bIX IIJiaT<pOpMax, B TOM llHCJie 

HHTerpHpOBaTb CHCTeMy B KalleCTBe pecypca B 6onee KpyrrHhie GRID-cHCTeMbl, 

• m6KOCTb H paCIIIHp.lleMOCTb C TOllKH 3peHH.ll pecypcoB - WCF no3BOJI.lleT nO,ll,KJIIOllaTbC.ll 

K GRID-cepBepy c JII06oro KOMnhIOTepa, HMeIOmero ,ll,OCTyrr B WWW, a TaK)Ke 

npe,ll,OCTaBJI.lleT B03MOiKHOCTb C03,ll,aHH.ll ,ll,OnOJIHHTeJibHblX noJib30BaTeJibCKHX 

lpaHcnoproB B paMKax WCF. 
ITy6JIHKaQHH no npoeKry ,ll,ocrynHhI no a,ll,pecy http://odisdrops.blogspot.com. 
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BLiqHCJIHTEJILHMI XHMH.H B rPH,ll;-CPE,ll;AX 

B. M. Bonoxoa1, ,n:. A. BapnaMoa1
•
2
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1 H11cmumym npo6J1eM XUMUttecKou pu3UKU PAH,142432, l/ep11020J10BKa, PoccU5l 
2 H11cmumym 3KcnepUMe11manb11ou Mu11epano2Uu PAH, 142432, l/ep11020J10BKa, PoccUJl 

The computational chemistry is one of the most interested in grid calculations of branches 
ofa science and in the state-of-the-art is impossible without usage of the super-power parallel and 
distributed computing resources. In the article on a number of examples existence of different 
computing classes of tasks is illustrated: both tasks breaking up to a collection of independent jobs, 
and being the uniform big task. Applicability of grid technologies for solution of the first class of 
tasks on the distributed polygons is shown. Examples of adapting of standard applied quantum
chemical packages and authoring programs are shown for starts in the various distributed envi
ronments. The new computational techniques developed by authors are shortly described: a 
method of creation of "bunches" of formally independent jobs and a creation method of "virtual 
containers" (for operation in the heterogeneous computing environments). 

The description of IPCP resource center uniting in the structure resource sites of next grid 
polygons: EGEE-RDIG, SKIF-Polygon and the National Nanotechnology Network is resulted. 
The resource center also includes client interfaces of different levels to resources of the specified 
polygons. The constituent of resource center - a grid portal ( association of grid and web services) 
allowing users to get facilitated access to various grid services and resources by means of a web
browser through WWW interface. In the article examples of carrying out distributed calculations 
in the various environments and on various computing polygons are shown. 

8hI1111CJil1TeJihH!UI 11 KBaHTOB!UI Xl1M11M MBJIMIOTCM O,!l.H11Ml1 113 Ha116onee 3a11HTepecosaHHhIX B 

rpH,!1.-Bhl1111CJieHl1MX (B TOM 1111cne Ha BXO,!1.MIU11X B rpH,!1.-cpe,!1.bl cynepKOMilh!OTepax) OTPaCJIMMl1 Hay1m 

11 He3<p<peKTl1BHhl 6e3 11CilOJib3OBaHHM csepXMOIUHhlX napanneJibHh!X 11 pacnpe.n.eneHHhIX Bh!1111CJII!· 

TeJibHhIX pecypCOB ,!I.JIM pellleHl1M 3a,!l.a11 caMbIX pa3Hh!X KJiaCCOB. 

Ha116onee BOCTPe6osaHhl rpH,!1.-Bhl1111CJieHl1M (11 cynepKOMnhJOTl1Hf) B cne.n.YJOIU11X o6JiaCTJIX 

Xl1Ml111, X11Ml111eCKOH <pl1311Kl1 11 6Jil13Kl1X K Hl1M HayKax: 

• myqeH11e CTPOeH11» semecrna; 

• CTPOeH11e MOJieKyn 11 CTPYKTYPa TBep.D.bIX Ten; 

• CO3,!1.aH11e MaTep11anoB C 3apaHee 3a,!l.aHHhlMl1 CBOHCTBaM11; 

• Kl1HeT11Ka 11 MeXaHl13M CJIO)KHhIX Xl1Ml111eCKl1X peaKU11H; 

• Xl1Ml111eCK!UI <pl1311Ka npoueccos ropeHl1M 11 B3phIBa; 

• fa3O,!l.11HaMl1Ka 3KCTPeMaJibHhIX COCTOMH11H; 

• Xl1Ml111eCK!UI <pl1311Ka npoueccos o6pa30BaHl1M 11 M0,!1.l1<pl1Kau1111 non11Mepos; 

• npe,!1.CKa3aTeJibHOe Mo.n.en11posam1e HaHOCTPYKTYP 11 pa3n1111Hble HaHOTeXHOJIOrH11; 

• 06m11e npo6neMhl X11Ml111eCKOH <pl1311Kl1 - 11 .n.p. 

.[vi» npose.n.eHl1M KpynHOMaClllTa6HhIX Bhl1111CJieHl1H B o6naCTl1 Bhl1111CJil1TeJibHOH 11 KBaHTO· 

BOH XHMl111 11 conp»)KeHHhIX o6nacTeH HayK11 Tpe6yeTCM npose.n.eH11e BhlCOKO11HTeHCl1BHblX napan

neJihHhIX 11 pacnpe.n.eneHHhIX paC11eTOB. Hanp11Mep, HeKOTOpbie 3a,!l.a1111 onTl1Ml13au1111 MOJieKyJrnpHb!X 

CTPYKTYP TPe6YJOT BhmonHeHH» .n.o I 09 
oT.n.enhHbIX pac11erns. Ilo.n.o6Hbie pac11eTbI TPe6YJOT Bb11111c

n11TeJihHhIX pecypcos, KOTOpb!e He MO)KeT npe.n.ocTaBl1Th Hl1 O,!l.HH 113 Bhl11HCJIHTeJibHhlX ueHTPOB. 

KpynHOMaClllTa6Hbie KBaHTOBO-Xl1MH1IeCKl1e pac11eTbl - O,!l.HO 113 HanpasneHHH pa60Tbl Bbl· 

1111cn11TeJihHoro ueHTPa 11HcTHTYTa Ilpo6neM X11M1111ecKoif <l>tt311Kl1 B qepHoronosKe (HITX<l> PAH, 

http://www.icp.ac.ru) [l].11Hcrnw pacnonaraeT 6oraTettllleH B Pocc1111 6116n110TeKOH napannenhHbIX 

KBaHTOBO-Xl1Ml111eCKl1X 11 MOJieKyn»pHO-,!l.HHaM1111eCKl1X nporpaMM (aBTOpCKl1X, "open source" 11 JIii· 

ueH3HOHHbIX). B Te1IeH11e ro.n.a B 11HCTl1ryTe npOBO,!l.HTCM pac11eT OT 3 .n.o 4 Th!CM11 Bhl1111CJIHTeJibHblX 

3a,!l.a11 BhlCOKOH CJIO)KHOCTl1 C ny6n11Kau11eif 6onee 11eM 400 ne11aTHbIX pa6oT C 11cnOJih3OBaH11eM pe-

3YJihTaTOB npose.n.eHHh!X pac11eTOB. 324 



Pa6oTbI c CHCTeMaMH pacnpe.neneHHbIX BbiqHcJieHHii B l1ITX<l> PAH 6hmH HaqaTbI B 2004 ro

ll.Y no nporpaMMaM ITpe3H)J.HyMa P AH Ii <l>e.nepaJibHbIM ueneBbIM HayqHo-TexHHqecKHM nporpaMMaM 

H npo.nom1<aIOTCH B HaCTOHIUee BpeMH B paMKax ITporpaMMbl q>yH)J.aMeHTaJibHbIX HCCJie)J.OBaHHH ITpe-

3HJ:leyMa PAH N2 1 Ha 2009-2011 ro)J.hI «ITpo6JieMbI co3.naHHH HauuoHaJihHOii HayqHoii pacnpe.ne

neHttoii 1rncpopMa! . .\HOHHO-BbJqllCJIHTeJibHOH cpe.nbl Ha OCHOBe pa3BHTHH rpu.n-TeXHOJIOrHH H COBpe

MeHHbIX TeJieKOMMYHHKaUHOHHbIX ceTeii», nporpaMMbl COI03HOro focy.napcTBa «CKI1<1>-fPI1,l1;», 

nporpaMMbI pa3BHTHH HaUHOHaJibHOii HaHoTexHonornqecKoii CeTH (fpu.nHHC). 

nbIJIH Cq>OpMyJIHpOBaHbl TP" HanpaBJieHHH HCCJie)J.OBaHHii: 1) a.namauu» npHKJia):IHOro ITO B 

o6JiaCTH BbJqHCJIHTeJibHOH XHMHH K pa6oTe B pa3JIHqHblX rpH)J.-HHq>pacTPyicrypax u o6ecneqeHHe 

B03MO)KHOCTeii 3anycKa 3a.naq Ha pacnpe.neneHHbIX pecypcax; 2) pa3BHTHe pecypcHoro rpu.n caiiTa 

(lJ.Jlll HeCKOJlbKllX pacnpe.neJieHHbIX cpe.n), BblcrynaIOmero KaK B pOJIH IlOJIHroHa .!{JIH npoBe)J.eHHH Bbl

'lHCJIHTeJibHbIX 3KCnepHMeHTOB B .naHHOH o6JiaCTH, TaK " B pOJIH cpe.ncTBa ,!{JI}! peweHHH peaJibHbIX 

3a):laq; 3) C03)J.aHHe HOBbIX MeTO)J.HK BbJqllCJieHHH B pacnpe.neneHHblX cpe.nax, CBH3aHHblX co cneuu

qJHKOH ucnOJih3yeMoro ITO. 

Haw OilbIT npoBe)J.eHHH pac'leTOB B o6JiaCTH XHMHH [2-4] Il03BOJIHJI pa3.neJIHTb 60JibWHHCTBO 

KBaHTOBO-XHMHqecKHX 3a.naq Ha )].Ba OCHOBHbIX BblqHCJIHTeJibHbIX THila : 

1. 3a):laqu, pacna.naIOIUHeCH Ha COBOKYilHOCTb He3aBHCHMbIX 3a):laHHH, qucJIO KOTOpblX 3aBHCHT 

OT KOJIHqecTBa napaMeTPOB 3a):laqu HJIH OT «CeTKH» pa36HeHHH HCKOMOH o6JiaCTH .naHHbIX; 

2. 3a.naqu, npe.ncTaBJIHIOJUHe co6oii e)J.HHbIH BbJqHCJIHTeJibHblH npouecc, KaK npaBHJIO, TPe-

6yIOIUHH e)J.HHOBpeMeHHOro BbI)J.eJieHHH 60JibWOfO KOJIHqecTBa pecypcoB (KOJIHqeCTBO CPU, 

onepaTHBHaH naMHTb Ha ».npo, )J.HCKOBbie MaCCHBbl) - HanpHMep, Mo.nenupoBaHHe MOJieKy

JIHpHbIX CTPYKTYP· 

3a.naqu nepBoro THila HaH60Jiee BOCTPe6oBaHbl .!{JIH pa60Tbl B rpu.n-cpe.nax, IlOCKOJibKY, pac

npe.neJIHH He3aBHCllMbie 3a):laHHH Ha MHO)KeCTBO He60JibllIHX KJiacrepoB (Ka)K.!{b!H KJiacTep - 10-20 
npoueccopOB, 3a):laHHe MO)KeT HCilOJIHHTbCH Ha HeM KaK napanJieJibHOe), MO)KHO .no6HTuCH BbICOKOH 

3cp<peKTHBHOCTH HCilOJib30BaHHH BbiqHCJIHTeJibHblX pecypCOB. ITpH 3TOM B03MO)KH0 HCilOJlb30BaHHe 

BeChMa 6oJibllIHX BbiqHCJIHTeJibHbIX IlOJIHfOHOB (.no 103-104 
npoueccopoB) KaK B JIOKaJibHOM BapuaH

re (B reTeporeHHblX BbJqllCJIHTeJibHbIX cpe.nax THna Condor), TaK " B ycJIOBHHX pacnpe.neJieHHbIX 

cpe.n (COBOKynHOCTb KJiacrepoB - pecypcHblX caihoB). XopornHM npuMepoM HBJIHeTCH TPaeKTOpHbie 

pacqeTbl XllMHqecKHX peaKUHH. XapaKTepHOH CHCTeMOH .!{JIH no.no6HbIX pacqeToB HBJIHeTCH peaKUHH 

H2 + 0 2• PacqeT npe.ncTaBJI»eT co6oii Mo.nenupoBaHHe c noMOIUhIO KJiaccuqecKHx TPaeKTopuii 3Jie

MeHTapHoro aKTa CTOJIKHOBeHHH. ,lJ;JIH pacqeTa IlOJIHoro ceqeHHH no.no6HOH peaKUHH .!{JIH Ha6opa He

o6xo.nHMOH CTaTHCTHKH cne.nyeT pa3birpaTb: no )].Ba yrna B3aHMHOH opHeHTaUHH ,!{JI}! Ka)K.!{OH MOJie

. KYJibI, HaqaJibHbie KOJie6aTeJibHbie u BpamaTeJibHbie KBaHTOBbie qllCJia, napaMeTP CTOJIKHOBeHHH, OT

HOCHTeJibHyIO 3HeprnIO CTOJIKHOBeHHH. KaK npaBHJIO, pacqeT O)J.HOH TPaeKTOpHH 3aHHMaeT OT He

. CKOJibKllX MHHYT .no nepBblX qacoB. ITocJie)J.oBaTeJibHbIH nepe6op YKa3aHHblX napaMeTPOB npHBO)J.HT 

K pacqeTaM .nec»TKOB MHJIJIHOHOB TPaeKTOpHii, qTo Be)J.eT K HepeaJibHOCTH perueHHH no.no6Hb!X 3a.naq 

Ha JIOKaJibHbIX pecypcax u Heo6xo.nHMOCTblO nepexo.na K HX perneHHIO Ha pacnpe.neJieHHbIX IlOJIHrO

Hax. AHanornqHbIM cnoco6oM MOfYT pernaTbCH MHoroqucneHHbie MHoronapaMeTPuqecKue 3a.naqu 

XHMHH, .!{JIH KOTOpb!X CBOHCTBeHeH OTHOCHTeJibHO He3aBHCHMbIH nepe6op MHOfOMepHblX «CeTOK» 

BXO):IHblX napaMeTPOB, qTO Be)J.eT K yBeJIHqeHHIO .no 108 
- 109 

qucna He3aBHCHMbIX pacqeTOB. 

3a.naqu BTOporo THna o6bJqHo npe)J.Ha3HaqeHbl ,!{JI}! perneHHH Ha cynepKOMilbIOTepax, T.K. 

3cp<peKTHBHOCTb HX perneHHH Henocpe.ncTBeHHO CBH3aHa C BblCOKHMH TPe6oBaHHHMH KaK K pecypcaM 

cynepKOMilbIOTepa (BOBJieKaeTc» 3HaquTeJibHoe qucno npoueccopoB), TaK HK pecypcaM pacqeTHbIX 

Y3Jl0B (3HaquTeJibHbie o6beMbl onepaTHBHOH naMHTH " )J.HCKOBoro npOCTPaHCTBa), a TaK*e 3q>q>eK

TJIBHOCTbIO pacnapaJIJieJIHBaHHH BblqHCJIHTeJibHOro npouecca. ITpu 3TOM ,!{JI}! xapaKTepHblX 3a):laq HC

CJie.noBaHHH HaHOCTPYKTYP Ii MOJieKyJIHpHblX KpHCTaJIJIOB B03M0)KH0 HCilOJib30BaHHe .no HeCKOJibKHX 

Tblc»q npoueccopoB c noTPe6neHHeM npoueccopHoro BpeMeHH nop».nKa Mec»ua, T.e. ucnoJih30BaHue 

KJiacTepoB Tepa<pJIOilHOrO ypoBHH. ITp!i 3TOM HCilOJib30BaHHe rpu.n-cpe.n B03MO)KH0 .!{JIH 3anycKa no

.no6Hb!X 3a):laq Ha cynepKOMilbIOTepHbIX pecypcax, BXO,nHIUHX B BbJqHCJIHTeJibHblH IlOJIHfOH. ITpu 

3TOM C TOqKH 3peHHH IlOJib30BaTeJIH pa6oTa B rpH.n-cpe.ne OTJIHqaeTCH B nyqruyIO CTOpOHY OT o6bJq-
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Horo y,naneHHOro 3arrycKa 3a,!l;aHHH (11epe3 SSH H T.rr.) B CTOpOHY ,nocrynHOCTH HeCKOJibKHX pecypcoB 
O,!J;HOBpeMeHHO H ynpomeHHM Bb16opa Heo6xo,nHMOro (H ,!l;OCTynHoro!) BbllfHCJIHTeJibHOro pecypca 
TaIOKe nOJib30BaTeJib CTaHOBHTCM He3aBHCHMhIM OT KaKoro-To KOHKpeTHoro pecypca. 

OCHOBOH MM npose,neHHM pa6oT C pacnpe,neneHHblMH cpe,naMH CTaJI C03,!l;aHHblH pattee B 
11IIX<l> PAH pecypCHhIH rpH,n ueHTp, BKJIJ011ruomufi cattThI pacnpe,neneHHhIX cpe.n gLite, Unicore H 
Globus. ll,enhJO c03,naHHM pecypcHbIX caHTOB cTano cpopMHposaHHe onhITHoro nonuroHa no rrpoae
,neHHJO BbllfHCJIHTeJibHbIX 3KCrrepHMeHTOB B pOCCHHCKOM rpH,n cerMeHTe no BbllfHCJIHTeJihHOH H KBaH· 

TOBOH XHMHH. OcHOBHblMH 3a,na11aMH B paMKax 3TOro HanpaBJieHHM CTaJIH: 
pa3pa6oTKa H HCnOJib30BaHHe CHCTeMhl 3anycKa HCXO,!J;MIIIHX 3a,naq (T.e. 3anycKaeMhlX nOJib30Ba• 
TeJIMMH Ha y,naneHHblX pecypCHblX Y3Jiax) pa3JIH11HOro THna B pacnpe,neneHHbIX cpe,nax; 
06ecne11eHHe npose,neHHM BbllfHCJIHTeJibHbIX 3KcnepHMeHToB H pac11eTa peanbHbIX BXO,!l;MIIIHX 3a• 
,naq Ha co6cTBeHHOM pecypCHOM Y3Jie HIIX<l> (BbICTynruomeM a pOJIH y,naneHHoro pacnpe,11eJieH• 
Horo pecypca H TeCTOBOrO nonuroHa). 

CymecTBYJOIIIHH pecypcHhIH rpH.n ueHTp HIIX<l> 6hIJI ,noCTaTOlfHO ,neTaJihHO onHcaH asropa• 
MH paHee [1,4, http://cc-ipcp.icp.ac.ru]. Cefi11ac OH o6'be,!l;HHMeT B CBOeM COCTaBe nOJIHO!pyttKUl!O· 
HaJibHhie pecypCHbie caHTbl cne.nYJOIIIHX pacnpe,neJieHHbIX nOJIHroHoB: 
• Y3eJI KOHCopuuyMa EGEE-RDIG (Enable GRID for E-sciencE H Russian Data Intensive GRID, 

http://www.egee-rdig.ru, c MM 2010 ro,na EGI - European Grid Infrastructure) Ha ocHOBe cpe,111,I 
gLite (http://glite.web.cem.ch), BHpryanhHM opraHH3aUH» (BO) RGSTEST; 

• cafiT KaTeropHH «A» CKH<l>-IIonuroHa (http://skif-grid.botik.ru) Ha fia3e rrpoMe)KYTOlfH0ro ITO 
Unicore (http://www.unicore.eu); 

• cafiT HauuoHaJihHOH HaHOTexHonom11ecKofi CeTH (fpH.nHHC, http://www.ngrid.ru, BHPTYaJILHiU 
opraHH3aUHM NanoChem) - cpe,na Globus Toolkit 4, http://www.globus.org). 

,ll;aHHhie pecypCHble caHTbl n03B0JIMJOT pernaTh BXOAAIIIHe 3a,na11H KaK C HCnOJib30BaHl!eM 
npHKJia,!J;HbIX KBaHTOBO-XHMHlfeCKHX naKeTOB, TaK H o6mero xapaKTepa. 

B COCTaB pecypCHblX caHTOB BXO,!l;HT TaIOKe KOMITJieKc KJIHeHTCKHX HHTepq>eHCOB pa3nH11H1!X 
ypOBHeH MM B3aHMO,neHCTBHM a,nanTHpOBaHHOro KBaHTOBO-XHMHlfeCKOro npHKJia,!l;HOrO ITO C rpll/l· 
cpe,naMH. OHH no3BOJIMJOT 3anycKaTh HCXOAAIIIHe 3a,na11u BbllfHCJIHTeJibHOH XHMHH Ha pacnpe,11eJieH• 
Hb!X pecypcax, 06ecrre1IHBM B03MO)KHOCTb cpopMHpOBaHH» 3a,!l;aHHH, 3anycK Ha y,naneHHblX caiirax 
11epe3 6poKepbl pecypcoB, MOHHTOpHHra npoxo)K,!l;eHH» 3a,!l;aHHH, c6opa pe3yJihTaTOB H CTaTHCTlfKI!. 

Pa6om B paMKax BO RGSTEST 06ecne11usaeT ,nocryrr K BhilfHCJIHTeJibHhIM MOIIIHOCTlIM .llO 
500-700 npoueccopoB H ,!J;HCKOBbIM MaCCHBaM nopM,nKa 8-12 Tepa6aHT B HeCKOJlbKHX reorpaq>HlfeCKl!X 
30Hax (MOCKBa, ,ll;y6Ha, XapbKOB, 1-IepHOroJIOBKa H ,np.). Pa3HOpO,nHOCTb Y3JIOB ,naHHOH BO no3BOJIX· 
eT nerKO BapbHpoBaTb napaMeTPbI 3anycKaeMhIX 3a,na11, opHeHTHpyMCb Ha pa3JIH11Hble THnhI pecypCOB. 
HcnOJib30BaHHe no,no6Horo nOJIHroHa 06ecne11HBaeT npoBe,neHHe ,!l;OCTaTOlfHO MaC1IITa6HblX Bbllfl!C· 
JIHTeJibHhIX 3KCnepHMeHTOB KaK HayqHoro, TaK H npHKJia,!J;HOro xapaKTepOB. 

PecypcHblH caHT MM cpe,nbl Unicore n03B0JIMeT BblITOJIHMTb BXO,!J;MIIIHe 3a,na11H cepTH!plfUHpo
BaHHbIX noJih30BaTeJieii CKH<l>-IloJIHroHa, npOH3B0,!l;HTb MOHHTOpHHr 3a,na11 H nepe,naBaTb rronyqeH
Hbie pe3yJibTaTbl nOJib30BaTeJIMM. O6ecrre11eHa B03MO)KHOCTb MOHHTOpHHra COCTOMHHM caiiTa H3BHe. 
KrmeHTCKHH HHTepcpeiic 06ecrre11usaeT 3arrycKH ucxo,n»mux 3a,na11 11epe3 cpe,ny Unicore Ha co6cr
BeHHOM pecypcHOM cafiTe HIIX<l> (B ponu y,naneHHoro pecypca - https://unicorgw.icp.ac.ru:8080) 11 
Ha ,nocTynHhIX (11epe3 6poKep pecypcos HIIC (https://testbed.botik.ru:9999) pecypcHhIX Y3Jiax 
CKH<l>-IIonuroHa - B ocHOBHOM HIIC PAH, CesKasfY, CKH<l>-MfY H ,np. 

B paMKax co3,nasaeMoii c 2010 ro,na HauuoHaJihHOH HaH0TexHonom11ecKOH . Cern 
(fpu,nHHC) pecypcHoMy caiiry HIIX<l> rrpe,nocTaBJieH ,nocryrr K BhilfHCJIHTeJihHOMY rronurotty c o6-
IIIHM lfHCJIOM CPU 6onee 8000 (http://mon.ngrid.ru/stats?page=usage) H 6onhlIIHM Konu11ecTB0M BHP· 
TYaJihHblX opraHH3aUHH, B TOM lfHCJie rro.n.nep)KHBaJ01IIHX KBaHTOBO-XHMHlfeCKHe pac11eTbI (Ha 6:ne 
caiim HIIX<l> c03,naHa H cpyHKUHOHHpyeT BO nanochem). 

CocTaBHM 11aCTh pecypcHoro ueHTPa - rpu,n-rropTan, o6'be,!l;HHeHHe rpu,n H Web cepBHCOB. 
Co3,naH BbICOKOypOBHeBbIH HHTepcpeiic, II03BOJIMIOIIIHH 6onee 3q>q>eKTHBHO HCIIOJib30BaTb Bee rrpe
HMymecTBa rpH,n-pac11eTOB. 3-ra cpe.na II03BOJIMeT IIOJih30BaTeJIMM IIOJIYlfHTb ,!l;OCTyn K rpH,n-pecypcaM 
H cepBHCaM, Bbl3hIBaTh H HaCTpaHBaTb HX C IIOMOIIIblO web-6paY3epa. ApxHTeKTYPa rpH,n rroprana 
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0CHOBatta Ha M}].ee, qTO rropTaJibHall CMCTeMa llBJllleTCll KOHTeil:HepoM }].Jill IIOJib3OBaTeJibCKHX HHTep

~ellcos, 06ecrreqJ1Ba10W.MX pa6ory C rpM,[1-CJI)')K6aMM. ITpettMym.eCTBO }].aHHOll apxMTeKTYPbI B TOM, 

'!TO OHa }].OCTaTOqHo nerKO IIO3BOJllleT BCTpaMBaTb B rropTaJI MHTepq>ettCbl HOBbIX rpM,[1-CJI)')K6 M M3Me

HJ!Tb cymecrnyiom.tte. ITopTaJibHbie cepBHCbI KOHTpOJIMPYJOT II BmyanmttpYJOT IIOJib30BareJibCKMtt 

HHTepqiefic. CqiopMttpoBaH WWW rropTan (http://grid.icp.ac.ru, Grid Enabled Chemical Physics -

GECP), BKmoqa10m.ttil: WWW MHTepqieil:cb1 K cneAYJOW.MM npHKJIMHbIM naKeTaM: 

l. KsaHTOBO-XMMMqecKttil: KOMnJieKc GAMESS-US, MeTO}].bI ab initio KOToporo MOrYT ttcnoJib3o

sarb napanneJibHbie BbJqttcJieHttll; 

2. Bbl'mcneHMe MHOrorrapaMeTpMqecKHX q>yttKL(Mll, ITO}]. KOTOpbIMM CJie}].yeT nOHMMaTb l.(eJiblll KJiacc 

3aJi:a11 XMMMqecKoil: q>M3HKM, 06na,na10m.ttx CBOHCTBOM napanneJIM3Ma no }].aHHbIM (Data Parallel). 

,[(aHHbie MHTepqieil:Cbl no3BOJlll!OT onpe}].eJillTb BXO}].Hble rrapaMeTpbl M ycJIOBMll (BKJIJOqaJI 3a

rpy:iKy }].aHHbIX, KOHq>ttrypal.(MOHHbIX qiail:JIOB, cepTHq>MKaTOB noJib30BaTeJill), qiopMttpoBaTb CJIO)KHbie 

nepsttqHbie q>allJ!bl 3anycKa, rrpOM3BO}].MTb (npH ycJIOBMM aBTOpH3al.(MM noJib30BaTeJill) 3anycK }].aHHO

ro ITO B pacnpe}].eJieHHblX cpe}].ax, ocym.ecTBJlllTb MOHMTOpHHr BbIIIOJIHeHlfll 33}].aHMll M c6op pe3yJib

TaT0B. HHTerpttpoBaHa TaK)Ke TeXHOJIOrlfll pa60Tbl qepe3 web-MHTepq>eil:c C «nyqKaMM» He3aBMCMMbIX 

38,!laHttll Ha «Hape3aeMbIX» o6JiaCTllX }].aHHbIX. 3aMeTMM, qTO OCHOBHaJI qaCTb nporpaMMHOfO KO}].a 

web-HHTepcpettCOB He CBll3aHa HanpllMYJO C BbI6paHHOll pacrrpe}].eJieHHOll cpe}].Oll, nO3TOMY OHM MO

ryr 6bITb nO}].KJIJOqeHbl K HeCKOJibKMM BapttaHTaM TaKOBbIX cpe}].. ,[(aHHbie MHTepqieil:Cbl 3HaqMTeJibHO 

CHlllKaIOT TPYAOeMKOCTb pa60Tbl noJib3OBaTeJill B qacTM qiopMHpOBaHlfll 3a,naq If pa60Tbl C nepBHq

HblMll ,!J,aHHbIMM M 3HaqMTeJibHO o6nerqaJOT pa6ory C naKeTaMM B pacnpe}].eJieHHbIX cpe}].ax. 

HaMM npOBO}].HJiaCb 3KCnepHMeHTaJibHaJI npoBepKa M anpo6al.(lfll BO3MO)KHOCTM MCnOJib3OBa

Hllll rpll}].-pecypCOB }].Jill pacqeTQB C MCnOJib3OBaHMeM CTaH}].apTHbIX rrpHKJia,[(HbIX naKeTOB nporpaMM 

(s TOM qMcJie napaJIJieJibHblX Bepcttil:), npHMeHlleMblX B BbJqJICJIMTeJibHOll XMMMM, a TaK)Ke paJJIHqHbIX 

asropcKHx nporpaMM, pa3pa6oTaHHbIX B 11ITX<I> M HQll PAH. ,[(Jill a,namal.(MM B pacnpeAeJieHHbIX 

cpe.llax pattee [2] 6hm BbI6paH pll/J. npttKJia,[(HbIX nai«rroB (GAMESS-US, V ASP, Gaussian-98,-O3, 

Dalton-2, CPMD, NAMD, aBTopcKtte nporpaMMbI no perneHMJO MHoronapaMeTpttqecKMX 33}].aq m 

o6nacrn KiiattTOBoil: XMMMM M MOJieKynllpHoil: AMHaMHKH). ,[(Jill HMX 6bm npoBe}].eH }].eTaJibHbiil: aHanm 

MO.llYJibHOll CTpYK'fYPbl KBaHTOBO-XMMMqecKoro KO}].a M myqeHbl oco6eHHOCTM pa60Tbl pa3JIMqHbIX 

peantt3auttil: O}].ttonpoueccopHbIX M napanneJibHbIX Bepcttil:, onpe}].eJieHbI CTpaTerntt peanmal.(MH BbI-

6paHHbIX TMnOB KBaHTOBO-XMMMqecKMX BbJqJicJieHMll npHMeHHTeJibHO K pacnpe}].eJieHHbIM cpe}].aM. 

,[(nll BbI6paHHbIX npHKJia,[(HbIX rraKeTOB 6bIJIM CO3}].aHbl If npoTeCTHpOBaHbl Ha peaJibHbIX 3a

~a11ax Hll3KOypOBHeBbie MHTepqieil:Cbl }].Jill 3anycKa MX B pacnpe}].eJieHHbIX cpe}].ax (B OCHOBHOM - }].Jill 

cpe)lhl gLite, B MeHbIIIeil: CTerreHM }].Jill cpe}]. Unicore M Globus)'. ,[(aHHbie MHTepqieil:Cbl BKJIJOqaJOT Ha-

6op CKpHnTOB no qiopMttpoBaHMIO MCXO}].llllJ.MX 33,[(aHMll, 3anycKy qepe3 6poKep pecypCOB Ha YAaJieH

HblX Y3J1ax, MOHHTOpHHry BbIIIOJIHeHMll 3a,naq, BO3Bpam.eHMIO nonyqeHHbIX pe3yJibTaTOB C YAaJieHHbIX 

pecypcos 11 «c6opKy» OKOHqaTeJibHblX pe3yJibTaTOB Ha HHTepqieil:ce nOJib3OBaTeJill. PeanmoBaHbl MH

rep~ellChl }].Jill O/l.HOrrpoueccopHbIX M napaJIJieJibHbIX (SMP, coKeTHbie, MPI-1,2) BapttaHToB YKaJaH

uoro no. Ha pecypCHOM rpHA-yJJie 11ITX<I>, MCnOJib3OBaHHOM B KaqecTBe YAaJieHHOro pacrrpe}].eJieH

uoro pecypca, npoBe}].eHbI JanycKM YKaJaHHoro npttKJia,nHoro ITO qepe3 MHq>paCTpYKTYPbI BO 

RGSTEST (EGEE-RDIG), CKl1<1>-ITonttroHa, fpttHHC. 3arrycKM a}].amttpoBaHHoro ITO rrpoBO/l.M

JJHCh B pa3Hb!X pe)KMMax M KOHq>ttrypal.(MllX (c pa3HblM KOJIMqecTBOM rrpoueccopoB M MCIIOJlb3OBaHM

eM pa3Hb!X sapHaHTOB rrapaJIJieJibHbIX pacqeTOB ). 

,[(nll perneHlfll qaCTM 3a,naq «nepBoro» BbJqJICJIMTeJibHOro TMIIa (HanpHMep, IIIHpOKOro KJiacca 

MH0ronapaMeTp11qecKMX 3a,naq BbJqJICJIMTeJibHOll XMMHH) C MCnOJib3OBaHMeM rpM.n-TeXHOJIOrMll 6bIJI 

C03)1aH MeTO}]. 3arrycKa "rryqKoB" He3aBMCMMblX 33,[(aHMll }].Jill MCIIOJib3OBaHMll BCex }].OC'fYIIHblX pecyp

C0B pacnpe,!l,eJieHHOll cpe}].bl. ITptt 3TOM nOJIHaJI 3a,naqa pa36MBaeTCll Ha orpOMHOe KOJIJfqecTBO He3a

BHCHMhlX IlO}].33,[(aq (Ka)K}].aJI onpe}].eJilleTCll rpyrrrroil: 3HaqeHMll COBOKyrrHOCTM rrapaMeTpOB). ,[(Jill pe

IlleHIIJI MHoronapaMeTpMqecKMX 3a,naq KBaHTOBOll XMMMM 6bIJIM pa3pa6oTaHbl MeTO}].bl qiopMHpOBaHMll 

«nyqKOB» He3aBHCMMbIX 33,[(aHMll C BapbHPYJOW.MMM napaMeTpaMM - }].0 1 o4, B rrepcrreKTHBe }].0 10 7 

«aroMapHbIX» 33,[(aHHll Ha 33}].aqy, 

Cne}].yer OTMeTMTb, qTO 60JibIIIMHCTBO npHKJia}].HbIX rraKeTOB BbJqJICJIMTeJibHOll XMMMM OTJIM-

11filOTCll CJIO)KHOCTblO KOHq>Hrypau11ii If IlOBbIIIIeHHblMM Tpe6oBaHMllMM K cpe}].e BbIIIOJIHeHlfll, oco-
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6eHHO nptt napaJIJieJibHbIX pacqerax. 06bJqHo :na npo6JieMa pernaeTC.11 co3,naHtteM BttpT)'aJihHbIX op• 
raHtt3aUttH, T.e. o6'he,nttHeHtteM qepe3 pacnpe,neJieHHbie cpe,nhl BO MHOfOM O,!(HOTHilHhIX (no YCTaHOB• I 
JieHHOMY no 11 HaCTpOHKaM) BbJqJ1CJIHTeJibHhlX pecypCOB. ,lvl.11 HHX npttKJia,!(Hbie naKeTbl (BMeCTe co 
cpe,nCTBaMH KOHCjmrypttpoBaHtt.11 11 HaCTPOHKtt} pacnpocTpaH.lllOTC.11 113 e,nttHOro penO3HTOp11.11 (Ha· 
npttMep, ,nn.11 ITO QEPHa - Atlas, CMC, Alice). B 6oJihlllttHCTBe )Ke cnyqaes Heno,nroTOBJieHHhIH pe· 
cypCHbIH caHT He HMeeT HymHoro 3apaHee ycmHOBJieHHOrO npttKJia,nHoro ITO mm He CKOHqmrypH· 
poBaH ,!(OJI)KHbIM o6pa30M, IlO3TOMY 3anycK Henpe,nycmHOBJieHHbIX CJIO)KHblX npttKJia,!(HbIX naKeT0B 
,nn.11 TaKttx pecypcos 06b1qHo OKaHq11saerc.11 Hey,naqeli. B o6IUeM cnyqae Heo6xo,nttMa Tpy,noeMKaJI 
pyqHa.11 HJIH nonyaBTOMaTttqecKa.11 nepeHaCTPOHKa pecypCHbIX Y3JIOB pacnpe,neJieHHbIX cpe.n, BKJJIO· 
qaJOIUa.11 ycTaHOBKY co6cTBeHHO naKeTOB, KOH<jmrypttpOBaHtte ueffTPaJibHOfO Y3Jia 11 pacqeTHbIX Y3· 
nos (HaCTPOHKa nepeMeHHhIX oKpymeHtt.11, o6IU«x NFS pecypcos, PBS oqepe,neli}, ycmHoBKa .nonon
HttTeJihHhIX CHCTeMHh!X 6tt6JittOTeK « HCilOJIH.lleMblX <paHJIOB (BKJI}Oqa.11 napaJIJieJihHhie cpe,nbl THna 
Mpich-2). ITptt ycnos1111 :noro BO3MO)KHhI 3anycK11 naKeTOB Ha pacnpe,neneHHhIX Y3J1ax. 

,lvl.11 qacTttqHoro perneHtt.11 ,naHHOH npo6JieMbl aBTOpaMtt 6bIJI pa3pa6omH MeTO,n CO3,naHIIJI 
BHPT)'aJihHhlX nepeMeIUaeMhIX nporpaMMHhlX «KOHTeHHepoB», BKJI}OqaJOJUHX co6cTBeHHO ITO, Ha6op 
Heo6xo,nttMhIX CHCTeMHbIX <paHJIOB, CKpttilThl no pa3BepTbIBaHttlO ll HaCTPOHKe cpe,nbI HCilOJIHeHm, 
<paHJihl. ,naHHhIX ll KOH<pttrypauttoHHhie <paHJihl. OH .nocTaBJI.lleTC.11 Ha pecypCHhlH Y3eJI rptt,n-cpe)lbl 
cmH,napTHhIMtt cpe,ncTBaM« pacnpe,neJieHHOro middleware. ,[(anee npo11cxo,n«T pa3BePThIBaHtte naKe
Ta, HaCTPOHKa cpe,nhl HCilOJIHeH11.11, 3anycK 38,naHtt.ll 11 OTnpaBKa pe3yJihTaTOB Ha IlOJib30BaTeJibCKHH 
HHTep<pelic, 3aTeM ((OqttcTKa» cpe,nhI HCilOJIHeHH.11. TaK MOfYT 6hITh perneHhl MHome npo6JieMbl 3a
nycKa npttKJia,nHoro ITO B pacnpe.neneHHhIX cpe,nax. ,[(aHHhIH MeTo,n rp«,n-Bh1qucneH11li onttcatt B 
,npyroli CTaTbe aBTOpOB B 3TOM c6opHttKe (BOJIOXOB 11,np., «TexHOJIOfl1.ll 3anycKa ... »). 

B «Tore Halli« pa60Tbl IlO3BOJIHJIH CO3,naTh B paMKax rptt,n-TeXHOJIOfHH BbJqttcJIHTeJibH)'IO 
cpe.ny ,nJI.11 npose,neHl1.ll KpynHOMacrnm6HbIX pacqeTOB s o6JiaCTH BbJqttcJittTeJibHOii XHMtttt: 

1. CO3.!(aH KOMilJieKC a,nanTttpOBaHHbIX K pa3JIJ1qHbIM rpu,n-cpe,naM pa3JIJ1qHbIX BbJqttcJIHTeJibHb!X 
IlOJillfOHOB npttKJia,!(HbIX nporpaMMHbIX naKeTOB BblqttcJI«TeJibHOH XHMHH C ttHTep<pelicaMH 
pa3JittqHoro ypOBH.11 (OT Hll3KOypOBHeBbIX HHTep<peHCOB .no Web-nopTana), 

2. pa3pa6oTaHbl HOBbie MeTO,nhI BbJq11cJieHHH (MeTO,!(bl <popMttpoBaHHll «nyqKOB» He3a1!,HCHMb!X 
3a,naHttH, MeTO,n ((BllPTYaJihHbIX KOHTeHHepoB» 11 T.,n.) B pacnpe,neJieHHbIX ll napanJieJibHh!X 
cpe,nax; 

3. co3,naH pecypcHhIH ueHTP (BKJIJOqaJOIUttH pecypCHhie caliThI nonttrOHOB EGEE-RDIG, 
CKH<I>-ITonttroHa, rpu,nHHC) ,nn.11 npose,neHttll Bh1q11cn11TeJihHhIX 3KcnepttMeHTOB B 06nac1H 
XHMHH, o6'he,nttHlllOIUHH KaK pecypCbl ,nJill perneHHll BXO.!(.IIIUHX 38,naHttH B cpe.nax gLite, 
Unicore, Globus, TaK 11 noJih3OBaTeJihCKtte ttHTepqiettchI pacnpe,neneHHhIX cpe,n ,nJill pemeHHH 
HCXO,!(l!JUHX 3a,naq, 
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A. B. BOJIOXOB I 

1Jf11cmumym npo6J1eM XUMU'lecKou rpu3uKu PAH,142432, l/ep11ozoJ106Ka, PoccWl 
2Jf11cmumym 3KCnepUMe/lmaJlb/lOU MU11epaJl02UU PAH, 142432, lfep11020Jl06Ka, PoCCWl 

The article is devoted the description of technology of dynamic creation of the virtual en
vironment of execution of parallel tasks on any grid resources of various polygons. The created 
technology allows to start complex configured applied packages (including tasks of computing 
chemistry) in the conditions of unprepared in advance parallel environments. Application of the 
given technology of "virtualization" of applications allows to expand essentially a range accessible 
grid resources for performance on them of complex configured applied packages without their pre
installation. 

The described technology includes the method (developed by authors) of creation moved 
«virtual containers» which contain: "personal" copies of necessary system files and libraries (in
cluding parallel Mpich-2 environment), scripts for "customization" of the operating system of the 
work nodes, necessary file "trees", applied package itself, data files etc. After dynamic creation of 
"container" on the client interface it as usual grid job is supplied by resources of the distributed 
environment to a remote resource site, developed there, customizes accessible work nodes and the 
site environment «under itself» and is started as the usual parallel application under MPI-2. Upon 
successful termination of application operation there is "cleaning" of the environment of execution 
and return of results on user interface. As an example quantum-chemical package GAMESS-US 
for which "virtual containers" for gLite, Unicore and Globus Toolkit environments are created ef
ficient is used. 

Ha OCHOBe OITblTa pa60Tbl B Pa.3JlllqHblX pacrrpe.neneHHbIX cpe.nax [1] aBTOpaMtt 6hIJI c.nenaH 

BhlB0/1, ~o 3HaqttTeJibHbIMll rrpernITCTBllJIMll Ha rryrtt rrpttMeHeHHJI rpll,LI TeXHOJIOfllH B BbJqlfCJIH

TeJlbHOH XllMHH (a B uenoM - .nm, 3arrycKa B rpll,LI cpe.nax mo6bIX CJIO,KHO CKOHCjmrypttpOBilHHblX 

rrp!!KJla,rJ,HblX rraKeTOB) JIBJIJIIOTCJI cJie,LIYJOJUlle rrpo6JieMbJ: 

I reTeporeHHOCTb pacrrpe.neneHHbIX BbJqllCJillTeJihHblX Y3JIOB (Ha ypOBHe apxttTeKTYP rrpoueccopoB, 

onepaUHOHHbIX CHCTeM, CeTeBblX HacrpoeK, rrapaJIJieJibHbIX cpe.n If T.rr.); 

I Heo6XO,LIHMOCTb C03.[laHHJI BbJqHCJIHTeJihHOH cpe,Llbl .[IJIJI MHOfllX pecypcoeMKllX rrapanneJibHblX 

npllJlo,KeHttH, COCTOJIJUeH ll3 KOHqmrypaUHOHHblX HaCTpoeK, .[IOITOJIHllTeJibHblX cnym6, crreuH

~H'IHblX rrapaJIJieJibHbIX cpe.n, xpaHllJilllU .naHHblX H rrpoqttx KOMITOHeHTOB; 

I HeBO3MO,KHOCTb (llJIH ll36bJTOqHaJI rpy.noeMKOCTb) rrepettacrpoHKll pa60TalOJUllX BbJqllCJillTeJih

HbIX pecypcos (oco6etttto KJiacca "production fanns") MJI ueneii pacrrpe.neneHHhIX BhJqttcnettttii 

l!Jlll ITO.LI HJ,K.nbl KOHKpeTHbIX rrpttKJia,[IHbIX rraKeTOB. 

0.[IHllM ll3 crroco6oB peweHHJI 60JibIIlllHCTBa 3TllX rrpo6JieM MO,KeT CTaTb rrpHMetteHHe TeX

HOITOrttli BHpryanll3aUHll, BKJIJOqaJOmttx: (a) C03,LlaHtte pacrrpe.neneHHblX pecypcoB H cepBttCOB Ha 

6ne BttpryaJibHbIX MaIIIttH, (6) qiopMttpoBaHHe BllPTYaJibHblX «KOHTeiittepoB-ITpllJIO)KeHttH» KaK e,LIH

Hl,IX pacrrpe.neneHHblX 3a,[laq; (a) CO3.[latttte ITOJIHOqlYHKUllOHaJibHblX BllPTYaJihHbIX MaIIIttH, BblCTY

flil!OII.IHX B pOJIH llCXO.[IJIJUIDUBXO.[IJI!UllX pacrrpe.neneHHblX 3a,LlaHttH. 

PaCCMOrpllM O.[IHH ll3 pa3pa60TaHHblX aBTopaMtt MeTO.[1OB Bttpryanll3aUttH BbJql{CJillTeJibHOfO 

o6wcra (rrapannenhttoro rrpllJIO,KeHttJI), rrepeMemaeMoro H BhIITOJIHJieMoro B rpll,LI cpe.ne. MeTo.[I oc

HOBaH Ha peanll3aUtttt BHPTYaJihHOH .LlttHaMttqecKtt qiopMttpyeMoii rrapannenhttoii MPI cpe,LlbI B qiopMe 

11B!!pryanbHOfO KOHTeiittepa». Ott BKJIJOqaeT a.narrTaUHIO rrporpaMMbl (rrpttKJia,LIHOrO rraKeTa) .[IJIJI pa

OOTbl B poJill rrpllJIO)KeHHJI B COCTaBe «KOHTeiittepa», CO3.[laHtte o6pa3a BllPTYaJibHOH cpe,Llbl llCITOJIHe

HHH, qJOpMttpoBaHHe co6cTBeHHO «KOHTeiittepa» tt rrpouecc BblITOJIHeHllJI ero KaK llCXO.[IJIIUero rpll.LI 

Ja)laHHJI Ha HeITO.[lfOTOBJieHHOM y.naneHHOM rptt.n Y3Jie (T.e 6e3 ero rrpe.nycTaHOBKH). ITpttMeHetttte 
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MeTOJJ,a noK8.3aHo Ha npHMepe naKeTa GAMESS-US, OJJ,Horo H3 HaH6onee BOClpe6oBaHHbIX nom30-

BaTeJIJIMH KBaHTOBO-XHMHqecKHX naKeTOB. 

,lvllI pa6oTbl MHOrHX npHJIO)KeHHH Ha ypOBHe JIOKaJibHOro KJiaCTepa lpe6yeTCJI C03JJ,aHHe 11e• i 
JIOH CHCTeMbl H3 npHJIO)KeHHH, CJIY*6, ceTeH, xpaHHJIHI.l.l JJ,aHHblX H npoqHX KOMnoHeHTOB Bbl'IHCJIH· 

TeJibHOH HHq>paClpYKTYPbI, KOTOpbie qaCTO ITJIOXO COBMeCTHMbl C pe)KHMaMH pa60Tbl pecypcHOfO )'3· 

Jia B uenoM. ,lvllI naKeTOB npHKJiaJJ,HOfO ITO H cepBHCOB HY*Hbl KOMITJieKCHbie cpeJJ.bl c Heo6XO/III· 

Mb!M Ha6opoM npHJIO)KeHHH H nOJIHTHKaMH 6e3onaCHOCTH. KmoqeBblMH Tpe6oBaHHJIMH JIBJJJUOTC! 

CKOpOCTb H npoCTOTa npeJJ,OCTaBJieHHlI TaKHX cpeJJ,, MX Tl.l.laTeJibHaJI H30JIJIUHJI JJ,pyr OT JJ.pyra, KBOTH· 

poBaHHe BbJqHCJIHTeJibHblX pecypcoB Jl,JIJI Ka)KJJ,OH cpeJJ,bl, He3aBHCHMOCTb OT 68.30Bb!X HaClpOeK )'3Jla. 

qaCTO 3TO Heo6XOJJ,HMO JJ,eJiaTb 6e3 npepbIBaHHlI pa60Tbl Y3JIOB H OCTaHOBKH BbJqHCJIHTeJibHOH cpe/lbl, 

oco6eHHO Jl,JIJI «production fanns», He JJ,onycKaIOI.l.lHX Jl,OJifHX OCTaHOBOK H peKOHq>HrypHpOBaHH! 

CHCTeMbl. 

,ll;pyrott npo6JieMOH perneHHJI 3aJJ,aq ( oco6eHHO napaJIJieJibHbIX) B ycJIOBHlIX pacnpeJJ,eJJeHHblX 

BbJqHcJieHHH lIBJIJieTCJI Heo6XOJJ,HMOCTb BHPTYaJIH3aUHH nporpaMMHblX cpeJJ, Jl,J1lI HCXO)],JII.l.lHX 3a)laq, 

HanpHMep, Jl,JIJI npoBeJJ,eHHH napanneJibHb!X Bl,JqHcJieHHH lpe6yeTCJI HaJIHqHe ycTaHOBJieHHOH Ha pe• 

cypCHbIX y3nax CHCTeMbI napaJIJieJJbHOro nporpaMMHpoBaHHJI (MPI, OpenMP H JJ.p.) HJIH npeJJ.yc1a

HOBJieHHbIX cneuHq>HqHblX MaTeMaTHqeCKHX 6H6JIHOTeK. I-fonOJib3yeMble naKeTbl npHKJiaJJ,HblX npo

rpaMM BbJqHCJIHTeJibHOH XHMHH (GAMESS, Gaussian, NAMD, VASP H JJ.p.), KaK H 6oJibIIIHHCTBO 

HH)KeHepHbIX naKeTOB (ANSYS, Abacus, FlowVision II T.n.), OTJJH'!aroTCJI CJJO)KHOCTbIO KOHq>Hrypa

UHH H IlOBbIIIIeHHbIMH lpe6oBaHHlIMH K cpeJJ,e Bb!IlOJJHeHHJI, oco6eHHO Jl,JllI napanJieJibHblX pac'leTOB. 

OHM lpe6yroT o6JI3aTeJJbHOH HaClpOHKH 6oJibUIOfO KOJIH'lecTBa nepeMeHHblX OKpY*eHHJI onepa11H• 

OHHOH CHCTeMbl Jl,O 3anycKa napanneJJbHOfO npHJIO)KeHHJI Ha Ka)KJJ,OM H3 pac11eTHblX Y3JlOB. TaKa! , 

HaClpOHKa o6bl'IHO ocymecTBJIJieTCJI B Jwa ::nana: I 
1. npH pyqHoWnonyaBTOMaTH'leCKOH ycTaHOBKe ITO CHCTeMHblM aJJ,MHHHClpaTOpOM Ha KIDKJIOM 

Y3Jie pecypcHoro cattTa Ha ypoBHe onepaUHOHHOH CHCTeMbl (HanpHMep, npH q>OpMHpOBaHIIH 

caHTOB BHPTYaJibHOH opraHmaUHH); 

2. nplI HaClpOHKe COOTBeTCTBYJOI.l.lHX CKpHITTOB 3anycKa 3aJJ,aHHlI Jl,JllI Ka)KJJ.OfO nOJib30BaTeJIJI, 

cornacHO lpe6oBaHHlIM npHJIO)KeHHlI H CHCTeMbl napanneJibHOfO nporpaMMHpOBaHHJI. 

ITplI 3TOM JJ,a)Ke lpaJJ,HUHOHHbIH nOJJ,XOJJ, co CTaTH'leCKHM JIHHKOBaHHeM 6H6JIHOTeK (He fOBO· 

pH Y*e O JJ,HHaMH'leCKOM) K HCnOJIHJieMOMY MOJJ.YJIIO qacTO He cnoco6eH C03JJ,aTb nOJIHOCTblO pa60TO· 

cnoco6ttoe napanneJILHoe 3aJJ,aHHe Ha npoH3BOJibHOM pecypce cpeJJ.bI rpHJJ. H3-3a OTCYTCTBHJI Ha pe

cypce Heo6XOJJ,HMbIX CHCTeMHblX q>aHJJOB. 

,lvllI perneHHJI JJ,aHHOH npo6JieMbl aBTopaMH 61,m npoBeJJ,eH aHaJIH3 npoueJJ.ypbl HCnOJJHeHH! 

THnHqHoro napanneJibHoro 3aJJ,aHHJI Ha pecypcHOM Y3J1e rpHJJ. (JJ,JIH cpeJJ. gLite II Unicore), no3BOJIHB· 

IIIHH onpeJJ,eJIHTb lpe6oBaHHJI K C03JJ,aBaeMOMY BHPTYaJibHOMY 06pa.3y cpeJJ.bl HCnOJJHeHHJI, a TalOl(e 

npHHUHnHaJibHYJO B03M0)KHOCTb q>OpMHpoBaHHlI JJ,HHaMH'leCKOH cpe.L{bl HCnOJIHeHHlI )],JIJI TeCTHpye

MblX pecypcoB. TaK*e 6bIJI C.L{eJiaH aHaJIH3 CHCTeM napanneJJbHOfO nporpaMMHpOBaHHJI Jl,JllI BbI6opa 

OITTHMaJibHOro BHPTYaJibHOfO o6p8.3a cpe.L{bl HCnOJIHeHHlI napanneJibHOro npHJIO)KeHHJI Ha rpHJJ, pe

cypcax. B Ka'!eCTBe 68.30B0f0 naKeTa Jl,JIJI p8.3pa6oTKH BHPTYaJibHOro o6p8.3a cpe.L{bl HCnOJIHeHIUI na

paJIJieJJbHOro npHJIO)KeHHJI 61,ma Bb16patta cpeJJ.a Mpich-2. ,ll;eTaJibHee 3TOT aHaJIH3 H nocneJJ.yromai 

pa6oTa c 6H6JIHOTeKaMH MPI-2 onHcaHbl B [2, 3]. OTMeTHM, '!TO Ha .L{aHHOM 3Tane pa6oT 6bIJIH BBe• 

,L{eHbl HeKOTOpble orpaHH'leHHJI Jl,JllI HCnOJJb3yeMblX nporpaMMHbIX cpe.L{: 

• HCnOJib30BaHbl annapaTHbie apXHTeKTYPbI x86 H em64t; 

• Ha pacqeTHbIX Y3Jiax rpHJJ. pecypCOB npe.L{nonaraeTCJI HCnOJib30BaHHe onepaUHOHHOH CHCTeMbl 

Linux (KJIOHbI Ha 63.3e RedHat - co6cTBeHHO RedHat, ScientificLinux, Fedora H T.n.), '!TO CBJI3a• 

HO c oco6eHHOCTlIMH p8.3MemeHmI CHCTeMHOro ITO, XOTJI npHHUHnHaJibHbIX orpaHH'!eHHH Ha HC

nOJib30BaHHe JJ.pymx BeTBett Linux .L{HClpH6YTHBOB HeT; 

• no CTaHJJ.apry HaClpOHKH pecypcHblX Y3JIOB rPH,n; Jl,JIJI KOMMYHHKaUHII Me)K.L{y pac'!eTHblMH Y3· 
iraMH ttcnoJib3YeTCJI HHTepqieiic TCP/IP H 6ecnaponbHbIH JJ.ocryn no ssh (BKJIIO'laJI KOnHpoBaHHe 

qiaHJioB), B03MO)I(Ha noMep)I(Ka NFS pecypcoB; 

• HeKOTOpbie BepCHH npHKJiaJJ,HblX naKeTOB C ueJiblO nOBbUIIeHHlI npOH3B0.L{HTeJJbHOCTH Bbl'IHCJie

HHH HMeIOT npHBJI3KY K ceTeBbIM npoJJ.yKTaM KOHKpeTHblX npOH3B0.L{IITeJJeH Ii HC110Jlb3YJOT no-
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CTaBJUieMhie 3THMH npOHJBO.[IHTeJIRMH HHJKOypOBHeBhie .r1paiisepbl. HaMH noKa TaKHe sepCHH, 
HeCMOTPR Ha HX Bh!COKYJO 3q>q>eKTHBHOCTh, HCnOJihJOBaThCR He 6y.r1yr. 

IlocJie aHaJIHJa npol_\e.[lyphl BhinOJIHeHHR rpH,!:1 Ja.[laHHR B pa3Hh!X pacnpe.[leJieHHhlX cpe.r1ax H 
BhI6opa cpe.[lhl napaJIJieJihHh!X Bhl'IHCJieHHH 6bIJia pa3pa60TaHa TeXHOJIOrHR COJ.[laHHR .[IHHaMHqecKH 
cpopMHpyeMhlX o6paJOB HCilOJIHReMhlX cpe.r1, HJIH BHPTYaJihHhlX «KOHTeiiHepoB». bhlJI cqiopMHposaH 
nepeMemaeMhiii nporpaMMHhiii naKeT MPI-2. IloJiyqeHHhlii naKeT .r1anee HcnoJihJOBaJICR B KaqecTBe 
6aJOBOfO npOTOTHna .[IJIR pa3pa6oTKH BHPTYaJihHOfO o6paJa cpe,!:lhl HCnOJIHeHHR KOHKpeTHhlX napan
JieJihHhIX npHJIO)l(eHHH. 

B KaqecTBe TeCTOBoro npHJIO)l(eHHR 6bIJia HCnOJihJOBaHa nporpaMMa BhiqHCJieHHR qHCJia 1t 

('cpi.c') H3 naKeTa Mpich-2, npaBHJihHOCTh pa60Tul KOTOpoii JierKO nposepReTCR B napaJIJieJihHOH 
cpe.r1e C paJJIHqHhlM KOJIHqecTBOM YJJIOB. llcXO.[IHaR TeCTOBaR nporpaMMa 6bIJia .r1opa60TaHa C yqeTOM 
oco6eHHOCTeii 3anycKa npHKJia.[IHhlX npHJIO)l(eHHH Ha rpH,!:1 ywax, 6bIJI noJiyqeH ee HCilOJIHReMhIH 
M0.LIYJih H cKpHnThI JanycKa c HCnOJihJOBaHHeM 6tt6nHoTeK MPI-2. TecTOBhiii MO.LIYJih H nepeMemae
Mhiii naKeT MPI-2 6hIJIH co6paHhl H ynaKOBaHhl s e.[IHHhlH «KOHTeiiHep», .[IJIR JanycKa KOToporo s 
cpe.r1ax rpH.LI (gLite H Unicore) 6hma pa3pa6omHa cepHR HHJKOypOBHeBhlX CKpHnTOB IlOJih30BaTeJih
CKOro HHTepq>eiica. 

DhIJia npHHRTa CJie.[lyi<>IIJaR cxeMa 3anycKa: Ha y.r1aneHHhlH pecypCHhlH Y3eJI CeTH rpH.[1 qepe3 
6poKep pecypcos (HJIH Henocpe.r1cTBeHHO - KaK B Globus) nepe.[laeTCR rnasHhiii cKpttnT H ynaKOBaH
Hhlii «KOHTeiiHep», co.r1ep)l(aIIJHH HCnOJIHReMhie q>aHJihl, Heo6XO.[IHMhie CHCTeMHhle 6H6JIHOTeKH, 
cpaHJihl KOHq>Hrypal_\HH H ,[laHHhIX. ,n:anee rnaBHhlH CKpHnT BhinOJIHReT (ynpomeHHO) CJie.[IYJOIIJYJO 
nocJie.[IOBaTeJihHOCTh waros: c6op HHqJOpMal\HH O TeKyIIJeM yJJie rpH,!:1, pacnaKOBKa «KOHTeiiHepa» B 
,11HpeKTOpHH nces.r1onOJihJOBaTeJIR rpH,!:1 H nepeMemeHHe qiaiiJios B 06me.r1ocrynHyio o6JiaCTh, Ha
CTPOiiKa cpe.LlhI, JanycK cepsepa mpd (c npasaMH mapped-user) Ha cmpTOBOM ywe H npose.r1eHHe ero 
TeCTHpOBaHHR, pacnpe.[leJieHHe He06XO.[IHMhlX qiaiiJioB no CnHCKY CB060.[1HhlX Y3JIOB, JanycK «KOJih-
1.1a» cepsepos mpd, JanycK napanneJihHOro npHJIO)l(eHHR H ero pa6om KaK 06h1qHoro pacnpe.r1eJieH
Horo JMaHHR c nocne.r1yiomeii nepe.r1aqeii peJyJihTaTOB Ha 6poKep pecypcos H noJihJOBaTeJihCKHii 
HHTepq>eiic, y.r1aneHHe scex 6tt6JIHOTeK H speMeHHhIX q>aiiJIOB co scex Y3JIOB. EoJiee .[leTaJihHO nocJie
.11osaTeJihHOCTh pa60Thl «KOHTeiiHepa» onttcaHa 3.[leCh [2,3]. 

TecTOBhlH BapHaHT «KOHTeiiHepa» (Ha npHMepe HeCKOJlhKHX npOCThlX napanJieJihHhIX Ja.[laq) 
61,m OTJia)l(eH Ha pecypcHOM rpH,!:1 l\eHTPe HITX<l> (ero caiiTur HcnoJihJOBaJIHCh B KaqecTBe y.r1aneHHO
m pecypca) MR cpe.r1 gLite, Unicore, Globus . .ll:anhHeiiwee TeCTHposaHHe 6hIJIO npose.r1eHo Ha pe
cypcHhIX ywax ROIG B paMKax BO RGSTEST (YJJihI HlllUI<l> MrY), a TaK*e Ha ywax CKll<l>
IlonnroHa H fptt.r1HHC, qTo nOKaJaJIO npHMeHHMOCTh .[laHHOfO MeTO.[la .[IJIR 60JihIIJHHCTBa pecypCHhlX 
caiiTOB ,[laHHhIX ceTeii. 

B KaqecTBe peaJihHOfO npHKJia.[IHOfO naKeTa c nOBhIIIJeHHhlMH TPe6oBaHHRMH K KOHqJHrypa
l.llflf CHCTeMhI 6hm Bh16paH naKeT GAMESS-US (http://www.msg.ameslab.gov/GAMESS) - o.r1Ha HJ 
nonynRpHhIX nporpaMM .[IJIR TeopeTHqecKoro HCCJie.[IOBaHHR CBOHCTB XHMHqecKHX CHCTeM, OCHOBHOe 
HanpaBJieHHe - pa3BHTHe MeT0.[108 pacqem csepx60JihIIJHX MOJieKyJIRpHhIX CHCTeM. OCHOBHhie npo
rpaMMHhie MO.LIYJIH GAMESS-US noMeP*HBaJOT napanJieJihHhiii pe)l(HM BhiqHcJieHHii KaK Ha MHO
ronpoL1eccopHhIX KOMilhlOTepax, TaK H Ha KJiacTepax pa6oqHX CTaHl\HH UNIX. IlaKeT OTJIHqaeTCR 

, CJIO)l(HOCThlO ycTaHOBKH H KOHq>Hrypal_\HH, a TaK*e TPe6yeT HeCTaH,!:lapTHhIX HaCTPOeK napaJIJieJihHOH 
cpe,!:lhl Bh[qHCJieHHH. 

B naKeTe GAMESS-US paHee 6hma peaJIHJOBaHa MO.[leJih HHTepqieiica c pacnpe.r1eJieHHhIM 
paJMeIIJeHHeM .r1aHHhIX (DDI - Data Distributed Interface), KOTOpaR 6hma omHMHJHposaHa MR MHO
ronpoL1eccopHhIX SMP-apxHTeKryp o6mero BM.Lia, oco6eHHO pa6orn10mttx c naMRThJO B CTHJie 
System V. B HaCTORIIJee speMR npaKTHqecKH see ab initio MeTO.[lhI, BKJIJOqeHHhie B naKeT GAMESS, 
MOryr HCilOJihJOBaTh napaJIJieJihHh!e BhlqHcJieHHR. llHTepq>eiic DDI HCilOJihJyeT s KaqecTBe 6aJOBOH 
coKeTHyio TCP/IP MO.[leJih Me*npoL1eccopHhIX KOMMYHHKal\HH. llcnoJihJosaHHe TaKOro MeTo.r1a pac
napanJieJIHBaHHR .[IJIR pa60Thl Ha JIOKaJihHOM KJiacTepe .[IOCTaTOqHo 3q>q>eKTHBHO H .[IOBOJihHO npOCTO B 
KOHqJHrypal\HH. Ho npH pa6oTe s rpH.LI cpe.r1ax BOJHHKaeT PR.LI npHHl\HilHaJihHhIX npo6JieM: a) Heo6-
XO.[IHMO 3apaHee RBHO YKaJhIBaTh HCnOJihJyeMbie pacqeTHhie Y3Jihl (o6h!qHO HepeaJihHO); 6) Henpa-
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BHJibHO oueHHBaeTCJI 3arpy,KeHHOCTb pacqeTHblX Y3JIOB (yqHTbIBaeTCJI TOJibKO ITepBbJH pacqeTHblU 
Y3en); B) OTCYTCTByeT B03MO,KHOCTb KOHTPOJIJI BbIIlOJIHeHHJI y.n.aneHHOH 3a}],aqH cpe.n.cTBaMH pacrrpe
.n.eneHHOfO middleware; (r) Ha pH.n.e KJiaCTepoB COKeTHaJI MO}],eJib Hepa6oTOCITOC06Ha H3•3a ITOJIIITMK 
6e30ITaCHOCTH KJiaCTepa. 

KomlmrypaUHH ,Ke GAMESS-US c HCITOJib3oBaHHeM 6H6JIHOTeKH MPI aBTOpaMH ITaKera 
pa3pa6oTaHbI TOJibKO }],JIJI pH.n.a MeiimppettMOB (Cray, IBM, SGI). B 06111eM cnyqae KoHqmrypal.lHM c 
MPI He peKoMeH.11.YJOTCJI. · 

~JI pa6oTbI c ITaKeToM GAMESS-US B cpe.n.e rpH.11. Ha pecypcHbIX y3nax MIIX<l> PAH rrep
BOHaqanbHO 6bma ycTaHOBJieHa ITOCJie}],HJIJI HaH6onee umpOKO pacITpOCTPaHeHHaJI BepCHJI Mpich-
1.2. 7 (peanHJaUHJI CTaH}],apTa MPI-1). ,[{ocTOHHCTBOM .n.aHHOH aepcHH JIBJIJleTCJI TO, qTO OHa JIBHO 
BKmoqaeT HHTepq>eiic Globus-2, ocHoBaHHbIH Ha Globus Runtime System, qTO 6hmo 6bI 3q>q>eKTHBHO 
}],JIJI JaITycKa Globus Ja}],aHHH. O.n.HaKo, ITonyqHTb pa6oTOcIToco6flyio KOHq>Hrypaumo GAMESS-US 
}],JIJI MPI-1 He y.n.anocb ITO .11.BYM ITpHqHHaM: 
• JarrycK HCITOJIHJleMoro Ja}],aHHJI GAMESS-US ocy111ecTBJIJ1eTCJ1 cKpHIITOM, aKTHBH3HPYJOII.IHM 

6onee 150 ITepeMeHHb!X OKp~eHHJI. Ha rnaBHOM Y3Jie cpe.n.a C03}],aeTCJI ITpaBHJibHO, HO MexaHH3M 
ITepe.11.aqH ITepeMeHHbIX OKp~eHHJI Ha ITO}],qHHeHHbie Y3Jibl a 6H6JIHOTeKe Mpich-1 CTaH}],apTHO 
OTCYTCTByeT. B ITaKeT Mpich 6bIJI BKJIIOqeH "secure server", o.n.Hoii H3 Ja.n.aq KoToporo JIBJIJIJiacb 
JIHKBH}],aUHJI 3TOro He}],OCTaTKa. Ho H3•3a HeITOJIHOH COBMeCTHMOCTH C KJIOHaMH RedHat 3'fY 
q>yttKUHIO 6e30ITaCHOro cepaepa HCITOJib30BaTb He y.n.aeTCJI. IlpH 3aITycKe 3a}],aHHJI Ha JIOKaJibHOM 
Y3Jie ITaKeT Mpich-1 HCITOJib3YeT KOMaH}],bl o6onoqKH TaKHe, KaK '.' ' eval, exec, KOTOpbie He Ha
CJie}],YJOT cpe.n.y oKp~eHHJI JaITycKa10111ero ITpouecca, ~o ae.n.eT K Kpaxy .n.oqepHHX ITpoueccoB; 

• oco6eHHOCTH peanmaUHH KOMaH}],bl 3aITyCKa ITapanneJibHbIX 3a}],aHHH mpirun ITaKeTa Mpich-1. 
3arrycK 3a}],aHHH Ha rnaBHOM H ITO}],qHHeHHblX Y3Jiax cymecTBeHHO pa3JIHqalOTCJI - CTPOKH KO· 
MaH}],bl y.n.aneHHOrO 3aITycKa (rsh HJIH ssh) Ha ITO}],qHHeHHblX Y3Jiax .11.0ITOJIHJIIOTCJI CJI~e6HbIMII 
ITepeMeHHbIMH. CTaH.11.apTHoe pacITOJIO,KeHue CTPoqHbIX aprYMeHToB Ja.n.aHHJI GAMESS-US Ha
pywaeTCJI, qTo ae.n.eT K Kpaxy JaITycKa. 

Ilocne ycmHOBKH 6u6nuoreK MPI cTaH.n.apm 2.0 (aepCHJI 1.0.3 ITaKeTa Mpich2) 6bma ITpoBe
.n.eHa M0.11.Hq>HKaUHJI KOHq>HrypauuoHHbIX CKPHIITOB ITaKeTa GAMESS-US (compddi, comp, compall, 
lked), a TaK,Ke ITporpaMMHbIX Mo.n.yneii ddi_init.c H ddi_base.h. nbJJI ITOJIHOCTblO ITepeITHCaH coorner
CTBYJOlllHH pa3.n.en B 3aITyCKalOllleM CKpHIITe rungms, KOTOpb!H CHaqana 3aITycKaeT KOJibUO cepBepoB 
mpd, a 3aTeM ~e H caMO 3a}],aHHe. 3aITyCK ITapanneJibHbIX 3a}],aHHH OCYllleCTBJIJleTCJI KOMaH,!IOU 
mpiexec, KOTOpal! He HMeeT YKaJaHHbIX BbJllle He}],OCTaTKOB KOMaH}],bl mpirun (6H6JIHOTeKH MPI-1). 

lfoITOJib30BaHHe MO}],Hq>HUHpoBaHHOH aBTOpaMH 6H6JIHOTeKH MPI IT03BOJIHJIO BITepBbJe rrony
qHTb HCITOJIHJleMoe Ja.n.aHHe .11.JlJI pa60TbI GAMESS-US B ITapannenhHoii cpe.n.e ITO.II. yITpaBJieHtteM 
MPI. obJJia ITpoae.n.eHa KOMITHJIJIUHJI M0.11.Hq>HUHpoaaHHbIX HCX0.11.HbIX KO.II.OB GAMESS-US c Hcnonb-
30BaHHeM 6H6JIHOTeK MPI-2 H ITOJiyqeH 6HHapHblH ITaKeT. 3aTeM 6bJJia C03}],aHa CHCTeMa KOMIT0H0BKM 
Heo6xo.n.HMbIX cucTeMHbIX q>aHJioB, M0.11.Hq>HUHpoaaHHoro GAMESS-US, KOHq>HrypaUHOHHbIX q>aii
JIOB H CKpHIITOB HaCTPOHKH, q>aHJIOB .n.aHHbIX B e}],HHblH «KOHTeiiHep», BblCTyITalOlllHH B pOJilf lfCXO· 
}],Jllllero 3a}],aHHJI pacITpe.n.eneHHOH cpe.n.bl. 3aITyCK KOHTeiiHepa aHanomqeH OITHCaHHOMy BblIIle MR 
ITPOTOTHITa. 

CepHJI ITepBHqHbIX JaITycKOB 6bma ITpoae.11.eHa Ha pecypcHoM caiiTe rpH.11. l1IIX<l> PAH MR 
cpe.n. gLite, Unicore, Globus (3aITycK Ja.n.aq qepe3 rpH.11. HH<ppacTpyKrypy c HCITOJib30BaHHeM .n.aHHoro 
caiiTa KaK y.n.aneHHOro). ,[{anbHeiiwee TeCTHpOBaHHe 6bJJIO ITpOBe}],eHO Ha pecypCHbIX Y3Jiax RDIG B 
paMKax BO RGSTEST (YJJibI Hl1IUI<l> MfY, cpe.n.a gLite), a HaCTOJ1I11ee apeMJI ITpoao.n.HTCJI Tecrtt
poaaHHe C03}],aHHOro «BHPTyaJibHOro KOHTettHepa» Ha pecypCHblX caiiTax CKI1<1>-IlonHrOHa M 
fpu.n.HHC. obJJIH ITpoae.11.eHbI ycITeWHbie 3arrycKH ITaKeTa GAMESS-US c ITpHMeHeHHeM .n.aHHOH TeX· 
HonomH (paccqHTaHbI TeCTOBbie ITpHMepb1 MoneKynHpHbIX CTPYKTyP H3 .11.HCTPH6yrnaa GAMESS, 
HaITpHMep, cepHJI ab initio pacqeTOB ITO OIITHMH3aUHH reoMeTpHH B 15-aTOMHOH CHCTeMe (P3O9H3) Ha 
ypoBHe HF /6-31 G) [2-4]. 

BBH.11.Y Toro, qTo Ha pH.n.e KJiacTepoB 3aITpemeHO HJIH orpaHHqeHO HCITOJlb30BaHHe CKpHIITO· 
Bb[X Jl3bJKOB, 6bJJIH ITpoae.11.eHbl pa60Tbl ITO ITepeB0.11.Y Bcex .n.eiiCTBHH ITO pa3BepTbIBaHHIO H HaCTPOUKe 
IT0}],06Hb!X «KOHTettHepoB» a ITOJIHOCTblO 6HHapHble HCITOJIHJleMble ITporpaMMbl, KOTOpbie .n.eiiCTB)'IOT 
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CXO)KHM o6pll30M, HO He 'Ipe6yK>T JJ.OCT)'na K shell H3h!KaM. TaKHM o6pll30M, snepBble pa3pa6ourna 
TexHoJJornx 3anycKa GAMESS-US s rpllJJ. cpeJJ.e s BHJJ.e eJJ.HHoro 611HapHoro qiairna. Tip11 3TOM sxo
JJ.HIIJaH 3a,na11a nopo)KJJ.aeT eJ].HHH11HhlH npouecc, KOTOpb!H pacnaKOBbJBaeT 6116J1HOTeKH If CHCTeMHbJe 
cpairnhl, npHKJJ8)].HOH naKeT, qiairnhl J].aHHbIX, HaC'IpaHBaeT cpeJJ.y HCilOJJHeHHH, 3anycKaeT napaJJJJeJJb
Hhle npoueccb1 GAMESS-US, co611paeT noJJyqeHHbJe pe3yJJhTaThl, YJJ.aJJHeT «Mycop» 11 oTnpaBJJHeT 
Bh!XOJ].Hh!e J].aHHbJe Ha Il0Jlb30BaTeJJbCKHH HHTepqieiic rpllJJ. cpe)].bl. 

3aKJIIO'ICHHe 

Pa3pa60TaH MeTOJJ. C03J].aHHH BHpT)'aJJhHhlX nepeMemaeMbIX «KOHTeiiHepos», KOTOpbie co
JJ.ep)KaT: «nepCOHaJJbHbJe» KO0HH CHCTeMHbIX qiairnoB 11 6H6JIHOTeK, CKpHilTbl no HaC'IpOHKe onepa
UHOHHOH CHCTeMhl, He06XOJJ.HMhle qiairnOBhle «JJ.epeBbH», co6cTBeHHO npHJJO)KeHHe, qiairnhl J].aHHblX If 
T.n. lknOJJh30BaHHe TaKHX «KOHTeHHepoB» Il03B0JJHeT npoBOJJ.llTb 3anycKH CJIO)KHblX npHKJ13JJ.HbIX 
naKeTOB 6e3 HX npeJJ.yCTaHOBKH Ha Y3Jlhl rpll)]. CeTeH. 

B Ka11ecTBe np11Mepa 11cnoJ1h30BaH KJ1accH11ecKHH KBaHTOBO-XHM1111ecKHH naKeT GAMESS
US, JJ.JJH KOToporo c03JJ.aH pa6omcnoco6Hh!H «BHPT)'aJJhHhlH KOHTeiiHep» JJ.JJH cpeJJ. gLite, Unicore 
(sap11aHT MH Globus Toolkit 4 pa3pa6aTbIBaeTcx). 
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Bee,D.euue 

flpouecc pacnOJHaBaHIUI o6paJOB 3TO OTHeCeHHe HeKOTOpblX J].aHHbIX K onpeJJ.eJieHHOMY 

KJiaccy Ha OCHOBe BbIJ].eJieHml xapaKTepHbIX npHJHaKOB HJ o6mero noTOKa BXO,D.HOH HHCpopMaI_\IIH. 

~JUI peweHHH Ja,D.aqH pacnoJHaBaHHH o6bJqHo onpe,D.eJIHIOT HeKOTOPYJO Mepy 6JIHJOCTH Me)K,ll)' 

o6beKTaMH. KoHKpeTHa» q>OpMyJIHpOBKa J,D.eCb CHJlbHO JaBHCHT OT nocJie,D.YJOIIIHX MeTO,D.OB H :nanoB 

pacnOJHaBaHHH B COOTBeTCTBHH C Bb16paHHOH MeTO,D.OJIOrHeH. 

flo,D. pacnoJHaBaeMhIMH o6beKTaMH nOHHMalOT PaJJIHqHble npe,D.MeTbl, HBJieHHH, npouecChI, 

CHfHaJibl. KIDKJJ.bIH o6beKT onHCbIBaeTCH COBOKynHOCTblO OCHOBHblX xapaKTepHCTHK, JanHCbIBaeMhIX 

KaK BeKTop CBOHCTB x = ( x 1, ••• , x
0
), r,D.e i -» KOOp.D.HHaTa BeKTopa x onpeJJ.en»eT JHaqeHH» i -ro 

CBOHCTBa o6beKTa, H xapaKTepHCTHKOH S , KOTOpa» YKaJbIBaeT Ha npHHa,D.Jle)KHOCTb o6beKTa K 

HeKOTOpOMY KJiaccy (o6paJy). Ha6op JapaHee pacKJiaCCHq>HLIHPOBaHHblX o6beKTOB, y KOTOphIX 

HJBeCTHbl xapaKTepHCTHKH x H S , HCnOJibJyeTCH .D.JIH o6Hap)')KeHHH JaKOHOMepHbIX CBHJeH Me)l(,lly 

JHaqeHHHMH 3THX xapaKTepHCTHK, H HaJbIBaIOTCH o6yqaIOmeH BbI60pKOH [I]. Te o6beKTbl, y KOTOpblX 

xapaKTepHCTHKa S HeHJBeCTHa, o6pa3YJOT KOHTPOJibHYJO BbJ6opKy. Or,D.eJibHbie o6beKThl 

o6yqaIOmeH H KOHTpOJibHOH BbI6opoK HaJbIBaIOTCH peanHJaQHHMH. 

OCHOBHaH Ja,D.aqa pacnoJHaBaHHH o6pa30B - BbI6op npaBHJia (pewaIOmeH q>yHKLIHH) D' B 

COOTBeTCTBHH C KOTOpbIM, no X ' ycTaHaBJIHBaeTCH ero npHHa,D.Jie)KHOCTb K 0,D.HOMY HJ o6pa30B. 

Bb16op pewaIOmeH q>YHKLIHH D npoHJBO,D.HTCH TaK, qTQ6bl CBeCTH paCXO,D.bl pacnoJHaIOmero 

YCTPOHCTBa K MHHHMyMy; 

flpHMepoM Ja,D.aqH pacnOJHaBaHHH o6pa30B TaKOfO THna MO,KeT CJI~Tb Ja,D.a'!a 

KJiaCCHq>HKaQHH Heq>TeHOCHbIX H B0,D.OHOCHblX TTJiaCTOB no KOCBeHHbIM reoq>HJHqecKHM ,D.aHHbIM. no 

3THM xapaKTepHCTHKaM cpaBHHTeJibHO JierKO o6Hap)')KHTb nJiaCTbl, HaCblllleHHbie )KHJJ.KOCThlO. 

3HaqHTeJibHO CJIO)l(Hee onpe,D.eJIHTb HanoJIHeHbl OHH Heq>Tb!O HJIH BO.LI.OH. Tpe6yeTCH HaHTH npaBJmo 

HCnOJibJOBaHHH HHq>OpMal_\HH, CO,D.ep)KameHCH B reoq>HJHqecKHX xapaKTepHCTHKax, JJ.Jlll OTHeceHllll 

KIDK,D.Oro HaCblllleHHOfO )KH,D.KOCTblO nnacTa K 0,D.HOMY HJ .D.Byx KJiaCCOB - B0,D.OHOCHOMY · 11Jlll 

Heq>TeHOCHOMy. ~H peweHHH :}TOH Ja,D.aqH B 06yqa10I11YJO BbI6opKy Heo6xo,D.HMO BKJIIOqllTh 

reoq>HJHqecKHe ,D.aHHbie )')Ke BCKpbITbIX nJiaCTOB. 

y cnex B peweHHH Ja,D.aqH pacnoJHaBaHHll o6pa30B JaBHCHT B JHaqHTeJibHOH Mepe OT, Toro, 

HaCKOJlbKO y,D.aqHo BbI6paHbl npHJHaKH X. flocKOJihKY HCXO,D.HblH Ha6op xapaKTepHCTHK MO,KeT 

cymecTBeHHO npeBbIIIIaTb qHCJIO HHq>OpMaTHBHbIX napaMeTpOB, TO 60JibIIIOe JHaqeHHe y,D.eJilleTCll 

MeTO,D.aM oT6opa napaMeTPOB HCnOJibJyeMbIX B npouecce KJiaCCHq>HKaQHH. 11cnOJibJyeMa» B pa601e 

H,D.eOJIOrHll pacnOJHaBaHHll q>OpMbl rpaqiHqecKHX o6beKTOB BKJIJOqaeT a ce6ll HeCKOJlbKO :nanoa: 

flepBblH 3Tan - npeJJ.BapHTeJibHall o6pa6oTKa HJo6pa)KeHHll. OH COCTOHT HJ JarpY3KII 

HJo6pa)KeHHH B CHCTeMy. ~anee HJ06pa)KeHHe o6pa6aTbIBaeTCll q>HJibTpOM HHJKHX qacTOT )J,Jlll 

YCTPaHeHHH IIIYMOB. 3aaepwa10I11HM :nanoM o6pa60TKH HCXO,D.HOfO HJ06pa)KeHHll llBJilleTCll 

nonyqeHHe ero KOHTYPOB KaK noKaJaHO Ha PHC. I. ~ll qero MO)KHO BOCnOJibJOBaTbCll TaKHMll 

HJBeCTHbIMH MeTo,D.aMH KaK CANNY, SUSAN HJIH ~eJibTa-cerMeHTaLIHll [2]. KIDKJJ.bIH HJ HllX 
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pernaeT IIOCTaBJieHHYIO 3Maqy, HO KaqecTBO rronyqaeMblX KOHTypoB 3aBHCHT OT caMoro BXOAHOfO 

ll306pIDKeHllll ll rrapaMeTµOB MeTOAOB. TaK )Ke Heo6XOAHMO IIOMHllTb, qTo BbJ6op MeTOAa 

orrpeAeJilleTCll TllIIOM IIOCTaBJieHHOH 3Maqu, KOfAa OAllH anropttTM AaeT nyqrnttii pe3yJibTaT, He)KeJill 

qeM Apyroii. 

Puc. 1: l1cXOAHOe ll306pIDKeHtte (cneBa). KoHTypbi ll306pIDKeHllll (crrpaBa) 

Brnpoii ::narr BKJI!Oqae-r IIOCTpoeHtte ll3 AByMepHoro KOHrypa - OAHOMepHOH <pyttKl.lllll. 3ToT 

npouecc Hatt6onee qacTO BblIIOJIHlleTCll Ha OCHOBe MeTOAOB CllfHaTYPHOfO aHaJill3a. To eCTb 

IIOCTµOeHtte KOHTYPHOH <pyttKl.lllll OCHOBaH Ha KpyroBOM ABll)KeHllll HeKOTOporo nyqa Me)l(Ay 

ueHTpOM Tll)KeCTll <pttrypbl ll HeKOTopoii xapaKTepttCTllKOH KOttrypa. B ee KaqecTBe MOfYT BbICrynaTb 

<pyHKl.lllll KaCaTeJibHOro yrna, q>YHKI.lllll ll3rtt6a, MHHa PMttyca AYfll tt T.II. [3]. CttrnarypHall 

cpyHKl.lllll <pttrypbl OIIllChIBaeT ee cpopMy, a ToqHOCTb orrpeAeJilleTCll KaK AllCKpeTHbIMll pa3MepaMll 

ll306pIDKeHllll, TaK ll oco6eHHOCTllMll KOHKpeTHOro CllrHaTYPHOfO MeTOAa. 

HeCMOTµH Ha PllA IIOJIO)KllTeJibHbIX CBOHCTB, OTKpbIBa!Oll.lllX BO3MO)KHOCTb IIOCTµOeHllH 

HAeHTll<pllKal.lllOHHbIX MeTµllK llHBapttaHTHblX K rpyrrrraM a<p<pllHHbIX IIJIOCKOCTHbIX rrpeo6pa3oBaHllH 

[4], OHll llMelOT HeAOCTaTOK, BblpIDKeHHblH B 3aBHCllMOCTll cpopMbl KOttrypHOH <pyttKl.lllll OT 

IIOJIO)KeHllll QeHTµa Tl!)KeCTll o6beKTa. Ero CMell.leHtte ll3-3a rnyMOB ll IIOMex, B03AeHCTBy!Qll.lllX Ha 

KOHTYP, MO)KeT rrpttBOAllTb K HapyrneHIIIO TOqHOCTll npli 1IAeHTll<pttKal.llill. 

IlocTauoBKa JaAaqu u pemeuue 
PacCMOTµllM IIOHllTlie llHq>OpMaQHOHHOH COCTaBJill!Oll.leii HeKOToporo BeKTopa CBOHCTB X' 

npliIIllCbIBaeMoro HeKOTopoMy 061,eKry [5]. ITycTb OHa onpeAeJieHa KaK MHO)KeCTBO npH3HaKOB /' 

COCTOllll.lee ll3 IIOAMHO)KeCTB /(i) C /, i = O,n. l1HAeKC i O3HaqaeT ypoBeHb IIOAMHO)KeCTBa. TaK, 

HanpliMep, 1<0) 6yAeT IIOAMHO)KeCTBOM nepBHqHblX rrpll3HaKOB, J<ll - BTOpHqHblX npH3HaKOB, H T.A. 

TaKHM o6pa30M, BCll liHq>OpMaQHOHHall qaCTb BeKTopa CBOHCTB 6yAeT COCTOllTb ll3 
n 

I= LJ1u>; J<iln/ul = 0; i -:t- j. 

KpoMe rnro, BO3MO)KHa curyaQHll, KOrAa JU> = F(/U-ll, J<i-2) ... ). 

ITpwqeM B peaJibHbIX cnyqallX HeKOTOpbie IIOAMHO)KeCTBa /(i) MOfYT 6hITb rryCTbl HJIH He 

liCIIOJlb3OBaTbCll, a npouecc paCIIO3HaBaHHll MO)KeT 6bITb IIOCTµOeH C HCIIOJlb3OBaHHeM, KaK 

npli3HaKOB OTAeJibHbIX ypoBHeii, TaK H HX KOM6ttHaQIIH. 

BBeAeM cpopMMbHOe OIIHCaHtte ClirHaTypHOH cpyHKl.lllll CJieAY!Oll.lHM o6pa30M. ITycTb 

onpeAeJieHbl :meMeHTbl MHO)KeCTB J<0l w J<ll Mll HeKOTOporo o6beKTa. Ha3oBeM <pyHKl.lHOHaJIOM 

npeo6pa3oBaHHll Clirttarypbl KOHTYPa r = V3 ( V 2 ( V1 (/(O)' J<ll) )) CJieAY!Oll.lYIO IIOCJieAOBaTeJibHOCTb 

<pyHKQHH V' npHMeHlleMblX K J<0
l H /{I) Ha MHO)KeCTBe G(O) = [ 0,360°]: 

1. J<O') = vi (/<0l, [<1>)' rAe vi - <pyHKl.llill rrpeo6pa30BaHHll AeKapTOBbIX KOOpAHHaT B 

IIOJillpHbJe B BliAe (R,rp)={((x-x,)2+(y-yj)½,arctg~}. TO eCTb rronyqeHHH Ha6opa J<0
l B 

y 
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2. ]CO") = V2(/(0'))' r,[le V2 - q>yHKL(IUI copmpoBKH MH0)KeCTBa ]CO') no yrny (f) B nopll,11Ke 

ero B03pacTaHHJI. ,[(anee npe,L1nonaraercJ1, 11To ecJIH BCTJ)eqaIOTCJI ,LIBe H 6onee roqeK c 0,LIHHaK0BhIM 

yrnoM, TO BhI6HpaeTCJI TQqKa C MaKCHMaJihHhIM 3HaqeHHeM BeKTopa R . 
3. r = V3 (/(O"))' r,[le V3 - q>yHKL(HJI HHTepn0JIJIL(HH T0qeK o6beKTa no Bceif 0Kp~H0CTH C 

38,11.aHHhlM q>HKCHpOBaHHhIM waroM, onpe,LleJieHHhIM KaK Acp = 0.5, I, 2 ... yrnoBhIX rp8,11.yca, qTQ ,LlaeT 

720, 360 H 180 ... roqeK pa3BepTKH HCCJie,LlyeMoro K0HTYPa, B 3aBHCHM0CTH OT TJ)e6yeMOH T0qHQCTil 

npe,L1CTaBJieHHJ1 o6beKTa. 

3aA1e11anue ]. QqeBH,[IHO, qTo npeo6pa30BaHHJI V1 H V2 6y,LlyT 0,LIH03HaqHhIMH T0JihK0 ,!IJIJI 

BhmyKJihIX K0HTYP0B rpaq>HqecKHX o6beKTOB. O.[IHaKO Heo6XO,[IHMO 3aMeTHTh, ~o 3TH 

npeo6pa30BaHHJI ocyll(eCTBJIJIJOTCJI 0TH0CHTeJihH0 ueHTJ)a TJl)KeCTH o6beKTa. To eCTh n0HJITJle 

Bhlll)'KJI0CTH 3,[leCh onpe,LleJIJleTCJI qepe3 ql{CJI0 JIHHHH K0Hrypa o6beKTa, K0T0phie 6y.[leT nepeceKaTL 

nyq, H,Llyll(HH OT ero ueHTJ)a TJl)KeCTH. ,lJ;nJI BhinYKJI0ro B 3TOM CMhJCJie o6beKTa 3T0 ql{CJI0 Bcer,11a 

,[IQJI)KHQ 6bJTh paBH0 I . B npoTHBH0M cnyqae B03HHKaJOT He0,[IH03HaqHQCTH B BhJn0JIHeHim 

npeo6pa3oBaHHH v1 H v2 , pa3pewaeMh1e no 3 nyHKry onpe,L1eJieHHJ1. 

IlpHMephI pa3BepT0K K0HTYPHhIX q>YHKUHH npHBe,[leHhI Ha PHc. 2. 

06□~ 

-

. '''i•'•'"'·','1'··::;;. .. c..:,:u.i ~,,;, £ i}f;~J'' 

... ···_--,.:--.···-,---.···;;;;,; 

PHC. 2: IlpHMephl q>Hryp H HX K0ffTYPHhIX q>yHKL(HH 

HecMOTJ)JI Ha TOT q>aKT, qTo noJiyqaeMaJI CHrHaTYPHaJI q>yHKUHJI 0,[IH03HaqHo onHChJBaeT 

K0HTYP, TeM He MeHee, cyll(eCTByJOT q>OpMhl, npH peanmaUHH K0T0phIX CHrHarypHaJI q>yttKUHJI HMeer 

He0,LIH03HaqHQCTh onHCaHHJI, Hi qTo ell(e 6onee HHTepecH0, K0r,[la ueHTJ) TJl)KeCTH BhIX0,[IHT 3a 

npe,LleJihl q>Hryphi. IlpHMephl TaKH q>Hryp noKaJaHhl Ha'Piic. 3. 

00© 
PHc. 3: IlpHMepu HeBhinyKJihIX q>Hryp 

Ha 3T0M mo6pa)KeHHH ,[IJIJI Ka)K,[IOH q>Hryphl B HeKOTOpOH o6nacm 0,LIH0MY noJI0)KeHHIO 

p8,11.Hyc-BeKTopa C00TBeTCTBYeT HeCK0JihK0 3HaqeHHH KOffTYPHOH q>yHKUHH B n0JIJIPHhIX 

K00p,LIHHaTax. TaKHe q>Hryphl B03HHKaIOT, HanpHMep, B ,Lleq>eKTOrpaq>HH npH ,[IHarH0CTHKe ,[leTaJieii 

Ha HaJIHqHe BHYTJ)eHHHX TJ)ell(HH. 

,lJ;nJI mo6pa)KeHHhIX q>Hryp Ha Tue. 3 npHMeHeHHe q>yttKUHOHaJia npeo6pa3oBaHHJI 

CHrHaTYPhI K0ffTYPa npHB0,[IHT K noTepe 3HaqHTeJihHOH qacm HHq>OpMal(HH (BHYTJ)eHHett) 0 q>opMe 

06beKTa. OTMeTHM, qTo 3TH qmryphl npaKTHqecKH • Hepa3JIIfqlfMhl npH HCn0Jih30BaHHH MeT0,[10B 

reoMeTJ)HqeCKOH K0ppeJIJIL(HH ,[IJIJI HX H,[leHTHqmKal(HH. 

,lJ;nJI peweHHJI 38,11.aqH 06 pacn03HaBaHHH q>OpMhl 06beKTa Heo6XO,LIHMO MO,LIHqJHUHpOBaTh 

o6JiaCTh onpe,LleJieHHJI K0ffTYPHhIX q>yHKUHH r - MH0)KeCTB0 G(O) (5] CJie,[lyJOIL(HM o6pa30M. 

IlycTh HMeeTCJI K0HTYP HeKoropoif q>HryphI, mo6pa)KeHHhIH HanpHMep, Ha PHc. 4a. KoffTYPHall 

q>yttKL(HJI OT p8,11.Hyc-BeKTOpa, npoBe,[leHH0ro m ueHTJ)a TJl)KeCTH ,[IJIJI Hero npHBe,[leHa Ha PHC. 4b. 
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Pwc. 4: Koirryp cp11rypb1 11 ero KOJITYPHaJI cpyttKUHH 

,[(BHfaJICb 113 TOqKJ,f Bo BAOJlb KOHrypa no Ayre Li npomB qacoBOH CTPeJJKH nonaAaeM B 

TOqKy Bl' B KOTOpoii noHBJlHeTCH BTOpoii PMHYC-BeKTop, o6o3HaqeHHblH KaK lli1. IlpH AaJJbHeiirneM 

npOABIDKeHHH PMHyc-BeKTop HMeeT y,ice TPH 3HaqeHHH, no OAHOMY Ha Ka.)K)lYJO BeTBb Koirrypa 

{p1Ic. 4a II 4b). OAHaKo y,ice B ToqKe B2 Bee BeTBII CXOAHTCH B OAHY, KOTOpaJI HAeT AO TOqKH B0 • 

TaKIIM o6pa30M, B TaKOH KOHrypHOH cpyttKUHH cymecTByeT OAIIH HHTepsan, rAe OHa 3MaeTCH 

OAH03HaqHo, ABe TOqKII, rAe OHa onpeAeJJeHa ABa.)K)lbl H OTPe30K, rAe OHa onpeAeJJeHa TPIDKAbl. 

,[(JJH cpopManmaum1 npeACTaBJJemrn nonyqeHHOH KOJITYPHOH cpyttKUHH BBeAeM HeKOTOpbie 

H0Bbie noHHTIIH II nepeonpeAeJJHM o6JJaCTb onpeAeJJeHHH KOJITYPHOH cpyHKUHH r . - MHO)KeCTBO ToqeK 

a<0
l Ha OTPe3Ke [ 0, 360°] B cneAyiomeM BHAe, 

OnpeiJeJ1e11ue I. HaJoBeM pacmupe1111b1M MH0J/CecmeoM mo'leK G Ext c 0<0
> B nonHpHoii 

CIICTeMe KOOPAIIHaT Ii o6pa30BaHHOe K0HmypHblMU u11mep6aJ1aMU gi npH YCJJOBHHX: 

N 

1. g; = [ r';,-.·; ], -.·;::;; -.·;, -.·;, -.·; E [ 0,360°], TaK ~o G = LJ{g;,L;}, 
i=I . . . 

2. 1" I = 1" 2 = "' = 1" N 111"1=1"2= ... =t"N, 

rAe i = 1, N, a N - q11cno BeTBeii KoHrypHoii cpyHKUHH, B KOTOpbIX cymecTByeT HeOAH03HaqHoCTb ee 

onpeAeJJeHHH. BTOpaJI qaCTb ycJJOBIIH 1 03HaqaeT, qTo IIHTepBaJJbl o6'beKTHBHO CBH3aHbl C 

CO0TBeTCTBYJOIUIIMII HM BeTBHMH. B ycJJOBHH 2 UH!ppbl HIDKHHX HHAeKCOB nOKa3blBaIOT HOMep 

serneii L;. 

BBeAeHHOe MHO)KeCTBa G Ext TOqHo OT06pa)KaeT cymecTBYJO)Uee noJJO)KeHHe, OAHaKO 

HeOAH03HaqHOCTb KOJITYPHOH cpyHKUIIII Ha HeKOTOpblX HHTepsanax He n03BOJ1HeT np11MeHHTb 

MeTPIIKH, OCHOBaHHbie Ha reoM~IIqecKOH KOppeJJHUHH, HCnOJlb3YH. KOTOpbie MO)KHO cpaBHHBaTb 

cpopMy TaKIIX o6'beKTOB [4]. ,[(JJH nplIMeHeHHH 3THX M~IIK Heo6XOAIIMO MOAH!pHUHpOBaTb GExt 
CJJeAYJOIUHM o6pa30M. 

OnpeiJeJ1e11ue 2. HaJoseM pacmupe1111blM MH0J/CecmeoM mo'leK GExt c c<0
l B nonHpHoii 

CIICTeMe KOOpAHHaT H o6pa3oBaHHOe MHO)KeCTBOM Ko11myp11b1X u11mep6aJI06 
N 

g; =[r';,-.";], -.·; ::;;-.·;, -.·;,-.·; e[360·i,360(i+l)],mKqTo G=LJ{g;,L;}, i=O,(N-1). 
i=I 

Tenepb HeOAH03HaqHOCTb B onpeAeJJeHIIH KOHTYPHOH cpyHKUIIII YCTPaHeHa, HO MHO)KeCTBO 

GExi 3MaHo Ha IIHTepsane [ 0,360° • N], KaK noKaJaHo Ha P11c. 5. 
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Puc. 5: IlpnMephI pacumpeHHoro MHO)KecTBa TotJeK GEx, 

PaccMOTpHM renepb, KaK MO)KHO MOAmpm.u1poBaTh OAH)' H3 MeTpHK reOMeTpH'IeCKOH 

Koppe.IDIUHH, onpeAeJieHHhlX B [6]. B KatJeCTBe OCHOBhl B03hMeM ABe ee pa3HOB~HOCTH Ha3hIBaeMbie 

MeTpHKaMH pacno3HaeaHwi Ha ocHoee uoeHmupw<alJUU no 'lacmu 1<0Hmypa Ml (WIK]) H M2 (111IK1 ). 
OnpeoeJ1eHUe 3. IlyCTh 3TaJIOHHWI x(tp;) H ~eHTHq>Hl.-lHpyeMWI - y(tp) KOffTYPHhie 

q>YffKQHH onpeAeJieHhl H HenpephIBHhl Ha OTpe3Kax gi B nom1pHOH CHCTeMe KOOpAHHaT. 3annweM 

1/;,:y(tp, ,) KaK 1/acmU'IH)llO qJYHT<lJUIO pa3Hocmu 3HatJeHHH X H y C YtJeTOM HOMepa gi 

1/;xy(tp, ,) = x(tp;)- y(tp; -r;), IP;,•; e g; i = 0, (N -1). (1) 

B :noif q>OpMyJie pa3HOCTh 3HatJeHHH AByx q>YffKUHH Bhl'IHCJl.lleTC.ll TOJlhKO Ha MHO)KeCTBe KOffTYPHhIX 

HHTepBMOB gi C G ExJ , He3aBHCHMO OT HX BeJIH'IHHhl. 

OnpeoeJleHUe 4. lfacmU'IHYIO qJYHT<lJUIO omT<JI0HeHWl ox/,) MH x OT y Bhl'IHCJIHM e 

AHCKpeTHhIX TO'IKax Ha HHTepBanax gi C G ExJ KaK: 

1 N-1( l ) 0xy(,) =NI ;; I l11;xy('P, ,)I , '; e gi ; = o,(N -1), 
1=0 l <f'1Eg1 

(2) 

rAe m; - 'IHCJIO TO'leK HHTepBana gi . 

OnpeoeJ1eHue 5. lfacmU'IH)llO qJJ!HT<lJUIO cpeoHezo omT<J10HeHwi a xy (,) AAA x OT y JanHllieM 

KaK: 

1 N-

11( 1 ) axy(,)= N~ m;~;IT/;xy(tp,,)I -17;xy(tp,,)I, •;Eg; i=0,(N-1). (3) 

TeopeTH'leCKH KOJIH'leCTBO tJaCTeH gi C G H HX pa3Mep MO)KeT 6hITh npoH3B0JlhHhIM. 

OAHaKO Heo6XOAHMO 3aMeTHTh, 'ITO BHellIHHe tJaCTH KOmypa 061,eKTa H 3TaJIOHa MOryT IlOJIHOCThlO 

COBilaAaTh. B 3TOM CJiyqae ecJIH HCKJIJO'laTb H3 qiopMyJI (1-3) ~eHTH'IHbie qiparMeHThI, TO npouecc 

Bhl'IHCJieHH.ll q>YffKUHH cymecTBeHHO ynpoll.(aeTCH. 

OnpeoeJleHUe 6. ,Z:{rrn MeTpHK THna PEI =minoxy(,) H PE2 =minaxy(,) q>YffKl.(HH 
T T 

pacno3Ha6aHWl Ha ocHoee pacumpeHHblX T<0HmypHblX qJJ!HKlJUU Ml (PKl) n M2 (PK2) Ha 6aJe 

MeTOAOB reoMeTPH'IeCKOH KoppeJIHl.(HH 3ailHllieM KaK: 

{ 
1, (PEI <&El) 

A,EI = ' 
0, (PEI;;:::: &E1) 

(4) 

{ 

1,(PE2 <&E2) 
A,E2 = ' 

0, (PE2;;:::: 8£2) 
(5) 
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r;:i;e, & EI tt & Ei ecn, KJiaccttq>IOOU.(lloHHb1e ;:i;onycKll, a PEI ('r) H PEi ( 1:) Bb111llCIDIIOTCR ua acex mrrepB3Jlax 

g;, . i = 1, N . PaaeHcrna AE1 = 1 tt AE2 = 1 6y.l(er oouairan, ycneumy10 ll));eHIHq>IOOU.(lllO ofu.eKTa. 
3aMet/a11ue 2. Ilptt He06XO,!(llMOCTH pacn03HaBaTb XllpaJibHbie o6'beKTbI, TO eCTb o6'beKTbl 

3epKaJibHO pa3aepHyTb1e Ha l1JIOCKOCTll, Heo6XO,!(llMO .l(OnOJIHllTb qJOPMYJibl (4) ll (5) qacTRMll C 

3epKaJibHOH q>yttKUlleH KaK :ITO C,!(eJiaHO B [6]. A npouecc pacn03HaBaHHR CTpOllTb B 3aBllCllMOCTll OT 
He06XO,!(llMOCTll OTHOCllTb 3TH o6'beKTbl B 0,!(llH llJill pa3Hble KJiaCCbl. 

Pe3yJibTaTbl H BblBO.!J;bl 

Ilptt o6pa6oTKe 6oJibllIOfO nOTOKa mo6pIDKeHHH BOnpOCbl 6bICTpO,!(ettCTBHR CHCTeMbl 
HaqllHaJOT BbIXO,!(llTb Ha nepaoe MeCTO. 3.l(eCb pelllaIOlllyIO pOJib HaqttHaeT ttrpaTb apXHTeicrypa 
n0CTPOeHllR BbJqllCJillTeJibHOfO KOMnJieKca. TaK, HanpttMep, ,!(JIR o6pa60TKll Bll));eO llHq>OpMaUllll npll 
ynpaBJieHllll KpbIJiaTOH paKeTOH npOll3B0,!(llTeJibHOCTb KOMl1JleKca onpe,!(eJIReTCR pa3peUiaIOmew 
cnoco6HOCTbIO KaMepbI Ha6JIIO,!(eHllR. ,[{rrR He60JibllIHX pa3peUieHllH, HanpttMep 640x380 npouecc 
o6pa60TKH ll pacno3HaBaHHR MO)KeT npoxo.l(llTb Ha O.l(HOM npoueccope [7]. Ho 6oJibllllle 
mo6pIDKeHllR npH opraHmaUllll npouecca a peaJihHOM BpeMeHll Tpe6yIOT Y*e nOCTpOeHHR 

MYJibTllnpoueccopHOH CllCTeMbl. Tenepb CKOpOCTb o6pa60TKll onpe.l(eJIReTCR Y*e ABYMR 
napaM~aMtt. Bo-nepBbIX, apxttTeicrypow nporpaMMHoro o6ecneqeHHR, ll BO-BTOpbIX, apxllTeicrypow 
BblqllCJillTeJibHOH CllCTeMbl. 

MeTO.l(OJIOfHR npouecca H,!(eHTllq>llKaUllll onttpaercR Ha npttHUllff nocJie,!(OBaTeJibHOfO 
83BelllttBaHHR [5], KOf,!(a o6'beKTbl nocne,!(OBaTeJibHO npoBepRIOTCR Ha npllHa.l(Jle)KHOCTb K :rraJIOHY 

'pa3JillqHbIMll MeTO.l(aMll. IlpttqeM ·Hatt6onee Tpy.l(OeMKlle MeTO,!(bl llCnOJib3yIOTCR Ha nocJie,!(HllX 

3Tanax. O6pa6oTKa rpaq>ttKll llJill Bll));eonoTOKa opraHtt30BaHa no npttHUttny KOHBettepa [8]. 
IlocKOJibKY Bee llCnOJib3yeMbie MeTO.l(bl Tpe6yIOT TOJlbKO 0,!(llH npOXO,!( no mo6pIDKeHllIO, TO 

.·He60JibllIOH qiparMeHT mo6pIDKeHHR, o6pa60TaHHbIH Ha npe.l(bmyllleH onepallllll, nOCTYfiaeT Ha 
CJie.l(yIOlllyIO ll T .!(, 

HecMOTpR Ha KIDKYlllyIOCR TpYAOeMKOCTb H,!(eHTllqlllKallllll npe,!(JIO)KeHHbIM MeTO,!(OM, OHa 
o6Jill.l(aeT ABYMR HeCOMHeHHbIMll npettMyllleCTBaMll. Bo-nepBbIX, no3BOJIReT npOBO,!(llTb 
lf,!(eHTllqlllKaUHIO KOHTYPOB c nOCTORHHOH CKOpOCTbIO, HeJaBllCHMOH OT CJIO)KHOCTH o6'beKTa. Bo
BTOpbIX, o6ecneqnaaer 311.l(aHHyIO TOqHOCTb H.l(eHTllq>llKauttll, KOTOpaR MO)KeT perynttpoaaTbCR 3a 

. cqer KOJillqecTBa TOqeK MHO)KeCTBa G Ext ll BeJillqllHbl KJiaCCUqlllKallllOHHOfO ,!(onycKa. 

TaKllM o6pa30M, B03MO)KHOCTb opraHU3aUllll pa60TbI npouecca B napaJIJieJibHOM pe)KHMe, 
HeBbICOKaR BbJqllCJlllTeJibHaR CJIO)KHOCTh ll o6ecneqeHtte 311,!(aHHOH TOqHOCTll H,!(eHTllqlllKallllll ,!(eJiaeT 
npe,!(JIO)KeHHblH MeTO,!( aK'fYaJibHblM " nepcneKTllBHbIM B pR.l(e o6nacTett, Tpe6yIOlllHX pacn03HaBaHlle 
rpaqittqecKllX o6'beKTOB a peaJibHOM MaCUITa6e BpeMeHU. 
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06 O,ll;HOM AJirOPHTME BhJqlf CJIEHH.H 
IIPOH3B0,ll;HhlX BhIClIIHX IIOP.H,ll;KOB, OCHOBAHHOM 

HA METO,ll;E HYMEPOBA 

11. M. rocTea1, T. ,n. Pa,n;qeHKo2 

1 
Jla6opamopuR wujJOpMal{UOHHblX meXHOJl02UU, 

O6beou11e1111b1u u11cmumym RoepHblX uccJ1eooea11uu, 141980, J(y611a, PoccUR 
2 • ,£ ~ ·-" ~ 1V10CK0BCKUU 2ocyuapcmeeHHblU UHCmumym 3JleKmp0HUKU U MameMamUKU, 

109028, PoccUR, MocKBa, E. TpexceRmumeJlbCKUU nep., o. 3 

Bsei.euue 

HeCMOTp.!1 Ha ycITeXH B o6JiaCTH ITpHKJia,QHOH MaTeMaTHKH Ii Bbl11HCJIHTeJll,HOH TeXHHKH, 

C03AaHHe CHCTeM paCIT03HaBaHH.!I rpaqm11ecKHX o6p830B AO CHX ITOp OCTaeTC.!I CJIO)KHOH 

TeopeTH11eCKOH Ii TeXHH11eCKOH 3a,Qa11eif. CymecrnyeT MHO)KeCTBO ITptteMOB peweHH.!1 3TOH 3aAa11H, 

OAHHM H3 KOTOpblX .!IBJI.!leTC.!I HAeHTH!pHKaQH.!I He3aMKHYTbIX KpHBblX [I]. 3ry MeTOAOJiormo YA06Ho 

HCITOJib30BaTb, KOrAa Heo6xoAHMO HAeHTH!pHllHPOBaTb, HarrpttMep, ITOTOKH rpacptt11eCKHX A8HHb[X B 

B~e TPeKOB 3JieMeHTapHblX 11aCTHll, CHHMaeMblX C ycKopttTeJI.!I B peaJibHOM MaCWTa6e speMeHH, HJIH 

OITpeAeJIHTb o6'beKT ITO KOttrypy, 38,QaHHOMY cpparMeHTaMH HeKOTOpb!X KpHBbIX, a TaK)Ke M.!1 peweHH.!I 

MHO)KeCTBa Apyrttx ITPHKJia,QHblX 3aAa11 Bbl11HCJIHTeJibHOH MaTeMaTHKH. 

TioA HAeHTH!pHKaQtteif HeKOTOpOH IlJIOCKOH He3aMKHYTOH KpHBOH 6yAeM ITOHHMaTb ITpo11ecc 

cpaBHeHH.!1 AByx rpyITIT ITptt3HaKOB, Bb[AeJieHHbIX H3 cpyHKQHH f (t) Ii h(t) Ha OCHOBe p83pa60TaHHOH 

MeTpHKH [2]. CHa11ana ycTaHOBHM CHCTeMy ITapaMeTpOB, ITO KOTOpOH MeTPttKa AOJI)l(Ha Bbl11HCJI.!ITbC.!I. 

OITpeAeJIHM Ha6op He06XOAHMbIX HH!pOpMaTHBHblX ITpH3HaKOB M.!1 ITpo11ecca 

HAeHTH!pHK8QHH, TO eCTb TaKHX CBOHCTB o6p83a, ITO KOTOpblM ero MO)KHO BbIAeJIHTb H3 OKp~ruomeii 

rpyITITbl o6'heKTOB. 3AeCb He06XOAHMO OCTaHOBHTbC.!I Ha TaKOM BOITpoce, a 11TO )Ke ITpeACTaBJI.!IIOT . 

co6oif TaKHe HHcpopMaTHBHbie ITpH3HaKH M.!1 IIJIOCKOH He3aMKHyTOH KpHBOH? ,[(JI» HX OITpeAeJieHH.!1 

6y.o,eM OTTaJIKHBaTbC.!I OT KOHTpOJibHbIX T011eK, HHBapttaHTHbIX K CABttry, MacwTa6ttpoBaHHIO, 

ITOBopory Ii 3epKaJibHOMY OTo6p8)KeHHIO, COCTaBJI.!IIOll(HX OCHOBY MaTeMaTH11eCKOro OITHCaHH.!1 

KpHBOH. 

PacCMOTpHM cnyqaif HAeHTH!pHKaQHH cpyHKQHH 38,QaHHblX Ta6JIH11HO. Bo3bMeM 0Tpe30K 

[a,b], Ha KOTOpOM OITpeAeJieHbl 3Ha11eHH.!I cpyHKQHH f(t) C ITOCTO.!IHHblM waroM h. B Ka11ecrne 

HH!pOpMaTHBHOro ITpH3HaKa BbI6epeM «oco6b1e T011KH», B AaHHOM cnyqae 3TO HYJIH ITpOH3B0AHbIX. 

,[(JI» ITOCTPOeHH.!1 MaTeMaTtt11eCKOfO OITHCaHH.!I MHO)KeCTBa 3THX T011eK Ha 0Tpe3Ke HCITOJib30BaHa 

MeTOAOJIOrtt» k- jet [I]. 
HaITOMHHM, 11TO k- jet oT k-p83 HeITpephIBHO AttcpcpepeH11ttpyeMoif Ha [a,b] cpyHKQHH f(x) 

ITpeAcTaBJI»eT co6oii p»A Teiinopa, B KOTopoM ITpoBeAeHa 3aMeHa ITepeMeHHOH c (x- x0 ) Ha z E [a,b] 

fk)( ) 
(J~f)(z)=f(Xo)+f(Xo)z+ ... + k!Xo zk. 

BBeAeM CJieAYJOll(He ITOH.!ITH.!1. 

OnpeoeJ1e11ue 1. TiycTb f(t) AOCTaT011HO ma.QKa» cpyHKQH.!I Ha OTpe3Ke [a,b]. HaJoBeM k- jet 

HYJI.!IMH j-Toro ITOP.!IAKa (I:,; j:,; k) cpyHKQHH f T011KH t?> ,111> , ... ,t~j)' B KOTOpb!X ee j -TM 
J 

ITpOH3BOAHaH o6pamaeTcH B HYJih: jU\t;1>) = 0, r = l, ... ,n1. 

OnpeoelleHUe 2. TiyCTb f (t) AOCTaT011HO rJia,QKa.!I cpyHKQH.!I Ha 0Tpe3Ke [ a,b]. MHO)KeCTBO T011eK 

Gr{a=to<t1< ... <tn=b}, B KOTOpblX KaKa.!1-Jltt6o H3 ITpOH3B0AHblX o6pamaeTC.!I B HOJib: /(t)=0, 
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/'(t) = 0 , ... , lk>(t) = 0, 6yt1,eM Ha3bIBaTb MHO)KeCTBOM Hyneii k- jet cjJyHKUHH f(t). 

HanpwMep, Mll cjJyHKUUU 11eTBeprnro nop»AKa y(x) = 5x4 -100x2 + 2x -1 Ha 0Tpe3Ke [-5, 5] 
3TO MHO)KeCTBO 6yt1,eT COCTOlITb H3 DlITH T011eK (Tpex 3KCTpeMaIJbHbIX H AByx T011eK nepern6a), KaK 

noKaJaHo Ha Puc. I. 

Puc. I: Hynu k-jet cjJyHKUUU y(x) 

Onpeoe11e11ue 3. Ecnu y k - pa3 HenpepbIBHO t1,ucjJcjJepeHuwpyeMb1x Ha OTpe3Ke [ a, b] BeruecTBeHHbix 

<pyHKUUH j U h COBTTMaJOT BCe k - jet Hynu BCex noplltl,KOB AO k - Toro nopllt1,Ka BKIII011HTeIJbHO u, 

KpOMe Toro, 3Ha11eHUll <pyHKUUH f u h C0BilatJ,aIOT BO Bcex k - jet HYIIlIX, T0rtJ,a Mb[ 6yt1,eM 

fOBOpUTb, 11TO <pyHKUUU f u h lIBIIlIIOTCll cna6o k - jet UtJ,eHTU11HblMH Ha OTpe3Ke [ a, b] . 
TeopeMa. ITycTb <pyHKUu»/(t) k-pa3 HenpepbIBHO AU<pcjJepeHuupyeMa Ha [a,b], G - MHO)KeCTBo Hyneii 

k - jet f (t). TortJ,a MH0)KeCTB0 { (t; ,f (t;)),t; E G} npet1,CTaBIIlleT co6oii BCe HHcjJopMaTUBHbie 

npU3HaKU, Heo6xotJ,UMbie u tJ,0CTaT011Hbie Mll onpet1,eIJeHUll KIJacca cna6oii k - jet HtJ,eHTU11H0CTH 

KpUBOH. 

IlocTanoBKa J~a•rn u MCTOJ( pemeuun 

OcHOBHall uenb HaCTOlIIUeH pa60Tbl 3aKIJI011aeTCll B nocTp0eHUU MH0)KeCTBa k - jet Hyneii 

tJ.Illl IJI06oii Ta6IIU11HO 3atJ,aHHOH <pyHKUUU C BbICOKOH T011H0CTbIO, a TaJOKe B 3cjlcjleKTUBHOH 

peanUJauuu COOTBeTCTBYIOIUeH aBTOMaTU11eCKOH npouet1,ypbl. ,lvlll Toro, 11T06bI nonyqUTb BbICOKYJO 

TO'iHOCTb Bbl'IUCIJeHUH, 6bIIIU UCCIIetJ,OBaHbl pa3IIU11Hble MeTOtl,bl 11UCIIeHH0ro AU<pcjJepeHuupoBaHHll. 

,[vill TT0BbIIlleHUll 3cjJcjJeKTUBHOCTU aBTOMaTU3UpOBaHHbIX Bbl'IUCIIeHUH UCTTOIIb30BaIJUCb 

pacnpet1,eIJeHHbie Bbl'IUCIIeHUll. 

ITocTpoeHue MHO)KecTBa Hyneii k - jet M» nnocKoii He3aMKHYTOH KpnBoii TPe6yeT 

Bbl11UCIIeHUll C BbICOKOH T011H0CTbIO npoU3B0tl,HbIX nepBoro U BT0poro noplltl,KOB Ha BCeM HHTepBane, 

Ha KOTOp0M paccMaTpUBaeTCll cjJyHKUUll. MeTOA KOMnaKTHbIX annpoKCUMauuii (MeTOA HYMepoBa) 

Il03B0IIlleT CtJ,eIJaTb 3TO Hau6onee OTTTUMaIJbH0 [3]. 3t1,eCb UMeeTCll BBHAY AOCTH)KeHHe BbICOKOro 

nop»AKa annpOKCHMaUUH npOU3B0tl,HbIX Ha TpeXT01Ie1IHOM (KOMnaKTHOM) ma6noHe. 

ITycTb Ha oTpe3Ke [ a, b] MUHOH L onpet1,eneHa nepuot1,u11ecKa» A0CTaT011HO rnat1,Kall 

<pyHKUUll u(x) TaKall, 11TO Mll IJI06oro X Bbln0IIHlleTCll u(x+ L) = u(x). Bb16epeM CIICAyIOIUyIO 

ceTKy w = { x 1 = jh, j = 0, 1, ... , N} , rt1.e N - 11ucno UHTepBaII0B ceTKH u h = LI N - nocTOlIHHbIH rnar 

ceTKU. 8 K~OH T011Ke CeTKU 3Ha11eHue cjJyHKUUU u(x) onpet1,eIJeHo U paBH0 u(x,) = II, r,le 
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i=O,J, ... ,n. HaH.!(eM CBll3h Me)K):\y 3HaqemrnMH B Tpex COCC,[\HHX Y3JiaX CCTKH cpyHKl\HH u(x) H 

anITpOKCHMal.lHCH ee ITpOH3B0,[\HhIX BhlCIIIero ITOpll,l:\Ka. O603HaqHM: u"(x) =Ji' TOr,[\a cpopMyJiaMH 

KOMITaKTHOfO qHCJICHHOro ,[lmpcpepeHl\HpoBaHHll HJIH cpopMyJiaMH HYMepoBa Ml! ITpH6JIIDKCHHOro 

BhJqHCJICHHll ITpOH3B0,[\HhlX BTOporo ITOpll,[IKa Ha3hIBaeTCll CJIC,[\)1011\CC COOTHOIIICHHe: 

I 5 I uH -2u1 +uJ+i . 

12
-0-1+ 6fi+ 12-0+1= h2 ,J=l, ... ,N-1 (]) 

ITpaBall qaCTh ITPCL\CTaBJlllCT co6ott cpopMyJiy ,[\Jill ITpH6JimKeHHOro BhJqHCJICHHll BTOpOH 

ITpOH3B0,[\HOH. JleBall qaCTh ITOJiyqeHa pa3JIO)KCHHCM ITpaBOH qacTH B pll,[1 Teiinopa. 

AHaJiomqHall cpopMyJia HMeeTCll H ,[\Jill ITepBOH ITpOH3B0,[\HOH, ,[\Jill qero BBC,[\CM o6o3HaqeHHe: 

u'(xj) = gj. Tor,[la cpopMyJiaMH KOMITaKTHOro qlfCJICHHOro ,[IH<p<pepeHl.lHPOBaHHll HJIH cpopMyJiaMH 

HYMeposa ,[\Jill ITpH6JIH)KCHHOro BhJqHCJICHHll ITpOH3B0,[\HhIX ITepBOro ITOpll,l:\Ka Ha3hIBaeTCll 

CJIC,[\)'IOII.lCC COOTHOIIICHHC: 

I 2 I 
-g +-g +-g 6 J-I 3 j 6 )+I 

uJ+1 -uJ-1 
2h,j=l, ... ,N-I (2) 

,lvlll BhJqHCJICHHll ITpOH3B0,[\HhIX ITO cpopMyJiaM HYMepoBa Heo6XO,[\HMO peIIIaTh CHCTCMY 

JIHHCHHhIX aJire6paHqeCKHX ypaBHCHHH OTHOCHTCJlhHO HCKOMhlX ITpOH3B0,[\HhlX B Ka)K,[IOH roqKe 

CCTKH. ITpH 3TOM HC06XO,[\HMO ,[I06aBHTh eme 2 ypaBHCHHll B Kaqecrne KpaeBblX YCJIOBHH: lo = Ji H 

IN-I =IN. 
Cne,l:\)'IOII.lall cpopMyJia ITPCL\CTaBJilleT co6oii pa3JIO)KCHHYIO B pllL\ ITpasyio qacTh cpopMyJihI 

HYMeposa: 

u<4>(x.) 
f =u"(x )+--1-h2 +O(h4

) 
1 1 12 

ITpeHMymecTBeHHOH oco6eHHOCThlO 3TOro MCTO,[\a llBJillCTCll MaJIOe 3HaqeHHe OCTaTOqHoro 

qJieHa. Mero,[\ HYMeposa o6ecITeqttsaeT 6onee BhICOKHH ITOPllL\OK TOqHocrn O(h4
) H O(h3

) MS! 

ITpOH3B0,[\HOH BToporo H ITepBoro ITOpll,l:\Ka COOTBCTCTBCHHO, ITO cpaBHCHHIO C 06b1qHhIMH CCTO'IHhlMH 

Mero,[laMH L\HcpcpepeH1.1ttposaHHll - O(h3
) H O(h2

). 

ITpH peIIIeHHH ITO,[\OOHOH CHCTeMhl Ha HHTepBaJie C 60JihllIHM KOJIHqeCTBOM TOqeK, C 

HC06XO,[\HMOCThlO BhJqHCJieHHll ITpOH3B0,[\HhlX Bh!COKHX ITOPllL\KOB, o6hJqHhIMH ITOCJIC,[\OBaTeJihHhlMH 

aJiropHTMaMH BpeMll BhJqHCJICHHH cymecTBeHHO B03pacmeT. ITpH 3TOM ITpo1.1ecc pacIT03HaBaHHll 

o6'beKTOB B peaJibHOM BpeMCHH CTaHOBHTCll ITpOBO,[\HTh HCB03MO)KH0. ,lvlll COKpameHHll BpeMCHH 

HC06XO,[\HMO HCITOJlh30BaTh BhlCOKOITpOH3BO,[\HTCJihHhlC MYJihTHITpo1.1eccopHble Bhll!HCJIHTCJihHhie 

CHCTCMhl. 3To 03HaqaeT, qro Heo6XO,[\HMO pa3pa6aThIBaTh HOBhie 3cp<peKTHBHhlC napaJIJICJihHhie 

aJiropHTMhl ,[\Jill pa60Thl s pacITpe,[leJieHHOH cpe,l:\e. 

B HaCTOllll.lCC BpeMll peIIIeHHC CHCTeM JIHHCHHhlX ypaBHCHHH B03MO)KHO ITPH npHMeHeHHH 

MCTO,[\a ITapaJIJICJihHOH ITporOHKH [4]. PeaJIH3al\Hll 3TOro MeTO,[la 6bma BCTpoeHa B aBTOMaTH'ICCK)'IO 

ITPOl.lCL\YPY BhJqHCJICHHll MHO)KCCTBa HYJICH k - jet . 
PaccMOTpHM aJirOpHTM peIIICHHll ITOJiyqeHHOH aJire6paHqecKOH 3a,[lal!H C HCITOJih30BaHHCM 

MHOroITpo1.1eccopHOH BhJqHCJIHTCJlhHOH CHCTCMhl c p ITpo1.1eccopaMH [5]. BBe,[\eM paBHOMepHoe 

JIHHCHHOe pa36HeHHe MHO)KCCTBa HOMepoB Y3JIOB CCTKH n = { 0, I, ... , N } Ha CBll3Hhie ITO,[\MHO)KCCTBa 

Qm ={it>, ... ,it>}, m=0,(p-]) COOTBCTCTB)'IOII.lHC pa36HCHHIO BCKTOpa HCH3BCCTHhlX ITO 

ITpo1.1eccopaM. 

B pe3yJihTaTe TaKoro pa36HeHHll ITpo1.1eccop C HOMepoM m 6y,l:\eT o6pa6aThIBaTh i~m) - iim) + 1 

ToqeK (Pttc. 2). 
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x=O 

O=i (o) 
1 

0 p-1 x=l 

Pttc. 2: P836tteHtte pacqeTHOH o6nacrn no npoueccopa.M 

Pe3yJihTaT, nonyqaeMbIH Ha KIDKJ(0M npoueccope, npeACTaBJUieT co6oi1 HeKOT0pyio JlliHeHH)'lO 

KOM61rnaumo li3 3HaqeHliH liCKOMOH qiyHKUlili Ha rpaHttl.(e MH0)KeCTBa Ii BO BHyrpeHHliX Y3J1ax, qro 

AaeT qacTb o6mero pellleHttll. O6mtti1 BeKTOp-pellleHtte nonyqaeTcll Ha yrrpaBJIS1I01.UeM npoueccope. 

,lvlll peanmautttt anropttTMa 6hIJia liCn0Jib30BaHa TeXH0JI0rlill MPI, rAe 0CH0BHblM cnoco6oM 

B3attMOAettcTBlill napanneJihHhIX npoueccoB llBJilleTCll nepeAaqa coo6meHttH Apyr Apyry. HHTepqieiic 

MPI noMep)KttBaeT C03AaHtte napanneJihHhIX nporpaMM B SIMD-M0Aem1, B KOTopoii AJill Bcex 

napanneJihHblX npoueccoB liCn0Jih3YeTCll 0AJ-IH H TOT )Ke K0A. 

B Kaqecrne HJIJllOCTpau1111 6bIJia Bbi6paHa rJIMKall HenpepbIBHO-AHqJqJepeHUHpyeMall 

QJYHKl.llill f(x) = 2-1.7 sin x, Kornpall H0CHT HMll ynHTKH IIacKaJIH. PaccqurneM no qiopMyJiaM (I) 11 

(2) rneCTb ee np0!i3B0AHhlX H npeACTaBHM HX rpaqJHKH B n0JIHpHblX K00pAHHarnx (Puc. 3). 

°'-. 
' , ' ' , ' ' , 

' ' , . ' , -~-.. ___ \ : ,' 

·.. \, : ,,, ... 
.. , ., , ., .. ........... 

---------- .. -------, ....... .. 
, .. /: ..... . 

Pttc. 3: IIepBbie llleCTb np0H3B0AHhIX AJIH YJiliTKH IIacKaJIH 

BbIBOAbl 

Ha 0CH0BaHHH aHaJili3a nonyqeHHblX pe3yJihTaT0B M0)KH0 CAeJiaTb CJieA)'lOI.UHe BblB0Ahl 06 

oco6eHHOCTHX MeT0Aa K0MnaKTHhIX annpoKCHMal.(HH: 

Bo-nep6blX, MeT0A K0MnaKTHblX annpoKCliMal.(HH (MeTOA HYMeposa) o6JIMaeT 6onee BbICOKOH 

TQqH0CTblO BbJqHCJieHHH npoH3B0AHhIX Bb!CllIHX nopHAK0B no cpaBHeHlilO C MeT0AaMli qwcneHH0ro 

AliQJqJepeHuttpoBaHliH Ha 0CH0Be liHTepnoJIHUli0HHblX n0JiliH0M0B. KaK CJieACTBtte, 3TOT MeTOA 

I103B0JIHeT A0CTaTOqHo T0qHo onpeAeJiliTb IT0JI0)KeHtte HyJieH k - jet Ii HX K0JiliqecTB0. 

Bo-BmopblX, nptt liCn0Jih30BaHliH 3T0ro MeT0Aa 3HaqeHliH np0!i3B0AHhlX onpeAeJieHH0ro 

nopHAKa Bb[qliCJIHIOTCH He B 0KpeCTH0CTli T0qKli, a cp83y Ha BCeM liHTepBane. 

B-mpem&ux, B 3aBliCliM0CTli OT ToqH0CTli BbJqttcJieHliH np0!i3B0AHhIX 3MaeTCH BeJiliqHHa 

liCCJieAyeMoro liHTepBana Ii Illar CeTKli. 

B-tJemBepmblX, MeT0A K0MITaKTHblX annpoKCliMal.(liH o6JIMaeT HeBbICOKOH Bb[qliCJlliTeJibHOH 

CJI0)KH0CThlO, B qeM npeB0CX0AliT Apyrne MeT0Ahl qwcJieHH0ro AttqiqiepeHUttpoBaHttH. Ero 

peanli3al.lliH Ha 3BM A0B0JlbH0 npocrn. TaKOH MeT0A M0)KeT 6b!Tb liCn0Jib30BaH B pe)KttMe peaJibH0ro 

speMeHli, TO eCTb npHM0 B X0Ae npoBeAeHliH HeKOT0poro 3KCnepttMeHTa. 
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B-mlmblX, MeTO,ll KOMIIaKTHbIX arrrrpOKCHMaUHll JierKO pacrrapaJIJieJIHBaeTC» H peaJIH3YeTC» B 
MYJibTHrrpoueccopHoii cpe,ne. 

B-mecmb!X, K He,nOCTaTKaM MeTO,na KOMIIaKTHblX arrrrpOKCHMaUHll He06XO,llHMO OTHeCTH 
B03pacTaHHe rrorpeurnocm BeJIHqHH rrpOH380,llHblX Ha KOHUax HCCJie,nyeMoro HHTepBaJia. KpaeBOH 
3cpcpeKT rrpo»BJI»eTCH TeM CHJibHee, qeM Bblllle rrop»,n0K IIp011380,llHOH. qT06bJ YMeHblIIHTb 11/HJIH 
m6e)KaTb HeroqHOCTett Ha rpaHHUax, Heo6xo,nHMO JIH6o yseJIHqHTb HHTepBaJI, Ha K0TOp0M 
paccMaTpHBaeTCH cpyHKUH», JIH6o YMeHblIIHTb lIJar CeTKH H ysem1qJ1Tb q11cJio ToqeK HCCJie,nyeMOll 
cpyHKUHH. 

TaKHM o6pa30M, rrpHMeHeHHe MeTO,llOB rrapaJIJieJibHOll o6pa60TKH rrpH BbJqHcJieHHH 
rrp0H3BO,llHblX MeTO,llOM KOMIIaKTHbIX arrrrpOKCHMaUHtt II03BOJI»eT cyUJeCTBeHHO COKpaTHTb speM» 
BbJqHcJieHHll rrp11 HX 06UJell HeBbICOKOll CTOHM0CTH. 
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PoccuR, 142432, MocKoecKaR 06J1acmb, 2. l/ep11020J106Ka, H11cmumymcKuu npocn., 8 
me.7.l<jJaKc (+ 7 495) 993-58-17, sveta@chg.ru 

OcHOBHOtt 3a)la4ett KOMnblOTepHott cern HayYHoro ueHTµa PAH B lJepttoronoBKe ChANT 

llBfllleTCll HH<p0pMaU110HHO-TeXHOJ10rH4eCKOe o6ecne4eH11e cpyH)laMeHTaJlbHblX Hay4HblX 

11CCJle)lOBaHHH. Ha cero)lHllWHHH )leHb OCHOBHOe BHHMaH11e y)leJllleTCll peweHHIO CJle)lyJOIUHX 3a)la4: 

• ,UocTyn K :meKTpOHHblM H3)laHl1llM; 

• y )laJJeHHblH )lOCTyn K Hay4HblM nptt6opaM; 

• COBMeCTHall pa6orn B YllaJleHHOM pe)KHMe; 

• TipoBe)leHHe KOH<pepeHUHH H ceMHHapoB; 

• Pa3pa6oTKa H pa3BHTHe HH<pOpMaU110HHblX CHCTeM. 

1. lfcTOpHH 

OnopHall CeTb Hay4H0f0 ueHTpa p AH B lJepHOrOJlOBKe C03)laHa B 1992 roey C Ha3BaHHeM 

Chg-FREEnet. C 1 Mall 2007 ro)la ceTb cTana nonHOCTblO aBTOHOMHOtt H noJ1Y4HJ1a tta3BaHHe 

ChANT (Chemogolovka Academic Network). 

TipoeKT Chg-FREEnet tta4aT oceHblO 1992 r. COTPY/lHHKaM11 HT<l> HM. JI.,U. Jlatt)lay PAH [ 1 ]. 
CymecrneHHYIO pOJlb B pa3BHTHH ceTH Cbirpana nO/l/lep)l(Ka npoeKTa PocCHHCKHM <pOH/lOM 

cpyH)laMeHTaJlbHblX HCCJle)lOBaHl1H (npoeKT 93-07-22858), a TaK)Ke Ml1HHCTepCTBOM HayKH P<l> B 

paMKaX Me)l(Be)lOMCTBeHHOH nporpaMMbl "C03)laHHe HaU110HaJlbHOH CeTl1 KOMnblOTepHbIX 

TeJleKOMMYHHKaU11H )lJlll ttayKH 11 BblCWett WKOJlbl" B 1995-1997 fO)laX. B 2003-2004 rr. npoBe)leHa 

peKoHCTPYKUHll ueHTpa ynpaBneHHll ceTblO no nporpaMMe PAH "Httcj>opMaTttKa". B 2005-2006 ro)lax 

B paMKaX nporpaMMbl PAH "TeneKOMMYHHKaUHH 11 HH<pOpMaUHOHHble CHCTeMbl" 6b1Jll1 npoBe)leHbl 

pa6oTbl no cTpo11TeJ1bcrny CeTH ChANT. 

Pa3pa6oTKa npoeKrn cern ChANT HaYanach B 2004 ro/ly. OcttOBHall uenb npoeKTa -

C03)laHHe HHcppacTpyKTYPbl )lJlll BHC/lpCHl1ll HOBblX 11H<popMaU110HHblX TCXHOJlOrHH B Hay4Hbltt 

npouecc. TipoeKT COCTOllJl H3 Tpex OCHOBHblX waroB, 

TiepBbltt, :no peKOHCTPYKUHll omoBonoKoHHbIX JJHHl1tt onopttott ceTH HU4 P AH /lJlll 

B03MO)KH0CTH YBCJlH4CHHll nponyCKHOH cnoco6HOCTH /lO IO rnra6HT B CCKYH/ly. 

Brnpott war, 3TO opraHl13aUHll onTOBOJlOKOHHOro KaHana CMKOCTblO 155 M6ttTIC C pe3epBHpOBaHHCM 

BOJJOKOH /lJlll B03MO)KHOCTl1 ycrnHOBKH co6crneHHOro KaHaJJbHoro o6opy/lOBaHHll Me)K)ly HU4 P AH 

H MocKBOH H YBCJ1H4CH11ll nponycKHOH cnoco6HOCTH KaHana. 

TpeTHH war COCTOllJl B C03)laHHH HOBOH opraHH3aUHOHHO-!Op11/lH4CCKOH CXCMbl pa6oTbl ceTH. 

HU4 PAH B KOHUe 2006 ro)la nony411n crnryc LIR. Textt114eCKH 3TO 03Ha4aeT caMOCTOllTCJlbHYIO 

MapwpYTH3au1110 noTOKOB HH<pOpMau1111 ceTH ChANT c llPYrHMl1 cernMH, cocTaBJllllOIUHMH 

rno6anbHYIO ceTb 11HTepHeT. B nepBOH nOJlOBHHe 2007 fO)la 6bIJlH CMOHTHpOBaHbl TPH OCHOBHblX 
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Kamtrm cent ChANT. TTepBoe, :no coe.l{HHeHHe c Ha)"lHhIMH ceTJIMH PoccHH (RBnet, RUNNet, 
EmNet, RSSI, Radio-MSU, FREEnet, MSUnet, JINR, KIAE), EBponettcKoro coJ03a (GEANT, 
CERN) H ClllA B paMKax npoeKTa NAP (Network Access Point). Brnpoe, 3TO nttpttHroBoe 

coe,!{HHeHHe C npHMepHO LIBYMJI COTHJIMH ceTeH 061.Qero nOJih30BaHHJI B PocCHH (B paMKax npoeKTa 
MSK-IX). TpeThe, 3To coe.l{ttHeHHe c ceTJIMH 061.Qero noJih30BaHHJI. 

2. IloJih30B8TCJIH 

CeTh ChANT 06beL1HHJ1eT HayqHhle opraHH3aUHH, BXO.l{JII..QHe B cTpyKTypy HQII P AH. 
TTOJib30BaTeJIH HMeJOT nO,!{KJIJOqeHHe no BOJIOKOHHO-OnTHqecKHM JIHHHJIM CBJl3H Ha CKOpOCTH 
I f6ttT/c H IO f6ttT/c. On op Hall ceTh nocTPoeHa c ttcnOJih30BaHHeM Tononomtt KOJihl.(a (Pttc. I). B 
2009 ro.l{y Haqarn pa6oTa no BHe.l{peHHIO Ha onopHOH ceTH TeXHOJIOfHH nepe.l{aqH .l{aHHhlX Ha 
CKOpOCTH IO f6ttT/C . .[(JIJi 3THX uenett ycTaHOBJieHO 3 KOMMYTaTopa B KJIJOqeBhlX onopHblX Y3Jiax: 
HQII, 11HHOBaUHOHHhltt ueHTP PAH, 11T<l> HM. JI . .[{. JlaHL1ay PAH. 

~ l.l;pH~O;OB-;a -

I 

==_;:.:i.=;;J .. i:d.~t.l ·,-- M61n~c 

I 

l/lHHOB81..1HOHHbli-l 
1..1eHTP PAH 

10 r611T/C I 

I 

- - 7 

MocKea
1 

1 r6HT/C 
Hay1.1Hble CEITl,1 
(NAP) 

100 M6HT/C "' CeTH pep 

(MSK-IX) 

100 M6HT/c "' Internet 

(IOMOC) 

_J 

Pttc. I: CxeMa onopHoro KOJihUa H BHernHHX no.l{KJIJOqeHHH 

3. BuemHHH KOHHCKTHBHOCTh 

B HaCT0JII..Qee BpeMJI BHeIIIHJOJO KOHHeKTHBHOCTh ceTH H~lJ P AH o6ecneqHBaeT 
onTOBOJIOKOHHhlH KaHaJI CBJl3H lJepHOfOJIOBKa - MocKBa (M-9). Cnel.(HaJihHO .l{JIJI 3THX L(eJieH B 
2006 ro.l{y 6hJJI nocTPoeH y3eJI CBJl3H OAO «PocTeJieKoM», pacnoJIO)KeHHhIH B noMeI..QeHHH ~eHTPa 

ynpaBJieHHJI ceThJO ChANT. B HaCTOJII..Qee BpeMJI eMKOCTh KaHana cocTaBJIJleT 155 M6ttT/ceK. Ycnyry 
no apeH.l{e KaHaJia CBJl3H npeL10CTaBJIJ1eT OAO «PocTeJieKOM», HMeeTCJI TaK*e pe3epBHhIH KaHan 

(back-up) He6oJihWOH eMKOCTH, apeH.l{yeMhIH y opraHH3aUHH, HMeJOI..Qett aJihTepHaTHBHhIH KaHaJI 
CBJl3H. 

CeTh ChANT HMeeT cne.l{YJOI..QHe nO.l{KJIJOqeHHJI Ha ywe CBJl3H B r. MocKBa (M-9): 

I. HayqHhie CeTH (ToqKa o6MeHa TPaqrnKoM NAP) - I f6ttT/c. 
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2. Cent l1HTeptter P<I> (To11Ka o6Metta TPaq>UKOM MSK-IX)- 100 M6uT/c. 

3. Ceru l1HTeptter o6mero .r1ocryITa - 100 M6HT/c (Puc. 2). 

OcHOBHOll KaHaJibHblll ITPOTOKOJI - IPv4. O,!IHOBpeMeHHO C 3TUM UCITOJib3YeTCH 1Pv6, ITO 

KOTopoMy pa6omIOT ocHOBHbie ceTeBhie pecypcbI (NS, WWW, FTP) u Be.!IYTCH 3KCITepuMeHTbI B 

pH.lie UHCTUTyTOB. CeTb ChANT HBJIHeTCH O,!IHUM U3 OCHOBHhIX rettepaTOpoB IPv6 TPaq>uKa B Poccuu. 

B 2009 ro.r1y HatiaTbl pa60Tbl ITO C03,!laHUIO ITapaJIJieJibHOll CeTU Ha CKOpOCTU 10 rnra6HT B ceKyttAy C 

3JieMeHTaMU TeXHOJioruu rPI1)];. 3To IT03BOJIHT ITpe,!IOCTaBJIHTb COTPY.!IHHKaM yqpe)KJ:{eHUll Hayqttoro 

ue9TPa HayqHhIX cepBUCOB COBpeMeHHoro ypOBHH c ITOBbillleHHOll ITpOITyCKHOll CITOC06HOCTbIO -

fpH,!1-KOMITblOTUHr, fpH,!1 BH,!leO-KOHq>epeHUHH, fpH,!1 pacITpe.r1eneHHbJe na6opaTOpHH " T.IT. 

1MoCKBa, MMTC-9 

IOAO «PocreneKoM» 

TeMel1 _ 
BOJIOKBa 4 (pe3epll} - -

I t.::;.i!u'!11¥1!= 

I 
I 
I 

tKaAeMM'leCKall ceri 
_e ~p~ro~oe~ I 

Cent HHTepHeT PCI> 

Hay'IHble cent 

Cent H HT8PHeT 
061.qero AOCTyna 

Puc. 2: OpraHH3aUHH BHelllHHX ITO.!IKJII011ettuil: B ceru ChANT 

4. CeTeBble cepBHCbl 

B ceTU qJYHKUHOHUpyIOT CJie,!lyIOlllUe cepBHCbl. 

4.1. CucTeMa K0HTp0JIH u y'leTa TpacJmKa 

B ceru ChANT .r1eil:cTByer aBTOMaTU3HpoBaHHM CHCTeMa ITO yqery TPaq>uKa. CucreMa 

II03BOJIHeT BeCTU yqeT BCex KJiaCCOB TPaq>HKa U Bhl,!laBaTb OTlleT 3a pa3HbJe ITpOMe)K}"TKU BpeMeHH ITO 

KIDK.D.OMY KJiaccy TPaq>uKa, ITO .!IHllM H ITO IP-aApecaM. 

l1cITOJlb30BaHHe B CUCTeMe TaKOro ITOHllTHH KaK «KJiacc TPaq>HKa» IT03BOJIHeT BeCTU yqer 

Tpaq>HKa U3 pa3JIH11HbIX cereil:. TaKUM o6pa30M, UMeeTCH B03MO)KHOCTb aHaJIU3HpOBaTh TPaq>UK ITO 

KIDK.D.OMY BHelllHeMy ITO.!IKJIIOtieHHIO (NAP, MSK-IX, UMOS). 

CHcTeMa HMeeT ,!IBa HHTepqieil:ca: a,!IMUHHCTPaTOpa H ITOJib30BaTeJIH. l1HTepqieil:c 

3,Zl,MHHHCTPaTopa COBMeCTHM C OCHOBHbIMH OITepauHOHHbIMU CUCTeMaMH: LiIIUX, FreeBSD, Windows. 
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IlOJih30BaTeJihCKHH HHTepcpeiic peanHJoBaH B nime <<JIHqHoro Ka6HHeTa» H IT03BOJijjeT 
0TBeTCTBeHHhIM ITpeACTaBHTeJigM opraHHJal.\HH-y1rncTHHKOB CeTH 0TCJie:llOIBaTh 061,eM BXO~ll)ero II 

IICXO~ll)ero TPa<pHKa ITO CBOIIM opraHHJal.\l{gM. ~rn 06ecITeqeHl{g 6eJOITaCHOro AOCTyIIa K AaHHhIM 

HCITOJihJyeTcg umcpponaH11e SSL. 

4.2. MouuTOpuur ycTpoiicTB u cepnncon ceTu 
,lvlg 06ecITeqeHHg BhlC0KOro KaqecTBa ITpeAOCTaBJijjeMhlX ycnyr, a TaIOKe AJijj OCYII.\eCTBJieHHg 

K0ffTPOJljj Ja HCITOJih30BaH11eM pecypcOB BHeApeHa CIICTeMa MOHHTOpllHra Zenoss. ,[(aHHag CHCTeMa 

j!BJijjeTCH ITporpaMMHhlM npo~KTOM C OTKpbIThIM HCX0AHhIM KOA0M, HaITIICaHHag Ha jJJhIKe Python. 

11MeIOTCjJ ITOAp06HbJe PYK0BOACTBa pa3pa60Tq11Ka, ~o IT03BOJijjeT C JierKOCThlO MOAepHH311pOBaTh 
cpyHKI.\HOHaJI CHCTeMhl. OcHOBHOH npOTOKOJI M0HHTOpllHra, KOTOph!H IICITOJih3YeTCjj B ceTII HQ1l 
PAH - snmp. KpoMe TOro, AaHHag c11cTeMa noMep:)lmBaeT c6op HH<popMal.\HH c yAaneHHhIX Y3JI0B ITO 

ITpoTOKOJiaM telnet, ssh, mysql II T.A. 

Ha AaHHhIH MOMeHT peanHJoBaH c6op II xpaHeH11e CJieA)'IOllJIIX MeTPIIK - 3arpY3Ka BCeX 

IT0PTOB ceTeBhIX YCTPOHCTB, M0HIITOpllHr KOJI11qecTBa oum6oK ITp11eMa-ITepeAaq11 Ha ceTeBh!X 

YCTPOHCTnax, JarpY3Ka cpu II load average ncex Y3JIOB, BKJI10qag cerenoe 06opyA0BaH11e, M0HHTop11Hr 
ucnonhJoBaHl{g cepnepon Mysql, Squid, Apache, Mail. 

COTPYAHHKaM11 OITCH HQll P AH pa3pa6oTaH AODOJIH11TeJihHhIH MOAYJih Mg c11cTeMhI 
Zenoss - MO~Jih ShowGraph Mg oT06pruKeHl{g n106h1x rpacp11qecKHX oTqeTOB cucTeMhI Ha rnaBHOM 

3KpaHe. Bhmyll)eHO HeCKOJihKO ITaTqeii, IICITpaBJij!JOll)HX paJJI11qHhie HeAopa6oTKH CIICTeMhl. 

,lvlg BH3YaJIH3al.\HH o6meii JarpYJKH 0CHOBHhlX KaHaJIOB B CIICTeMy Zenoss HHTerp11poBaHa 
c11cTeMa ITOCTP0eHug KapT ceTH NetworkWeatherMap. ,[(aHHag Kapm oxnaThIBaeT nee ocHOBHhle 

CeTeBhie YCTPOHCTBa, OT06pruKaeT HX CTaryc H JarpYJKY KaHaJIOB Me)K,Lly HIIMH. 

CHcTeMa MOHIIT0pllHra CeTH aBTOMaT11qecK11 reHep11pyeT TPeBO:lKHhie co6h!Tl{g II ITOChlJiaeT 

yneA0MJieHHe no no~e/CMC aAMIIHHCTPaTopaM, a TaIOKe ITOAaeT fOJIOC0Bbie CllfHaJihl OITepaTOpy. 

5. HucJ>OpMaQHOHHLIC pecypCLI 
B CeTII HayqHoro I.\eHTPa cpyttKI.\HOHHPYJOT )'HIIKaJihHhle IIH<pOpMal.\HOHHhle pecypchl. 

5.1. Apxnn ftp.chg.ru 
,lvlg ycTaHOBKH H o6HOBJieHHg ITporpaMMHOro 06ecITeqeH11g C03AaH pacITpeAeJieHHhlH apx11B 

cno60AHo-pacITpocTPaffj)eMoro ITporpaMMHoro 06ecITeqeHl{g http://ftp.chg.ru [3]. Apxun 

ITpeAOCTaBJigeT Il0Jih30BaTeJij!M YHHKaJihHhlH Ha6op 0ITepal.\llOHHhIX CHCTeM II ITporpaMMHhIX cpeACTB 

[2]. B qacTHOCTH, TaKag OITepal.\H0HHag CHCTeMa, KaK Linux Mandrake, MO:lKeT 6b1Th ITOJiyqeHa n P<l> 
TOJihKO HJ Harnero apx11na. 3aMeTIIM, qTo Linux Mandrake gnngeTCg eAIIHCTBeHHoii 

cepTll!pHI.\HpoBaHHOH OITepal.\HOHHOH CHCTeMOH co CB060AHOH Jllll.\eHJlleii, KOTOpag pa3perneHa Mg 
HCIT0Jih30BaHl{g B rocyAapcTBeHHh!X yqpe:lK,LleHHgX Pocc1111. 

,lvlg AOCTyIIa K apXHBY ITporpaMMHOro 06ecITeqeHHg ftp.chg.ru IICIT0Jih3YJOTCg CJieAYJOllJlle 

ceTeBhie ITpoTOKOJihI: HTTP, FTP, RSYNC. ,lvlg aHanma AaHHhIX ITO A0CT)'ITY K apx11sy pa3pa6omHa 
CITel.\HaJihHag ITporpaMMa, ITpOH3B0AjjllJag BhJq11cneH11e KOJIHqeCTBa JaITpOC0B II KOJI11qeCTBa 

ITepeAaHHOH IIH<pOpMal.\llH C ITPIIBj!JKOH K BIIPT)'aJihHhJM 11MeHaM pecypcos. IlonyqeHHag 

HH<pOpMal.\l{g coxpaHgeTcg B 6aJe AaHHhIX mysql, H AOCTyIIHa AJljl ITpOCMOTPa qepe3 se6-11HTepcpeiic 

ITO Mpecy http://archive.chg.ru. Be6-11HTepcpeiic TaIOKe ITOJsongeT aAMIIHIICTPaTOpy ssecT11 oIT11caH11e 

Ka:lKAOfO BllpT)'aJihHOro pecypca, KOTopoe OT06pruKaeTcg ITPII HruKaTHH Ha CChJJIKY, HJo6pruKeHHYJO 

3HaKOM «?» B o6meM Aepese cTaTIICTIIKII. CaiiT http://archive.chg.ru/ IT0JBongeT ITonyqHTh AaHHhle o 

ITocemaeM0CTH cepsepa ftp.chg.ru 3a OITpeAeJieHHhIH AeHh, HeAeJIIO, Mecgl.\, HJIII 3a n106oii Apyroii 

ITpoMe:lK)'TOK. 

B AOITOJIHeH11e K OCHOBHOMY cepsepy ftp.chg.ru, pacIToJio:lKeHHOMY Ha IIJI0llJaAKe IOMOC 
(r. MocKsa), IIMeeTCg cepsep ftp.chant.ru B r. qepHOrOJIOBKa. ,lvlg ITOBhJIIleHl{g HaAe:lKHOCTII 

cpyttKI.\HOHllpOBaH11g pacITpeAeJieHHhJX cepsepos, peaJill3YJOTCjj MexaHH3Mhl CIIHXpOHHJal.\1111 
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cepaepoa, u 6anattcup0B1rn HarpY3KH, no3aom11omue H36eraTb neperpY30K cepaepa He3aBucuMo OT 

npOTOKOJIOB ,L\OCT)'na, ucnOJib3yeMblX nOJib30BaTeJUIMU. 

Cpe,LIHee tJHCJIO nOJib30BaTeJieii B KIDK,!J,b!H MOMeHT OT 50 ,LIO 10 TblC$llJ. O6muii o6'beM 

.L\HCKOBoro npocTpaHCTBa - 35 T6, noJie3HhIH o6'heM - 29 T6. Apxua cymecTByeT B .L\Byx 

3K3eMilJI$lpax, pacnOJIO)KeHHblX B pa3Hb!X reOMeTpUtJeCKUX TOtJKax ceTU. Cpe,LIHUH pa3Mep 

ucxo.Llgmero TpaqmKa 80 Mera6HT B ceKYff,L\y. OH gBJigeTcg KpyntteiiumM apxuBOM Poccuu u TpeTbHM 

B MHpe. 

ITpuopUTeT B opraHH3auuu u pa3BHTHH ceTu Hayqttoro ueHTpa ChANT C.L\eJiaH Ha 

BHe,LlpeHUH cepBHCOB, cnoco6cTByiomux ycnelllHOMY BblflOJIHeHmo HayqHOH ,[\ej!TeJibHOCTU 

COTpY.L\HHKaMH u oprattu3aUugMu HQl-1 P AH. 

5.2. 3JieKTpOHHblH 'IUTllJibHblH 3ll.JI 

Pa6oTaeT JJieKTpOHHbIH tJHTaJihHhIH 3aJI Ha 12 MeCT B EHQ PAH c ,L\OCTynOM K HaYtJHhIM 

)KypttanaM no no,L\nHCKe EEH PAH, a TaK)Ke K .L\pyruM JJieKTpOHHhIM ~HaJiaM. ITpoBO.L\UTCg 

6oJiblll8$l opraHH3aUHOHH8$l pa6oTa no yaeJIUtJeHHJO tJUCJia ,L\OCTynHblX ~HaJIOB, KaK 3apy6e)l(Hb!X, 

TaK H OTetJeCTBeHHbIX. B paMKax TOH )Ke M0,LlepHH3auuu ocymeCTBJieH ,L\OCTyn K CUCTeMe U3 

q>UJIHaJIOB Eu6nuoreKH HQl-1 PAH, pacnoJIO)KeHHhIX 11ITX<l>, 11<l>TT, Be.L\YTCg pa60Tu1 no ,L1ocryny 

.L\pyrux UHCTHTYTOB HQl-1 P AH. 

5.3. CucTeMa ,[\JIB pacnpe,LleJICHHOii KOJIJICKTUBHOH pa60Tbl BH,L\eo-rpU.L\ 

CncTeMa Mg pacnpe,LleJieHHOH KoJIJieKTUBH0ii pa60ThI BU,L\eo-fpli.L\ ucnoJih3YeT 

HHCTpyMeHTapuii AccessGrid, pa3pa6oTaHHhIH B AproHcKoii HaUUOHaJihHOH na6opaTOpuu ,L\JI$l 

npoBe,L\eHug pacnpe,LleJieHHbIX BU,L\eO-KOHq>epeHUUH u ceMHHapoB, a T8K)Ke COBMeCTHOH pa60Tbl. Otta 

no3B0JI$leT npHHHMaTb U nepe,LlaBaTb ay,L\H0 U BU,L\eO HHq>OpMaUUJO, COBMeCTHO npocMaTpHBaTb 

q>aHJibl, npe3eHTauuu, web-,L\OKyMeHTbl [6]. )];aHH8$l CUCTeMa MO)KeT 6b!Tb ucn0Jib30BaHa Ha pa3Hb!X 

Macll1Ta6ax: 

nepCOHaJibHblH ypoaeHb (TOtJKa-TOtJKa), 

ypoBeHh na6opaTOpuu, 

ypoaeHh yqpe)K,LleHug, 

ypoaeHh K~Hq>epeHuuu. 

K .LIPYrHM npeuMymecTBaM CUCTeMbl M0fYT 6hITb T8K)Ke OTHeceHbI: 

HeBbICOK8$l CTOHMOCTb, KOTopag CKJia,L\bIBaeTcg li3 CTOHMOCTU KOMnbJOTepa, BU,L\eOKaMepbl, 

ay,L\HO rapHHTYPbl, a TaK)Ke CTOHMOCTU npoeKTopa U 3KpaHa, eCJIH IlJiaHupyeTCg 

ucnoJib30BaHHe AG B noMemeHugX, r,[\e co6upaeTC$l 60JiblllM ay,L\HT0pug; 

O,L\HOBpeMeHHOe yqacTue npaKTHtJeCKU HeorpaHHtJeHHOro tJHCJia nOJib30BaTeJieii (tJUCJIO 

nOJib30BaTeJieii orpaHHtJHBaeTcg nponyCKHOH cnoco6HOCTbJO KaHaJI0B CB$l3H); 

MHoroo6pa3ue npnMeHeHuii {ttayKa, o6pa3oBattue, Me,L\HUHHa, 6H3Hec u T • .L\.); 

• OTKpb!TblH nporpaMMHblH KO.[\, n03B0Jlj!JOmuii paCUllipj!Tb B03M0)KH0CTU CUCTeMhI; 

napaJIJieJibHM H pacnpe,LleJieHHM o6pa60TKa nOT0K0B ,L\aHHbIX; 

BhICOKHH ypoBeHh 6e3onacHOCTH u 3amumeHHOCTH (ucnoJib3YeTC$l npoT0KOJI SSL); 

• pa6oTaeT c pa3HhIMH onepauuoHHhIMH cucTeMaMu: Windows, Linux, MacOS. 

5.4. 4-K B11,L\CO 

)];pyrag CUCTeMa, KOT0pM MO)KeT 6hITb ucnOJib30BaHa ,L\JIK COBMeCTHOH pa60Tbl BliPT)'aJibHblX 

K0JIJieKTUBOB, peaJIH30BaHHM OT,L\eJIOM ITCH - 3TO M03aHtJHM BU,L\eOCTeHa, nOCTp0eHHM C 

npHMeHeHHeM ITO Sage. 20 MOHUTOpOB c ,L\HarOHaJibJO 27 ,L\JOHMOB o6'be,L\HHeHbl a O,L\HH 

BHpT)'aJibHblH MOHUTOp c o6mHM pa3pellleHHeM 46 MnHKC [6]. KIDK,!J,M napa M0HUTOpOB 

o6cJI~HBaeTC$l O,L\HHM H3 10 Y3JIOB BbllJUCJIUTeJibHOro/rpaqiutJeCKoro KJiaCTepa, coe,L\UHeHHblX no 

TeXHonomu GigabitEthernet. CyMMapHM npoH3BO,L\HTeJibHOCTh KJiacTepa Ha recTax Linpack 

COCTaBJI$leT OKOJIO 640 fq>Jionc, tJTO C0CTaBJij!eT OK0JI0 75% OT nHKOBOH npOH3B0,L\UTeJibHOCTU. 
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Pacrrpe,l:leJieHHrui apxnTeKTypa Sage rro3aom1eT coJ):laaaTh rpaqmqecKne rrpHJIO,KeHn.11, B 

KOTOph!X 3a,l:laqa no IIOCTpoeHHIO mo6pa,KeHH.!I MO)KeT BhIIIOJIH.!!ThC.11 Ha acex y:max KJiaCTepa [4, 5]. 

,[{Jrn 3THX 1.1eneit Ha KJiacTepe ycTaHOBJieHa peanma1.1n.11 MPI - OpenMPI w cncTeMa yrrpaaneHn.11 

3a):laHH.!IMH Torque COBMeCTHO C rmaHttpOBl.l.lHKOM Maui. Pacrrpe,l:leJieHH!UI 3a):laqa IIO IIOCTPOeHHIO 

mo6pa,KeHHH TPe6yeT o6mero ):IOCryrra K HCXO):IHhIM ):laHHhIM Ha Bcex Y3Jiax KJiaCTepa. Ka)K):lh!H y3eJI 

KJiacrepa, IIOMHMO 3arpY30qHOfO ):IHCKa, CO,l:lep,KHT ):IBa ):IHCKa 06'heMOM 500f6, KOTOphie 

o6'he):IHHeHhl B BHPTYaJihHhIH ):IHCK 60Jihlllero pa3Mepa. B CBOIO oqepe):lh ace ,KeCTKHe ):IHCKH co BCex 

Y3JIOB KJiacTepa o6'he):IHHeHhl B e):IHHhIH pa3,l:leJI C HCIIOJlh30BaHHeM pacrrpe,l:leJieHHOH CeTeBOH 

cjJaitnoaoit cncTeMhI GlusterFS. ,ll;aHHhIH IIO/:IX0/:1 rro3aon.11eT, ao-rrepBhIX, rronyqHTh ceTeaoe 

xpaHHJIHl.l.le ):laHHhIX 3HaqnTeJihHOro o6'beMa, BO-BTOphlX, 3HaqnTeJihHO yaennqHTh 

rrpOH3B0):IHTeJihHOCTh cjJattJIOBhIX orrepa1.1nit, ~o oco6eHHO Ba,KHO M.11 TaKOH pecypcoeMKOH 3a):laqn 

KaK o6pa60TKa BH):leO H rpacjJHKH CBepXBhICOKOro pa3pellleHH.!I. 

CttcTeMa Sage CO,l:lep)KHT Ha6op rOTOBhlX rrpHJIO)KeHHH ):IJl.11 COBMeCTHOH pa60ThI: C 

HCIIOJlh30BaHtteM crreQHaJihHOro Bridge cepaepa MO)KHO BhlBO):IHTh 0):IHHaKOBhie mo6pa,KeHH.!I Ha 

HeCKOJlhKO BH):leOcTeH, paCIIOJIO)KeHHhlX B pa3Hh!X opraHH3al.lH.!IX, HMeJOTC.11 rrpHJIO)KeHH.11 M.11 3axBaTa 

mo6pa,KeHn.11 pa6oqero CTOJia (VNC) n BhIBO):la ):laHHhlX mo6pa,KeHHH Ha cepaep. TaK,Ke ttMelOTC.11 

MO):IHcjJnunpoBaHHhle Bepcnn rrporpaMMhl mplayer M.11 IIOKa3a BH):leO n Ha6op cpe,l:ICTB M.11 Bh!BO):la 

rpacjJnqecKHX cjJaHJioB. B OT):leJie ITCH pa3pa6oTaHO co6cTBeHHOe rrpttKJia):IHOe rrpHJIO,KeHne M.!i 

Bh!BO):la Ha BH,l:leOCTeHy pe3yJihTaTOB qncJieHHOro MO):leJinpoBaHH.11 /:IByMepHhIX CTPYKTYP pocTa. 

5.5. HaylfHLie 6a3bl ):laHHblX 

B cern HQlI P AH pa6oTaeT 8 ttayqHhIX 6aJ ,naHHhIX, B TOM qncne cncTeMa yqeTa 

pe3yJihTaTOB HHTeJIJieKryaJihHOH ,ne.11TeJihHOCTH PoccttHCKOH aKa,l:leMHH HayK, OCHOBHhie cjJyttKl.lHH 

KOTopott 3aKJIJOqaJOTC.!I B: 

• C03,[laHHH rrporpaMM cjJttHaHCHpOBaHH.11 H 3!UIBOK Ha IIO):l.[lep)KKY rrpoeKTOB, 

3KCIIepTH3e 3!UIBOK H 3arrycKe rrpoeKTOB, 

KOHTpone H MOHHTOpHHre IIOMep)KaHHhlX rrpoeKTOB, 

3KCIIePTH3e o~eTOB IIO rrpoeKTaM, 

yqeTe pe3yJihTaTOB HayqHO-TeXHnqecKOH ):le.!!TeJihHOCTH. 

6. BbllfHCJJHTeJibHble M0~II0CTII 
6.1. K.JiacTep Wall 

PacrroJIO)KeH B 11HHOBal.lHOHHOM 1.1ettTPe PAH, B O):IHOM m KJI10qeah1x Y3JIOB ceTn ChANT. 

KnacTep HCIIOJih3YeTC.!I M.11 rrapaJIJieJibHOH o6pa6oTKH H Bll3YaJIH3a1.11m mo6pa,KeHH.!I 

CBepXBh!COKOfO pa3pellleHH.!I. IlpOH3B0,[IHTeJihHOCTh 650 fcjJJIOIIC. KJiacTep o6CJI~HBaeT CHCTeMy 

an,neo 4K (46MerarrnKceneit). 

6.2. K.JiacTep "IlapMa" 

PacrroJIO)KeH B HT<I> HM. JI.,ll;. JlaH):lay P AH. IIpoeKT HaqaT B KOHi.ie 2006 ro,na. KnacTep 6hm 
C03,naH ):IJI.11 pellleHH.11 3a,l:laq rn,npO,l:IHHaMHKH, M.11 yqeHhIX, 3aHHMa10mnxc.11 pacqeTaMH MeM6paH, 

MO,l:lemi:poBaHHeM KJiacTepoB H MeTO,[IOM MoHTe-Kapno B rrpnMeHeHHH K cjJH3HKe rnep,noro TeJia, 

rno6aJihHhIMH 3a):laqaMH KOCMOJIOrnqecKOH 3B0JIIOI.1HH. 

6.3. K.JiaCTepb1 CLI, CLI-X, CLICP 

KnacTepbl paCIIOJIO)KeHhl B na6opaTOpHH fa30,[IHHaMHKH 11HCTHTYTa rrpo6JieM XHMnqecKOH 

cjJH3HKH. 11CIIOJlh3YfOTC.!I ):IJI.11 pellleHH.11 3a):laq B o6JiaCTH BhlqHCJIHTeJihHOH cjJH3HKH H MOJieKyn.11pHOH 

JIHHaMHKH. 
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APXIITEKTYPA rPII,[l;A ,[l;JI51 HA:QIIOHAJibHOH 
HAHOTEXHOJIOrIIqECKOH CETII1 

A. n . .Il:eMHqeB, B. A. HJU,HH, A. TI. KpIOKOB, JI. B. lllaMap,D;HH 

HHH 51,iJepHoii rjJu3UKU UM. l(.B. CKo6eJiblJbZHa 
MI'YUM. MB.JloMOHocoea, 119992, MocKea, PoccUR, 

kryukov@theory.sinp. msu. ru 

ITpoeKT rpnna .ll)IJI HaUHOHll.JibHOll HaHoTeXHOJJOrnqecKOll ceTH (HHC) [1,2] -
poccniicKHii npoeKT HaqaThitt B 2008 rony. 3rn rpnn nmj>paCTPYKTYPa opneHTnpoaaHa Ha 
IlpHJJOlKeHHJI a o6naCTH HaHOTeXHOJJOrHH n HaHOHayK, KOTOpbie rpe6yioT .ll)IJI CBOero pemeHHJI 
napaJJJJeJJhHblX BblqHcJJeHHll Ha cynepKOMilblOTepax cpenHett MOIUHOCTH. MHome YHHBepCHTeThl 
n HCCJJenosaTeJJbCKHe ueHrpbl HMeIOT a CBOeM pacnopJ1JKeHHH nono6Hble cynepKOMilblOTepbi. 
ITo:noMy o6bennHeHne nono6HhIX pecypcoa B ennHyio rpnn-nmj>pacrpyKTypy no3BOJJHT 
yaennqHTb 3q>q>eKTHBHOCTb HCilOJJb30BaHHJI nopororo o6opynosaHHJI If npenocTaBHT 
IlOJJh30BaTeJJJIM yaeJJlfqlfTb B03MOJKHOCTH HCilOJJb30BaHHJI cynepKOMilhlOTepbl MJI CBOHX 
nccnenoaaHHtt. 

B npouecce npoeKTHpOBaHHJI fpnnHHC yqacTHHKH npoeKTa IlOCTapanHCb peIIJHTb 
npo6neMM, c KOTOphIMH cronKHynncb npyrne rpnnhI, TaKHe KaK EGJ/WLCG[3,4]. OnHa m 
6aJOBhlX nneii - 3TO pa3neneHHe noroKa ynpaBJJJIIOIUHX KOMaHn, TaKHX KaK rpa<j> JanaHHJI, OT 
IlOTOKa naHHblX B TOM qncne If HCilOJJHJleMblX nporpaMM. HanpnMep, cepBHC pacnpeneneHHll 
HarpyJKH, KOTOpblll pacnpenenlleT Janaqn MeJKny KOMilhlOTepaMH, He ynpaBJJJleT IlOTOKOM 
naHHblX. Bee naHHbie HenocpencTBeHHO nepenaIOTCll co cneUHaJJbHhlX cepaepOB xpaHeHHll Ha 
KOMilblOTepHble pecypcbI n o6paTHO. ,D;pyrnM BalKHblM OTJJlfqlfeM OT TpanHUHOHHblX pemeHHtt a 
rpnne llBJJlleTCll HCilOJJh30BaHHe REST apxHTeK'fYPHOro nonxona .ll)lll npoeKTHpOBaHHJI rpnn
cepBHCOB. HanpnMep, cepanc pacnpeneneHHll HarpyJKH cnpoeKTpoaaH n peanmoaaH KaK 
RESTful-rpnn-cepanc[5,6]. 3TO Il03BOJIHJJO 3HaqHTeJJhHO ynpOCTHTb npOTOKOJJhl o6MeHa MeJKny 
ueHrpaJJbHhlMH cepBHCaMH no cpaBHeHHIO C rpanHUHOHHhlMH pemeHHllMH, OCHOBaHHblMH Ha 
WSRF cTeKe. B npencrnsneHHOii pa6oTe MhI npnseneM 6onee neTaJJbHOe onncaHne apxnTeKTyphI 
fpnnHHC. 

OcHoBHOH 3a,11aqe11, Koropyio pewaeT nporpaMMHhIH K0MnJieKc fpn.nHHC HBJJlleTCll 

IIHTerpal(Hll pa3JilfqHblX KOMnhIOTepHbIX pecypcos, pacnpe.neneHHblX no TeppnropllaJJbH0 

pa3,!1eJieHHblM cattTaM, B e,!llfHblH nyJI rplf,!1-pecypcos. Ilpll 3TOM o6ecneqlfsaeTCH B03MOlKH0CTb 

BbinOJIHeHlfll BbiqlfCJIHTeJibHbIX 3a,!laHHH Ha y.naneHHblX K0MnbIOTepHblX pecypcax, Bbin0JJHeHHe 

KOMn031ITHbIX 3a,11aHHH (s TOM qlfcJJe, Bbin0JIHeHlfe OT,!leJibHblX 3a,11aq KOMn03lfTH0ro 3a,11aHlfll Ha 

pa3Hb!X pecypcax), a TaK:lKe Bbin0JIHeHIIe 3a,!laq, Tpe6yioll(HX napanJieJibHbIX Bb(qlfcJieHlfH Ha 

BhICoKonpoH3BO.!IJITeJibHhIX pecypcax. IlpoMelKYTOqHoe nporpaMMHoe o6ecneqeHHe (ITITO) 

fpI1,11HHC no3somIeT pacnpe,11eJIHTb Bb(qlfCJIHTeJibHbie 3a,!laHml no cattTaM If npHHHMaTb HX TaM, 

B03Bpall(aTb pe3yJibTaTbl nOJib30BaTeJIIO, KOHTpOJIHpOBaTb npasa nOJib30BaTeJieH Ha .nocryn K TeM lfJilf 

lfHbIM pecypcaM, nonyqaTb lfH<pOpMal(lflO O rp1I,!1-HH<ppacTpyKTYPe, ocyll(eCTBJIHTb MOHlfTOpHHr 

pecypcos, yqeT IIX lfCn0Jib30BaHlfll " ocyll(eCTBJ!llTb Pll.11 .npymx ,11eHCTBlfH. O61l(e,!IOCTYnHbie 

pecypCbl Ha OCH0Be caliTa M0fYT BKJifOqaTb BblqlfcJilfTeJibHbie Y3Jibl JI/lfJilf Y3Jibl xpaHeHHH If nepe,11aqlf 

,11aHHhIx, co6cTseHHO ,11aHHb1e " npHKJia,!IH0e nporpaMMH0e o6ecneqeHHe. 

B CaMOM o61l(eM Blf,!le rpH.11-apXHTeKrypy fp1I,11HHC MO:lKHO npe,!ICTaBIITb KaK CIICTeMy, 

lfMelOll(YJO Tpll 6a30Bb!X CJI0H (CM. PHC. 1): 

cnoli HHTepcpelicos noJib3osaTenei1 (HIT), cs»3aHHhIH c .nocrynoM K rpH.!IY noJih30BaTenei1, 

Pa6orn 6MJJa qacrnqHO BblilOJIHeHa npH q>HHaHCOBOtt nonnepJKKe rpaHTaMH P<l><l>H (10-07-00332), 
KOHrpaKTaMH MHHHCTepcTBa o6pa30BaHHJI n ttayKH P<l> (.N2 01.647.11.2004, .N2.02.740.11.0388 H Hlll .N2 
4142.2010.2). 
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8,LIMllHllCTpaTopOB ll MeHeJOl(epoa; 

cnoii o6mnx rptt.n-cepancoa, oTBe1m10mnx 3a pa6ory fpn.nHHC B uenoM; 

CJIOH caHTOB C rptt.n-lIIJII03aMll - cepBllCaMll, o6ecneqllBaJOIUllMll ,nocryn K JIOKaJibHhJM 
pecypcaM. 

HuTepif>eiicb( U0Jib30B3TeJIH npe,nmnHaqeHbl ,nJIJI qiopMttpOBaHllJI 38,LlaHllJI nOJib30BaTeJIJI ll 
3anycK ero Ha o6pa60TKy. flocne 3TOro noJih30BaTeJih MO)KeT OTKJIIQqllTbCJI OT CllCTeMbl. 
flo,nKJIIOqaJICb BpeMJI OT BpeMeHtt K fptt,nHHC, nOJib30BaTeJib MO)KeT KOHTpOJittpoBaTb xo,n 
BbinOJIHeHllJI 38,LlaHttJI; no OKOHqaHlllO 38,LlaHllJI, nOJib30BaTCJib MO)KeT nonyqttTb pe3YJlbTaT 
BbinOJIHeHllJI 38,LlaHllJI Ha CBOH KOMnhlOTep. 

Ill 

061JlMe cepBMCbl rpMA-MH<l>pacTpy1nypbl 

~ - - - Ca;r rp~.o.HHc - - - -I ~ - - - ea;r rP;AHHc - - - -, 
,---~· ,---~ ~--~· 

Pnc. 1: O6maH apxmeKrypa fptt.nHHC 

} 
Cnoil IIHTepclieilco■ 
nonuoaann• 

}
Cnoil o6~NX 
cepa11coa 

Cnoii caiiTOB C rpu,n-WJII033MH H pecypcaMu: rptt.n-lIIJII03bl 3TO cepBllCbl, 
06ecneqnaa10mtte, BMecTe C llHTepqieiicaMll K JIOKaJibHbIM pecypcaM (HJIP), ,nocryn K JIOKaJibHblM 
pecypcaM; 6naro,napll rpn,n-IIIJII03aM n106b1e noKaJibHhie pecypcb1 fptt.nHHC npe,ncraBJieHbl ,nJIJI 
OCTaJibHbIX KOMnOHeHT rptt.n-llH<ppaCTPYK'fYPbl a Btt,ne rptt,n/ae6-cepBllCOB. 

Cnoii o6mux rpu,n-cepsucos o6ecneqnaaer pa6ory tt ynpaBJieHtte aceM rptt.noM B uenoM. 
fpynnhI o6mnx rptt,n-cepBllCOB ll rptt.n-IIIJII030B CTPYK'fYPHO o6'be,!lllHJIIOTCJI no llX 
Q>YHKUllOHaJihHOMy HaJHaqeHttlO B pll,n cttcTeM fpn,nHHC. 3Ttt cttcTeMbI tt cepattchI fptt.nHHC 
nepeqncneHbl B Ta6nnue I, a Hll)Ke ,naHO KpaTKOe onttcaHlle Ka)K,!lOH ll3 CllCTeM ll HeKOTOpbIX 
KJIIOqeBhIX cepBllCOB. 

Be6-unmep<J,euc I'puoHHC (BHI) npe,nHaJHaqeH ,nnJ1 B3attMo,neiicTBttll noJib30BaTeJIJ1 c 
rpn,n-cpe,noii nocpe,ncTBOM 06b1qHoro ae6-6pay3epa. Bl1f no3BOJilleT nonh30BaTeJIIO nonyqaTb 
llH<popMaUlllO O rptt.n-pecypcax, C03,!laBaTb npllMO B OKHe ae6-6paY3epa onncaHllJI 38,[laHllH C 
UOMOI.Qb!O cneUHaJibHblX pe.naKTOpOB ll 3anycKaTb llX Ha o6pa6oray. flocne 3TOro nOJib30BaTeJib 
MO)KeT OTKJIIOqHTbCJI OT CHCTeMbl. 3aTeM, no,nKJIIOqaJICb BpeMJI OT BpeMeHH K fptt.nHHC, 
nOJib30BaTeJib MO)KeT KOHTponttpOBaTh xo,n BbinOJIHeHHJI 38,[laHHJI, a no OKOHqaHHIO 38,LlaHHJI, 
UOJlb30BaTeJib MO)KeT nonyqHTb pe3yJihTaT BbinOJIHeHllJI 38,LlaHHJI Ha CBOH KOMnhlOTep. TaKHM 
o6pa30M, Bl1r n03BOJIJleT nOJib30BaTeJIIO pa60Ta10I.QeMy 3a KOMnhlOTepoM C JII060H onepaUllOHHOH 
CHCTeMOH B3aHMO,!leHCTBOBaTb C fptt.nHHC 6e3 ycTaHOBKll KaKoro-n1160 .nonoJIHllTeJibHOro 
nporpaMMHoro 06ecneqeH11J1. 

KoHeqHo, B HeKOTOpbIX cnyqaJIX ttCnOJib30BaHtte Bl1f, KaK ll JII06oro rpaqinqecKOro 
HHTep<peiica, MO)KeT 0Ka3aTbCJI Hey,no6HbIM: HanpttMep, eCJIH noJib30BaTeJIIO Heo6xo,nllMO 
ocyI.QeCTBJIJITb aBTOMaT113llpOBaHHblH 3anycK Ha6opa 38,LlaHHH C nOMOI.QblO cneuttanhHO HanttCaHHOro 
cueHap1rn (cKpttnTa). B TaKHX cnyqaJIX nOJlb30BaTeJih MO)KeT HCnOJib30BaTh HHTep<pettcbl KOMaH,!lHOH 
CTPOKH cttcTeMhI ynpaBJieHHJI BbmonHeHtteM 3a,naHHH (11KC CYB3), a TaK)Ke ttHcTpYMeHTapttll Mll 
pa6oThI c 3JieKTpOHHhIMll ceprn<pttKaTaMll (11KC yrllJittThI proxytool). 
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,.. 

Ta6nm~a 1. CttcTeMhI tt cepsttChI fpm~HHC 

CucTeMa rpu,ll-cepsnchl CoKpameuuoe 
ua1sau11e cepsnca 

. HHTep4>el1ci.1 rpu.nHHC I Cepsep se6-nuTep<!>el1ca rptt.llHHC ~~_!i_i:: 
! CncTeMa ynpaBJieHID! I Cepsnc pacnpe,lleJieHID! H K0HTP0JUI 1a;iau11l1 «IlllJIOT» I CPK3 11Il11JI0T11 

I 
Bblil0JIHCHllCM 33)l3Hllll . 
(CYB

3
) I Cepsttc nepe)laqn )laHHbIX jGridFTP 

183, 
IHJIP 

! i 8blq11cn11TeJibHblll JJICMCHT C llHTep<!>el1coM K 
I noKani.uoMy pecypcy (zpuo-m11101) 

i CncTeMa M0HHTOpHHra 
i 11 yqeTa pecypcos 
l(CMYP) 

I Hu<!>opMaUHOHHM 
j cncreMa (HC) 

I Cepsttc ua;ieJKttol1 nepe.llaqn 4>al1nos (zpuo-1UJ1101) I CHII<l> 

i Cepsnc c6opa )l3HHbIX M0HHT0pttHra I CC,[(M 

i Cepsnc c6opa )laHHbIX yqern 11cnoni.3osauID1 pecypcos i CC,ll;Y 

I Cepsnc perncTPaunn pecypcos 11 rpn.ll cnYJK6 j CPPrc 

I .QeffTPani.ui.1l111u4>opMaunouui.1l1 cepsnc I .QHC 

·1 JlOKaJibHblll HH<!>OpMaunoHHblll cepBHC (zpuO-lUJIIOJ} 1 JIHC 
1..., u i yn CttcTeMa 6e3onaCHOCTll j -".ll0CTOBCpll!O!llllH UCffTP I .... 

11 KOHTPOJIJI npas : Cepsnc ynpasneHIDI npoKcn-ceprn<!>nKaTaMH I CYIIC 
)locryna (CEKII,!l) I 1 

! Cepsnc nposepKn craryca cepr114>11Karos i CIICC 

i Cepsnc ynpaBJieHIDI snpryani.ui.1Mn oprau11JaUID1M11 i CYBO 

Be6-u11mepq,euc I'puoHHC (BHI) npe,nHaJHaqeH ,nnJ1 B3attMo.n.eiicTBHJI nonh3osaTem, c 

rptt.n.-cpe.n.oii nocpe.n.crnoM o6bitIHOro se6-6paY3epa. Bllf no3BOJIJleT noJih3OBaTemo nonyqaTb 

ttmpopMaumo o rpll,!1.-pecypcax, co3,nasaTh npl!MO s OKHe se6-6pay3epa onttcattttJI 3a,nauttii c 

IlOMOJUhIO cneuttaJihHhlX pe,llaKTOpOB ll 3anycKaTh llX Ha o6pa60TKy. Tiocne JTOro IlOJib3OBaTeJib 

MO)KeT OTKJIIOllllThCH OT CllCTeMbl. 3aTeM, IlO,llKJIIOllaHCh speMH OT speMeHll K fpll,!I.HHC, 

IlOJlh3OBaTeJib MO)KeT KOUTpOJillpOBaTb XO,ll BhlilOJIHeHllH 3a,naHHH, a no OKOHtiaHHIO 3a,D.aHHH, 

IlOJlh3OBaTeJib MO)KeT IlOJIY1fllTh pe3yJihTaT BhlilOJIHeHllH 3a,D.aHHH Ha CBOH KOMilbIOTep. TaKllM 

o6pa30M, Bl1f IlO3BOJIHeT IlOJlh3OBaTeJIIO pa6oTaIOIUeMy 3a KOMilhIOTepoM C JII06oii onepauttOHHOH 

CllCTeMOH B3attMO,lleHCTBOBaTh C fpll.!I.HHC 6e3 ycmHOBKll KaKOfO-JIH6o ,llOilOJIHllTeJihHOfO 

nporpaMMHoro o6ecnetieHttH. 

KottetIHO, B HeKOTOpbIX CJIY1faHX llCilOJlh3OBaHlle Bl1f, KaK ll JII06oro rpaq>tttieCKOro 

llHTepq>eiica, MO)KeT OKaJaTbCH uey.ll06HbIM: HanpttMep, eCJill IlOJlh3OBaTeJIIO He06XO,llllMO 

ocymecTBJIHTh aBTOMaTll3llpOBaHHhlH 3anycK ua6opa 3a,naHHH C IlOMOJUhIO cneuttaJihHO uanttcaHHOfO 

cueuapttH (cKpttnm). B TaKllX CJIY1faHX IlOJlh3OBaTeJih MO)KeT llCilOJlh3OBaTb llHTepq>ettChl KOMaH,llHOH 

CTPOKH cttcTeMhI ynpaBJieHHH BhlilOJIHeHtteM 3a,nauttii (l1KC CYB3), a TaK)Ke ttHCTpYMeHTapHH .nn» 

pa60Th1 c 3JieKTpOHHhIMH ceprnq>ttKaTaMH (l1KC yrnnttThI proxytool). 

CucmeMa ynpaanemm Bbmon11e11ueM :1aoa11uu (CYB3) o6ecnetittsaeT pacnpe,lleJieHtte tt 

KOHTPOJih 3a BhlilOJIHeHtteM 3a,D.aHHH Ha rptt,ll-pecypcax, KOTopa» OTHOCllTCH K CJIOIO o6mecttCTeMHhIX 

CJI~6. fJiaBHaH 3a,naqa cepsttca «TillJIOT» - 3TO 3anycK 3a,naq KOMilO3llTHOro 3a,llaHllH B COOTBeTCTBllll 

C TPe6osaHHHMll 3a,naq ll COCTOHHlleM BhlllllCJlllTeJibHhlX pecypcos, KOTOpbie ny6JIHKYeTCH B 

llHq>OpMaUHOHHOH CllCTeMe. 

I'puO-lU/l/0:Jbl. TIOMllMO o6mecttcTeMHhIX CJI~ Ba)l(Hyro pOJih ttrpaIOT rpll,!I.-IIIJII03hl. fpll,!I.

IIIJII03 K BhlllllCJillTeJibHOMY pecypcy - 3TO COBOKYilHOCTh cepBllCOB, TaKllX KaK cepBHC 3anycKa 

3a,!l.aHHH, JIOKaJihHhlH llHq>OpMaUHOHHhlH cepsttc, cepsttc nepe,llatill ,ll3HHhIX. <l>yttKUllOHaJihHO K rpll.!I.

IIIJII03aM OTHOCHTCH eme llHTepq>eHChl K JIOKaJihHhIM pecypcaM (l1JIP) - MO.llYJill, KOTOpbie 

o6ecnetIHBaIOT TPaHCJIHUllIO 
11
H3h!Ka" rpll,!1.-Cpe,llhl Ha 

11
H3hlK

11
, IlOHHTHhlH KOHKpeTHOMY pecypcy. ,ll!IH 

KaJK,llOro Tttna pecypcos (TOtIHee - Tllna MeHe,ll)Kepa JIOKaJihHOro pecypca (MJIP)) ,llOJI)KeH 6b!Th CBOH 
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l1J1P. B HaCTOHII(ee BpeMH fptt,nHHC ITO;:mep)KHBaeT cne.n:yiomtte MJIP: PBS/Torque, Cleo II Slunn. 

fp11,n:-IIJJJI03 K pecypcy xpatteHHH .n:aHHhIX (GridFTP cepBHc) HCITOJJh3yeTCH .n:JJH ITepe,n:aq11 BXO.!J:HhIX 

,n:aHHhIX 3a,n:aq Ha pa6oqtte Y3JlhI pecypcoB, a pe3yJJhTaTOB 3a,n:aq - Ha cepBepbI GridFTP, oncy.n:a OHM 

MOfYT 6hITb 3a6paHhl ITOJlb30BaTeJJeM Ha CBOH KOMITbIOTep. 

Cucmwa 6e:1onac11ocmu u «onmpomt npaa oocmyna (CEKI//() 06ecITeq11BaeT 6e3oITaCHhIH 

.n:ocryIT K pecypcaM B He3amttmeHHhIX cernx o6mero .n:ocryITa (l1HTepHeT) c yqeToM ITpaB .n:attttoro 

ITOJlb30BaTeJJH If ITpaBHJl o6cJJ~HBaHH51 ITOJlb30BaTeJJett ,n:aHHbIM pecypCHbIM ueHTpOM. CEKTIJJ: 

npe.n:ocTaBJJHeT TaKHe cepBHCbl, KaK cepBHC aYTeHTHqmKaUHH, cepBHC KOHqm,n:eHUlfaJJbHOH ITepe,n:aq11 

HHCpOpMaUHH, cepBHC .n:enempoBaHHH ITpaB If ynpaBJJeHHH BHPTYaJJhHb!Mlf opraHH3aUHHMH, BKJJIQqa5I 

npaBa OT,n:eJJbHbIX IIOJlb30BaTeJJett B rp11.n:-cpe.n:e. 

HmjJOJJMUt<UOlllUlll CUCme.Ma (HC) peIIJaeT 3a,n:aqy c6opa If ynpaBJJeHHH ,n:aHHblMlf 0 

COCTOHHHH rptt,n:a, nonyqaH HHcpOpMaUHlO OT MHO)KeCTBa pacITpe.n:eneHHblX lfCTOqHHKOB -

nocTaBII(HKOB. Otta npe,n:Ha3HaqeHa ,n:JJH ITOCTOHHHOro KOHTpOJJH cpyHKUHOHHpOBaHHH rpH,n:-CHCTeMbl, 

o6ecneqeHHH CBOeBpeMeHttoro peampoBamrn Ha B03HHKaIOm11e ITpo6neMbI II pa60ThI cepBttca 

pacnpe.n:eneHHH If KOHTpOJJH 3a,n:aHHH. B 3TY CHCTeMy BXO.!J:HT KaK ueHTpaJJbHbIH HHcpopMaUHOHHblH 

cepBHC (~C), arpempyiom11ii HHcpopMaUHIO, nocryITa10myio OT Bcex pecypcoB, TaK II JJOKaJJhHbie 

HHqlOpMaUHOHHbJe cepBHCbI, 5IBJ15IlOII(lfeCH qacTblO rp11,n:-IIJJJI03a ,n:JJH HHcpOpMaUHOHHbIX ITOTOKOB OT 

pecypcoB B rptt.n:-cpe.n:y. 

Cucmwa Mo11umopu11za u y'lema pecypcoa (CMYP) ITpe,n:Ha3HaqeHa .n:JJH OTCJ1e)K1rnaHHH 

TeKymero cocTOHHHH pecypcoB, 3a,n:aHHH H .n:pymx 061,eKTOB B cttcreMe. l1ttcTpYMeHTap11ii CMYP 

npe,n:OCTaBJJHeT KaK CTaTHqeCKYJO TaK H .!J:HHaMHqecKyio HHqlOpMaUHIO O cpyHKUHOHHpOBaHHlf 

fptt.n:HHC (npHMepoM .!J:HHaMHqecKOH HHqJOpMaUHH MO)KeT CJl~lfTb COCTOHHHe oqepe.n:eii Ha 

BbJqHCJJHTeJJbHOM KJJacrepe ). . 

C11ym6a pezucmpa1<uu pecypcoa u zpuo-cepaucoa (CPPrC) 06ecITeqttBaeT .n:ocryn 

IIOJlh30BaTeJJett If rpH,n:-cepBHCOB K peeCTPY Bcex pecypCHblX rpH,n:-cattTOB If cepBHCOB fptt.n:HHC. 

l1cnonb3yeTcH TaK)Ke ,n:nH ynpaBJJeHtteM fptt.n:HHC (HanpttMep, .n:JJH OTKJJIOqeHHH MeHe.!J:)KepaMH rptt,n:a 

KaKHX-JJH6o cepBHCOB lfJ]lf pecypcoB ITO coo6pa)KeHHHM 6e3onaCHOCTlf BCett rptt,n:-HHcppaCTPYKTYPhI). 

C oprattmau110HHOH rnqKH 3peHHH OCHOBHOH CTPYKTYPHOH e,n:ttHHUett HBJJHeTCH eupmyaJ1bHaJ1 

Op2aHU3QljUJl (BO). BO - 3TO COBOKyITHOCTb JJIO,n:ett If opraHH3aUHH, HaxO,n:Hll(aHCH ITO.Li: e,n:HHbIM 

a,n:MHHHCTpaTHBHblM yITpaBJJeHHeM, KOTOpbie comacoBaHHblM o6pa30M lfCITOJlb3)10T rptt.n:-cepBHCbl Ha 

ocHoBe noJJHTHKH BO. OcttoBHaH 3a,n:aqa BO - 3To 06ecITeqeHHe .n:ocryITa qneHoB BO K KOHKpeTHhIM 

cepBHCaM H pecypcaM Ha OCHOBe .n:oroBopeHHOCTlf C BJJa,n:eJJbUeM cepBttca/pecypca. IIp11qeM BHYTPH 

BO pa3Hble ITOJlb30BaTeJJH MOfYT ITOJJyqHTb pa3HbJe ITpaBa .n:ocryITa K pecypcaM (HaITpHMep, o,n:Ha 

rpyITITa ITOJlh30BaTeJJett BHYTPH BO MO)KeT ITOJJyqHTb .n:ocryrr K 60JJbIIJeMy Ha6opy pecypcoB, qeM 

.n:pyraH). BO opraHH3)10TCH, KaK ITpaBlfJJO, ITO ITPHHUHITY o6mHOCTlf HayqHo-ITpOH3B0.!J:CTBeHHbIX 

uenett II o6JJaCTH HCCJJe,n:oBaHHH ee qJJeHOB. KotteqHo, MO)KeT OKa3aThCH, ~o HCCJJe,n:oBaTeJJb, 

)KeJ1a10mttii pa6oTaTh B cpe.n:e fptt.n:HHC He Haii,n:eT ITo,n:xo,n:Hmeii BO, qneHOM KOTopoii OH MO)KeT 

CTaTb. B 3TOM cnyqae eMy 6y,n:eT npe.n:ocTaBJJeHa B03M0)KHOCTb BCTYITHTb B CITeUHaJJbH)'IO BO C 

orpaHHqeHHblMH pecypcaMH. O,n:HH ITOJlb30BaTeJJb MO)KeT 6hITb qJJeHOM HeCKOJlbKHX BO. 

BMeCTO JlOrHHa!ITapoJJH, KOTOpbie o6bJqHo HCITOJlb3yIDTC51 ITPH ITpHMOM .n:ocryITe K pecypcaM, B 

rptt.n:-cpe.n:e, B qaCTHOCTH, B fptt.n:HHC, HCIIOJlh3yeTC51 UHcppOBOH cePTHqJHKaT - COBOKyIIHOCTb ,n:Byx 

cpaHJJOB (OTKpb!TblH H 3aKpblTbIH KJJIOqH). 3TOT CePTHqlHKaT Bbl,n:aeTCH ITOJlb30BaTeJJIO CITeUHaJJbHOH 

rptt.n:-cn~6ott - Y,n:oCTOBepHIOII(HM ueHTpOM. C ero ITOMOII(blO, a TaK)Ke c ITOMOII(blO cepBHCa 

yITpaBJJeHHH BHPTYaJJbHbIMH opraHH3aUHHMH, ITOJlb30BaTeJJb C03,n:aeT TaK Ha3bJBaeMbIH paCIIJHpeHHbIH 

ITpOKCH-cepTHqlHKaT, KOTOpbIH .n:enempyeTCH .n:pymM rptt,n:-cepBHCaM, ~o IT03BOJJHeT BblIIOJJHHTb 

3a,n:aHHH ITOJlh30BaTeJJH Ha pecypcax OT ero HMeHH B COOTBeTCTBHH C ero ITpaBaMH. 

Eme O.!J:HH IIJar, ITOMHMO C03,n:aHH51 ITpOKCH-cepTHqJHKaTa, KOTOpb!H ITOJlb30BaTeJJb .!J:OJ])KeH 

c.n:enaTb ITepe.n: OTnpaBKOH 3a,n:aHHH B rpH.n:-Cpe.n:y, 3TO C03,n:aTh OITHCaHHe 3a,n:aHH51. B 3TOM OITHCaHHH 

ITOJlb30BaTeJJh YKa3bJBaeT HCITOJJHHMhie cpaHJJbl, KOTOpbie Heo6xo,n:HMO BbIIIOJJHHTb, ITapaM~bl, C 

KOTOpbIMH OHM ,n:OJJ)l(Hbl HCITOJJHHTbCH, BXO.!J:HbJe ,n:aHHhie, KOTOpb!e H~Hbl B ITpouecce BbIIIOJJHeHH51 

3a,n:aHHH, H T.,n:. B qacTHOCTH, ITOJlb30BaTeJJb MO)KeT HBHO YKa3aTh pecypcbI, Ha KOTOpblX .!J:OJ])KHO 

BbIIIOJJHHTbCH 3a,n:aHHe. IlOMHMO YHHqlHKaUHH CITOC060B .n:ocryITa K pecypcaM ITPH 3TOM IT05IBJ15leTC51 
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eme o,nHa B03M0)KHOCTh - 3a,nam1e MO)KeT 6hITh KOMil03HTHhIM, TO eCTh COCTOJITh H3 Ha6opa 

OT,neJihHhlX CBJI3aHHhIX Me)K)ly co6oii 3a_naq. COOTBeTCTBYJOll.lHH rptt.n-cepBHC (a HMeHHO, 

CPK3 «TIHJIOT») B03hMeT Ha ce6ii: 3anycK H KOHTPOJih BhIIlOJIHeHHJI OT,neJihHhIX 3a_naq B COOTBeTCTBHH 

C OilHCaHHeM 3a,naHHJI. B OilHCaHHH 3a_naq YKa3hIBaeTCJI KaKHe q>aHJihl H K)'.na ,nOJI)KHhl 6hITh 

nepe.naHhI, qro6ht o6ecneqHTh BhIIlOJIHeHHJI 3a,namrn B uenoM. Tiocne 3anycKa 3a,naHHJI H nonyqeHHJI 

OT rpH,na ero H,neHTmpHKaTOpa IlOJih30BaTeJih MOJ/Cem BhlKJIIOqHTh CBOH KOMilhIOTep, a 3aTeM, 

no,nKJIIOqHBWHCh CHOBa, C IlOM0ll.lhIO nonyqeHHOro H,neHTHq>HKaropa Y3HaTh CTaryc 3anymeHHOro 

3a,naHHJI H, ecJIH OHO ycneWHO 3aBepWHJIOCh, IlOJiyqHTh pe3yJihTaT. TaKHM o6pa30M, pe)KHM pa60Thl 

fptt.nHHC - naKeTHhIH pe)KHM. 11HTepaKTHBHhIH pe)KHM pa6oThI He npe,nycMOTpeH. 

lllarH, KOTOphte )lOJI)KeH BhIIlOJIHHTh IlOJlh30BaTeJih ,nJIJI HCil0Jlh30BaHHJI KOMilh!OTepHhIX 

pecypcoB B rptt.n-cpe.ne JIBJIJIIOTCJI cne.nyiomttMH. 

Tipe,nBapttTeJihHhie wam: 

1. nonyqeHHe UHq>pOBOro CePTHq>HKaTa, 

2. pemcTPaUHJI B BttpryaJihHOH opraHmaUHH. 

lllam, BhIIlOJIHJieMbie npH 3anycKe 3a,naHHH B rptt.n-cpe.ny (He BCe JIBJIJIIOTCJI o6JI3aTeJihHhIMH; 

HeKOTOpbie BhIIlOJIHJIIOTCJI o,nHH pa3 ,nJIJI pii:.na 3anycKOB): 

1. C03,naHHe npOKCH-cepTHq>HKaTa C pacwttpeHHJIMH, YKa3h1BaIOI11HMH Ha npaBa IlOJih30BaTeJIJI, 

2. C03,naHHe OilHCaHHJI 3a,naHHJI, 

3. nepe,naqa ,naHHhIX C JIOKaJihHOro KOMilbIOTepa IlOJih30BaTeJIJI Ha cepBep xpaHeHHJI ,naHHhIX 

(GridFTP), KOTOphIH YKa3aH B 3a,naHHH, 

4. JanycK 3a,naHHJI, 

5. OTCJie)KHBaHHe xo.na BhIIlOJIHeHHJI 3a,naHHJI, 

6. nonyqeHHe pe3yJihTaTOB Ha KOMilhIOTep IlOJih30BaTeJIJI. 

TipH OTCJie)KHBaHHH xo.na BhIIlOJIHeHHJI 3a,naHHJI H 3a,naq OCHOBHOH KOHTPOJihHOH 

HHq>OpMautteii JIBJIJieTCJI HX TeKymee COCTOJIHHe. OCHOBHhie H3 HHX - 3TO running, abort H finish. B 

cnyqae aBapHHHOro 3aBepweHHJI O)lHOH H3 3a_naq 3a,naHHJI, TO cepBHC «TIHJIOT» npo,nOJI)KHT 3anycKaTh 

Te 3a_naqH, KOTOpbie He 3aBHCJIT OT aBapHHHO 3aBepWHBilleHCJI. 

Tio.npo6Hyio HHq>opMauHIO o q>yttKUHOHHpOBaHHH fptt.nHHC, a TaK)Ke HHCTPYKUHH ,nnii: 

IlOJlh30BaTeJieii H a,nMHHHCTPaTOpOB pecypcoB fptt.nHHC MO)KHO IlOJiyqHTh Ha carire npoeKTa: 

http:/ /ngrid.ru 

B 3aKJIJOqeHtte OTMeTHM, qro fptt.nHHC ii:BJiii:e-rcii: noJIHoq>yHKUHOHaJihHhIM rptt.noM, KOTOphIH 

BKJIJOqaeT Bee Heo6xo,nHMhie CJI~6ht H cepBHChl. TipH ero C03,naHHH BnepBhie 6bIJI HCilOJih30BaH 

apxHTeKTYPHhIH CTHJih REST ,nnii: pa3pa6oTKH rptt.n-cepBHCOB. 3TO no3BOJIHJIO 3HaqHTeJihHO 

ynpoCTHTh npoTOKOJihl o6MeHa Me)K)ly cepBHCaMH H, TeM caMhlM, c,neJiaTh 3TH cepBHChl 6onee 

y.no6Hh!MH ,nJIJI peanmaUHH H Ha)le)KHhIMH B 3KCITJiyaTaUHH. BTopoii Ba)KHOH oco6eHHOCThIO 

fptt.nHHC - 3TO pa3,neneHtte nOToKa ynpaBJieHHJI H noroKa ,naHHhIX nptt o6pa6oTKH 3a,naHHH. Bee 

3TO Il03BOJIHJIO C03,naTh m6Kyio CHCTeMy, KOTOpaii: JierKO npttcnoca6JIHBaeTCJI ,nJIJI no,nKJIJOqeHHJI 

cynepKOMilhIOTepoB, pa60TaIOll.lHX no.n pa3JIHqHhIMH oc H HCilOJih3YJOll.lHX pa3JIHqHhie JIOKaJihHhie 

MeHe)l)Kepbl pecypCOB. 
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IO. ct>. P5160B 

1HHHJ/<!J MI'Y, 2PHJ-I «Kyp1wmoec1<uu UHcmumym».30HJ/H, 4llHJ/<!J PAH 

Grid-infrastructure for National nanotechnology network (GridNNN) is a new Russian 
Grid-project which is developing by SINP MSU, JINR, RRC "Kurchatov Institute" and PNPI in 
2008. 

The main target of the project is provide the users unified remote access to Russian 
supercomputer centers to solve wide set of application in nanotechnology and other science and 
engineering area. 

The GridNNN is a full scale Grid infrastructure which base on the original MW and 
Globus Toolkit (v. 4.2). Most core Grid-services are original development. They base on modem 
REST architecture style in grid-service programming. Now GridNNS integrated ten resource 
centers which accumulated more then eight thousand slots (cores) in total. 

The current status and the future of GridNNN project will be presented. 

OcHOBHlUI l.{eJib rrpoeKTa fpn.nHHC [1] - :no co3,D.aHne rpn.n-nH<ppac-rpyicrypbt .nm, 
Hal(HOHaJibHOH HaHOTexHonomqecKott CeTH (HHC)[2]. ,lJ;aHHbIH rrpoeKT 6bm HaqaT B 2008 ro.ny n 
&1,m paccqHTaH Ha TPH ro.na. foJIOBHOH HCII0JIHHTeJib rrpoeKTa - HayqHO-HCCJie,D.OBaTeJibCKHH 
HHCTlflyr }l,ll.epHOH q>H3HKH HMeHH ,n;.B. CKo6eJibl(bIHa MoCKOBCKOfO rocy.napcTBeHH0ro 
YffHBepCHTeTa HMeHH M.B. JlOMOHOCOBa. B rrpoeKTe TaIOKe rrpHHHMaIOT yqacTne C0Tp)',ll.HHKH O1-UIM, 
ffiUl<l> PAH, PHQ «KypqaTOBCKHH HHCTmyr». PyKoBO.D.HTeJib pa6oT, ,D..<p.-M.H. B.A. I1JtbHH. 

fpn.nHHC - 3T0 K0MIIJieKcHoe rpH.D.-perneHne, Koropoe BKJIIOqaeT rrpoMe)KyroqHoe ITO, rpH.D.
cepBHCbI " CJI~bl, pemaMeHTbl pa3BepTbIBaHH}l " pa60Tbl " TaK .nanee. B qaCTH0CTH CIO,D.a BX0,ll.}IT 
CJie.nyiomne cepBHCbl n CJI~6bt: 

II0,ll.,ll.ep)KKa IIOJib30BaTeJiett, BHpTyaJibHblX 
a,D.MHHHCTparopoB; 
M0HnropnHr n yqeT pecypcoa, 3a,D.aHntt; 
CJI~6a perncTpal.{HH cepBHC0B; 
cepBHC yrrpaBJieHH}l BbIII0JIHeHHeM 3a,D.aq; 
rpn.n•IIIJII03bt .nocryrra K pecypcaM; 
II0Jib30BaTeJibCKHe HHTepqiettCbl. 

opraHH3al.{ntt, 

TaKHM o6pa30M fpn.nHHC rrpe.D.CTaBJI}leT co6oit rroJIHo<pyHKl.{HOHaJibHbIH rpH.D.. 

CHCTeMHbIX 

C caM0ro Haqana, O,ll.HOH H3 l.{eJiett ripoeKTa 6bIJIO o6be,D.HHeHne cyrrepK0MIIbIOTepHblX 
pecypcoB yqacTHHK0B HHC B e.nnHyIO rpH,D. cncTeMy. YqHTbIBlUI crrel.{nq>HKY pa60Tbt 
cyrrepK0MIIbIOTepoB, Ba)KHbIM Tpe6oBaHHeM K pa3pa6aTbIBaeMOMY rrpoMe)KYT0qHoMy rpn.n-ITO 6bIJIO 
MHHHMaJibH0e BMeIIIaTeJibCTB0 B pa6ory cyrrepK0MIIbIOTepHbIX l.{eHTp0B, B qacTH0CTH, He 
.nonycKaJiaCb ycTaH0BKa crrel.{HaJibH0ro no Ha Y3Jibl cyrrepK0MIIbIOTepHbIX KJiaCTep0B. B 3TOM 
.cymecTBeHHoe ornnqne .naHHoro rrpoeKTa OT rpH,D.a WLCG [3]. 

EOJibIIIHHCTBO cepBHC0B n rrporpaMM 6bIJIH pa3pa60TaHbl yqacTHHKaMH rrpoeKTa. O.nHaKO, pg.n 
cepBHC0B HCII0Jib3yIOT HMet0mnecg OTKpbITbie pa3pa60TKH. HarrpnMep rpH.D.·IIIJII03 0CH0BaH Ha 
Globus Toolkit-4.2 [4], a HH<pOpMal.{nOHHlUI cncTeMa rrocTpoeHa Ha WS-MDS [5] Ha ocHoBe Glue 

1 Pa6oTa 6bma qacTHqHo BblIT0JIHeHa npn <jJHHaHCOBOH IlO)UJ.epJKKe rpaHTaMH P<l><l>H (10-07-00332), 
KOHTpaKTaMH MHHHCTepcrna o6pa3oBaHH}l H HayKH P<l> (N2 01.647.11.2004, N2. 02.740.11.0388 H Hill N2 
4142.2010.2). 
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Scheme-1.3 [6] c HeKOTOphIMH Mo.nmjmKau,tt»MH. Ha Pttc. 1 npttBe.neHa o.nHa H3 cTpaHHI.1 Be6-cepcttca 
L(eHTpanbttoii ttttcpopMau,ttoHHOH cttcTeMbI fptt.nHHC. 

'" /2• I'pv!~ ·, •· HHC 
~.·.asHa~ ca,1r '1<naCTep Osepeab P;,cyr<b noMOL!1b r1ll'arlHC J./;;.::} 

CnHCOK O'lepeAeM B CHCTeMe f PHAHHC 

B c~creMe 04epe,11e~: 28, 
Beere npo~eccopoB Bb1,11eneHHblX 04epe,11AM: 26324, rno60,11HblX npo~eccopoe: 326. 
B ,QaHHbl~ MOMeHT 3a,Qa4: 374, H3 H~X 178 BblnOnHAeTCA ~ 196 OJKH,Qaer BblnOnHeHHA, 

batch mgridl.knc.ru PBS 2.3.6 14 7 0 0 0 

default mgridl.knc.ru Fork 1.0 4 0 0 0 0 

regular cleo-deYel.ngrid.ru Cleo unknown 5056 16 301 122 179 

hdd cleo-devel.ngrid.ru Cleo unknown 5056 lll 21 15 6 

hddmem cleo-deve!.ngrid.ru Cleo unkn,~n 5056 32 11 B 3 

•l -l 

-1 -l 

259200 -1 

187200 •l 

92160 -1 

-1 -1 

-1 -1 

-1 360000 

-1 360000 

-1 360000 

Pttc. 1: CTpaHttl.la u,eHTpanbHOH HH<pOpMaU,HOHHOH cttcTeMbI fptt.nHHC 

0 enabled 

0 enabled 

0 enabled 

0 enabled 

0 enabled 

OCHOBHbIM 06beKTOM, C KOTOphIM pa6oTaeT IlOJib30BaTeJih B fptt.nHHC »Bm1eTCH 3a)J,aHHe [7]. 
Otto npe.ncrnBJI»eT co6oii tta6op Ja.naq, KOTOpb1e o6pa3yIDT HanpaBJieHHbIH au,ttKJittqecKttii rpacp. 
TaKa» CTpyKTypa 3a)J,aHHH Il03BOJI»eT npe.ncTaBHTb )J.OCTaTOqHo umpOKHH KJiacc KOMil03HTHbIX 
3a)J,aHHH, npaKTttqeCKH noKpbIBalO[lJ,HX BCe noTpe6HOCTH IlOJib30BaTeneii. B KaqecTBe H3bIKa 
onttcaHtt» 3a)J,aHttii ttcnoJibJyeTc» JSON [8]. Ha Pttc. 2 npttBe.nett npttMep npocTOro Ja)J,aHtt» 
fpH)].HHC. 

B onttcaHHH 3a)J,aHHH H 3a)J,aq, nOJih30BaTeJib MO)KeT YKaJaTh )J.OilOJIHHTeJihHbie Tpe6oBaHHH, 
KOTOphie Heo6xo)J,HMO y.noBJieTBOpHTb, ~06bi BhinOJIHeHHe 3a.naq npoumo ycneruHO. TaKa» cxeMa 
Il03BOJI»eT nOJih30BaTeJIIO )J.OCTaToqHo rtt6Ko YKa3hIBaTh He He06XO)J.HMhie eMy pecypCbl. 

YnpaBnem1eM BbmontteHH» Ja.naHH»MH ocymecTBJI»eT cneu,ttanhHbIH rptt.n-cepBttc - Pilot 
[7,9]. OCHOBHM ero 3a.naqa npttHHTh 3a)J,aHtte OT nOJih30BaTeJIH, 3aperncTpttpoBaTh ero H o6ecneqHTb 
3anycK 3a)J,aq Ha pecypchI, KOTOpbie COOTBeTCTBYIOT Tpe6oBaHHHM nOJib30BaTeJI». B npou,ecce 
BbinOJIHeHHH 3a)J,aq, cepBHC Pilot ocymecTBJIHeT KOHTpOJih 3a BblilOJIHeHtteM 3a)J,aq H Bcero 3a)J,aHHH B 
u,eJIOM. B qacTHOCTH, OH o6ecneqttBaeT npaBHJibHblH nop»)J.OK 3anycKa 3a)J,aq B COOTBeTCTBHH C 
JIOrttKOH 3a)J.aHHH. 

B~HOH oco6eHHOCThlO MO)J.eJIH ynpaBJieHHH .naHHbIMH B fptt.nHHC HBJIHeTCH TO, qTQ .naHHbie 
Ha pecypchI nepe.naioTc» Ha ttero Henocpe.ncTBeHHO nepe.n JanycKOM Ja.naq (Mo.nenb P2P). ,[Lim 3TOro 
MOryT 6hITh HCilOJib30BaHbl JII06h1e GridFTP cepBepbl, 3aperncTpttpOBaHHbie B CHCTeMe. 3m MO)J,eJib 
cymecTBeHHO OTJIHqaeTCH OT Toro, qTQ npHHHTO B npoeKTe gLite [ 1 O]. 

Ka)K}].b[H · cynepKOMilblOTep pa6oTaeT no.n ynpaBJieHHeM HeKOTopoii CHCTeMbl naKeTHOfO 
JanycKa Ja.naq. ,[Lim Hatt6onee nonym,pHhIX cttcTeM B GT-4 ecTb Heo6xo.nttMoe ITO, o6ecneqttBaiomee 
CThIK Me)K)J.y co6cTBeHHO rptt)J.OM H CHCTeMOH naKeTHOrO 3anycKa. K HHM B nepByio oqepe)J.b 
OTHOC»Tc» PBS/Toque [11,12]. B paMKaX npoeKTa fptt.nHHC 6bmtt .nononHHTeJibHO pa3pa6oTaHbI 
CThIKH )].JI» Slurm [13] H poccttiicKoii cttcTeMbI Cleo [14]. ITptt Heo6xo.nttMOCTH, 3TOT cnttCOK MO)KeT 
6bITh )J.OCTaTOqHo nerKO pacwttpeH. 
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{"version": 2, 
"description": "TecToBoe 3a,1:1a1111e", 
"tasks": [ { "id": "a", 

"description": "3a,1:1a•1a #1 ", 
"definition": { "version": 2, 
"executable": "/bin/ls" 

} 
I, 

"requirements": { 
"hostname": ["host.name.ru"], 
"lrms": "lrms_name", 
"queue": "queue_name" 

} 

Pttc. 2: ITpttMep onttcattttll 3a,1:1attttll fp11,1:1HHC 

---------------------------------, 

B HaCTOllLQee speMl! B fp11,1:1HHC HHTerpttposatto B 3KCnepttMeHTaJihHOM pe)KttMe l l caihos {Pttc. 3). 

Pttc. 3: reorpacptt4ecKoe pacnpe,1:1enett11e caihos fptt,nHHC 

06111ee KOJIH4eCTBO U,ITY COCTaBJJl!eT 6onee Ol!TH Tb1Cll4. 
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3arpyna pecypco!! 
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IIH4'pacrpynypa 
napa••TP• pecypco, 

Cdr npot1ra rJIIIAHHC 

Hc14110HanbHaH 
HattoTeXHDnOfll'!eCKasi 
CeTb 

Blj ABO PAH (Xa0apoecK) 

HMCCYpO PAH(nepMb) 

Ka3Hlj PAH (Ka3attb) 

HHHR<P MfY 

HH~R<P MfY (Cleo l) 

le0•weo (H~Blj MfY) 

O~R~ 

n~R<P 

PHlj~ 

C06fY 

061.qaH urpy3Ka pecypcos rpK~HHC 

19 ol 197 
5064 48401 2241 343 

lS 151 
4B 451 

l 01 11 
9 61 31 

Hnx<P PAH J 9 

63331 SODII 3241 375 

P11c. 4: C1111coK caiiroa, IIOAKJI10qeuHLIX K fpn,nHHC 

149 

0 

178 

194 

0 

117 

KIDKJ).bIH pecypc, 110,!J;KJUOqaeMblH K fpn,nHHC 06.113aH rry6JIHKOBaTb HHq>OpMaumo 0 
HMelOIIJ;eMC.11 o6opy,noBaHHH, ero rrapaMeTpax, ycTaHOBJieHHblX 011epaI.1HOHHbIX CHCTeMax Ii 

rrpHKJia)];HbIX rrporpaMMax Ii rrporpaMMHbIX OKpyx<eH~X (P11c. 5). 3ro 06ec11eq11aaeT IIO)J;6op 

pecypcoB B COOTBeTCTBHH C TPe6oBaHH.IIMH 3a)];aq Ii 06ec11eq11BaeT ueo6xo,!J;HMOe OKpyx<eHHe B 
rrpo~ecce BbIIIOJIHeHH.11 3a,!J;aq ua pecypce. 

1 n 
f"Pf,1,Q -

,, HaL1MOHanbHW1 

r
. HattOTexHDnOl"ll'leCICllll 

Cerb 

-------i1 ························· 
s rPMA,tftCMONMTDJIIIINr 

]:I =~OIWIH 
:C 3arpysra. pecypcoe 
:i:: PecypClol 
n PetypCW (NCIOpH) 

M1.,.crpy11:,pa 
nap4111eTPbl pecypcol! 

Cdr ■poerra rp,1.-tt-tC 

~ 

napaMerpbl II crpYKTYPa caAroe rp1tAHHC 

globus.~bras.net/subclusi!rO 

Bl.l .O,BO PAH (Xa6aporcK)I globus.ftbras.nel/subcius~rl 

globus:lcbras.nel/subclusEr2 I 24 

IIIMCC YpO PAH(llePMb) I smsgrtd.icmm.ru/subcluserO 

nnsgw.lcp.ac.rulsubduSErO 
111nxiii PAH 

nnsgw.Jcp.ac.ruJsubdu:sErl 

ablnlt, eepCMA 6.0.3 
40 I CentOS 5.3 Final I impl, !ePClllA 3.1 

Bea:,cn11co• 

abinit, eepCMA 6.0.3 
32 l CenlOS 5.3 Final I impi, eept¥1R 3.1 

Beeb cnMCOI( 

al:linlt, eepCMR 6.0.3 
-4S I QmlOS 5.3 Final I impl, eepcvisi 3.1 

BeCb CnMCOI( 

16 I CenlOS 5.3 Flnal 

CenlOS 5.4 Final ] mpich2, eepCMR 12.lpl 

CentOS 5 3 Final 

P11c. 5: IIapaMeTpbI pecypcoa fpimHHC 
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abinit gridnnn moldyn 
nanochem nanospaoe 

sysadmin ~stbed 

abinll gridnnn moldyn 
nanochem nanospace 

sysadmin Estbed 

ablnit gridnnn moldyn 
nanochem nanospace 

sy:sadmsn 1estbed 

ablnlt gndnnn nanochem 
nanospace sysadmin 

abinll gr1dnnn nanochem 
nanospace sysadmin 

ablnit _gndnnn moldyn 



BIDKHOH qeprnii fp1u-1HHC SIBmleTcg o6CJI}')KHBaHife ITOJih30BaTeJieii ITO BHplyaJihHhlM 
opraHH3aI.-1HgM (BO) [15]. TexHonomg BO IT03BOJijjeT He TOJihKO yITpocTHTh ITpoue.1-1ypy ITonyqeHHjj 
,!-IOCTJITa ITOJih30BaTeJig Ha pecypc, HOH opraHH30BaTh yqeT ITOTpe6JieHirn pecypcoB ITO BO. 

O1IeHh BIDKHO o6ecITe'IHTh y.1-106Hh1ii .1-1ocryIT ITOJih30BaTeJieii K pecypcaM. ,[(.1rn :3To B fpH.1-1HHC 
cyII-1eCTBYeT ,!-IBa CITOC06a. TiepBhlH H3 HHX - 3TO HHTepcjleiic KOMaH,!-IHOH CTpOKH (I1KC). Brnpoii -
CITeUHaJIH3HpoBaHHhIH rpacjJH'IeCKHH Be6-HHTepcjleiic (PHc. 6). 

Pe,11aJ<rnpOBBHMe cj)aAnoB On&,!CBHI.UI 38,IIBHMA (rpacj)M48CKMA MHTepcj)eAc) 

:=====:--________________ _,II CoxpaHMTb II OsMCTMTb l!Y11an•Tb I 

It 

C 

test.task 

•1 fl J 1 

PHc. 6: fpacjltt'IeCKHH HHTepcjleiic ITOJlh30BaTeJijj 

I1HTepcjleiic KOMaH,!-IHOH CTpOKH oco6eHHO y,r(06eH, eCJIH ITOJih30BaTeJih HCITOJih3yeT CKpHITThl ,!-IJijj 
aBTOMam3aUHH JaITycKa 3a,!-laHttii. I1KC ITpe.1-1crnBJigeT co6oii Ha6op cne.1-1yio1I-1HX YTHJIHT (PHc. 7). 

pilot-job-submit [options] job_ definition.js 
pilot-job-status [options] URI 
pilot-task-status [options] URI 
pilot-job-pause [options] URI 
pilot-job-cancel [options] URI 
pilot-query-jobs [options] 
pilot-job-resume [options] URI 

Pttc. 7: I1HTepcjleiic KOMaH,!-IHOH CTpOKH 

,[(;rn yITpaBJieHHjj cjlyHKI-IHOHHpOBaHHeM HHcjlpacTpyKrypOH, a TaIOKe ,!-IJij! aBTOMaTH'IeCKOfO 
· o6Hap}')KeHttg pecypcoa cepsttcaMH fptt.1-1HHC (Pttc. 8), peanH30BaH cITeUHaJihHhitt cepBHC 

pemcTpauHH acex KOMITOHeHT fptt.1-1HHC . .[{ocryIT ITOJih30BaTeJieii WHJIH cepBHCOB pa3peIIIeH TOJihKO 
,l-lJij! 3apemcTpHpOBaHHhlH CJI}')K6 H cepBHCOB. 3THM o6ecITe'IHBaeTCjj ,!-IOITOJIHHTeJihHhlH ypOBeHh 

' 6e30ITaCHOCTH H HCKJIJO'IaeT B03M0)KH0CTh ITO,!-ICTaHOBKH ITOMeJihHhlX (fake) cepBHCOB. 
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CeroAHR eocKµeceHbe, 27.06.2010r. 

Bbl !IOW/llot KaK Kp10&01tA.n. t13MeHt'ITb DPOcbMDb' 

OCH0BH0e MeHto noApOt!HIUI IIIH!pOpMatJ,,IUI O PU, JINR 

CTapToeaR 

PetypCHble ~-HTpbl 

Cep8MCbl 

AAMMHMC'TPATOpbl Pll 
JanpDCMTb ponb 

MeHto aAMIIIHIIICTpa ropa 

Pon.., 

n011bsoeaie111o1 

3anpocbl Ha perMCTpa4M10 PU 
Janpocbl po11111 

Cra,Ycbl PL-I 
Cra"TyCbl c.ep8111Ca 

Cra,ycbl Ulllpoca 

WafinoHbl yneADM/leHMA 

Koponoe Ha:leaHMe*: I )INR 

"1AeHTMqiMKa.rop•: J ~INF( 
Qa-z,A-Z,0-9,-,...IJ 

nonHoe HASBAHMe: I -~~h.~A~~e~H~~M-~HCTH,yr ffAep~bl~ -~c~-~Aa 
URL: I _hnp~.l'cgrld.rulngrldlgridnnnlrclist.'ijinr __ 

AoMeH: I jlnr.ru 

Te.neq,oH: 

E-mail: I lensky@jinr.ru 

Te.neq!OH (A/1R 3KCTpeHHblX CM'T)'~MA): I ·• 

E-mail (An• JKcrpeHH•1x c•,ya4•AJ: I lensky@jlnr.ru. belov@jinr.ru 

Pe"""M pa6oTbl BAMMH•crpuopa: I 10:00 • 19:00 

AUP URL (npal!IM/14 RO/lb301!1AHl,U:1): 

WMpOTa*: ·s"i;A°i 

Aonron•: I 37,13 

. Pttc. 8: CepBttc pemc-rpm:.um 

lionbIIIOe BHHMaHHe nptt pa3pa6oTKe fplf)J.HHC 6bIDO y,neneHO opraHH3aUHOHHblM BOnpocaM. 

CIO,D;a BXO)])IT BOilpOCbl pemc-rpa~H nonb30BaTeneii, BO, caiiTOB. DbIDH TaIOKe pa3pa6oTaHbl 

pernaMeHTbI, peryirnpyiomtte BOilpOCbl B3aHMO,D;eHCTBIDI pa3nlfqHblX cny,im If cepBHCOB, a TaIOKe 

,!J;OK)'MeHTa~ no ycTaHOBKe If 3KcnnyaTaUHH cneuttanbHOro no fpJfJJ.HHC. Co BCeM 3THM MO)KHO 

03HaKOMHTbCH Ha caiiTe npoeKTa http://www.ngrid.ru. OT,D;enbHO CTOHT OTMeTHTb cn~6y 

IlOMep)KKH Il0Rb30BaTeneii. OHa BKn!OqaeT CilHCKH paCCbIDKH, qepe3 KOTOpbie IlORb30BaTeJm MOryT 

caMOCTOHTenbHO o6cy,nHTb CBOH npo6neMbl, CHCTeMa pa60TbI c 6ttneTaMH tt HMeeT cneuttanbHbie 

CTpaHHUbI l!ABO Ha caiiTe npoeKTa. 

,lvIH KOHTponH pa60Tb1 fplf)J.HHC peryirnpHO npOH3BO)])ITCH 3anyCKH TeCTOBblX 3a,D;aq (Pttc. 9), 
a TaIOKe 3anymeH cepBHC Nagios [16], KOTOpb1ii no3BonHeT cttcTeMHbIM MMHHHc-rparopaM cepBHCOB 

npoaHanmttpOBaTb COCTOHHHe CBOero cepBHCa Hnlf caiiTa 6onee ,D;eTanbHO. 

Ha TeKYIIIeM 3Tane OCHOBHblMH 3a,D;aqaMH npoeKTa HBnHIOTCH 

- IlO,!l;fOTOBKa ,!J;HCTpH6YTHBa, 

- pacIIIttpeHtte qttcna caiiToB, 

- ynyqIIIeHtte IlOMep)KKlf nonb30BaTeneii If CHCTeMHblX a,D;MHHHCT}JaTOpOB, 

- IlOBbIIIIeHHe CTa6ttnbHOCTH pa60TbI caiiTOB. 

B 3aKn!OqeHHe OTMeTHM, ~o ,!l;anbHeiiIIIee ynyqIIIeHHe <pyHKUHOHanbHOCTH fpH,!1;HHC 6y,neT 

npoBO,!l;HTbCH Ha OCHOBe 0606meHID1 npaKTttqecKoro Oilb!Ta 3KcnnyaTa~H CHCTeMbl. Ho ~e ceiiqac 

Blf)J.HO, ~o Heo6XO,!l;HMa pa3pa60TKa npo6neMHO-OptteHTHpOBaHHblX HHTepqieiicoB MH IlO,!J;fOTOBKH 

KOMil03HTHblX 3a,D;aHHH, Tpe6YIOIIIHX HCilORb30BaHHH cnO)KHblX nporpaMMHblX CHCTeM If KOMnneKCOB. 
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BOIIPOCbl CTAH)J;APTH3AIJ;HH H OliECIIEqEHHH 
HHTEPOIIEPAliEJibHOCTH B GRID-CHCTEMAX1 

E. E. )KypaaJiea 1, B. H. Kopm:1eHK02
, A. 51. OJieiim1Koa2 

1 </Ju3u1JecKuu UHcmumym PAH UM. II.H Jle6eoeea 
2 HHcmumym paouomexHUKU u :.JlleKmpoHuKu UM. B.A. KomellbHUKOBa P AH 

BBe,neuue 

Grid-CHCTeMhl npe,ncTaBJUIIOT co6oii cyry6o reTeporeHHYJO cpe,ny, Y3Jlhl KOTOpOH 

(BbJqHCJJHTeJJhHhJe HHq>OpMal..lHOIIHhle pecypCbl) 3aBe,nOMO peaJJH30Ballhl Ha pa3Hh!X nporpaMMHO

annapaTHhJX nJJaTq>OpMax. B TaKOH cpe.ne ecTeCTBeHHO B03IIHKaeT npo6JJeMa B3aHMO,neHCTBHJI 

pa3HOpO,nHhIX nJJaTcpopM. 3m npo6JJeMa noJJyqHJJa Ha3BaHHe «npo6JJeMhl HHTeponepa6eJJhHOCTH» w 

.nom1rna pernaThCJI Ha OCHOBe npHHUHnOB OTKphIThIX CHCTeM. OcHOBHOH npHHUHn OTKphIThIX CHCTeM 

COCTOHT B HCnOJJh30BaHHH cornacoBaHHhIX 11a6op0B CTaH,napTOB HHq>OpMal..lHOHllhJX TeXHOJIOrHH, 

Ha3hIBaeMhIX npoq>HJJJIMH. 3a py6e)KOM pa3pa6oTKOH cmtt.naprnB H npocpHJJeii .llJIJI GRID-cHcTeM 

3aHuMaeTcJI Me)K.llyHapo,nHaJI opraHH3a1..1m1 Open Grid Forum, B paMKax Kornporo pa3pa6om110 K 

HaCTOJill..leMy BpeMeHH OKOJJO 170 ,noKyMeHTOB. B 11aweii CTPaHe TeMamKa CTatt.napTH3aUHH GRID

CHCTeM BKJJIO'leHa no HIIHI..IHaTHBe aBTOpOB B O.llHO H3 HayqHhIX 11anpaBJJeHHH pa6oT OT,neJJeHHJI 

Ha110Tex110JJomii H w11cpopMa1..1wo1111h1x TeXHOJJomi% P AH, B IlporpaMMy Ilpe3H.nttyMa P AH N2 l u 

IlporpaMMY cpyH,naMeHTaJJhHhJX 11ayqHhIX HCCJJe,noBaHHH rocy.napcTBeHHhIX aKa,neMHH HayK Ha 2008-
2012 ro,nbJ. K CO)KaJJeHHIO, Macmm6 pa6oT noKa .naneKO He COOTBeTCTBYeT Ba)KIIOCTH npo6JJeMhl. 

ABTOphl B Te'leHHe HeCKOJlhKHX JleT Be.nYT npoeKT, KacaIOII..IHHCJI BonpoCOB npwMeHeHHJI npHHI..IHnOB 

OTKph!ThIX CHCTeM K C03,naHHIO GRID-CHCTeM, cocpe.noToqwB B HaCTOJill..lee BpeMJI BIIHMaHHe Ha 

npo6JJeMe HHTeponepa6eJJhHOCTH. l13-3a He,nocTaTO'lHOfO cpHHaHCHpoBaHHJI pa60Thl CBO,nJITCJI B 

OCHOBHOM K cocTaBJJeHHIO o63opoB ,noCTH)KeHHH Open Grid Forum, a TeM BpeMeHeM C? yqacTHeM 

Ol1Rl1 H ,npyrwx HayqHhlX ueHTPOB nocTeneHHO C03,naeTCJI Hal..lHOHaJJhllhJH cerMeHT GRID-CHCTeMhl, 

C03,naeTCJI MacmTa6HaJI GRID-CHCTeMa HaUHOHaJJhHOH HaHOTeXHOJJOrH'leCKOH CeTH, eCTh nOHHMaHHe 

Toro, qro .llJIJI ynpaBJJeHHJI :mepreTtt'leCKOH CHCTeMOH CTPaHhl TaK)Ke noHa.no6ITTCJI GRID-cwcTeMa. 

T.e., pa60Thl no GRID:cHCTeMaM nepexo,n,i:T B npaKTH'leCKYJO o6JJaCTh, a BOnpOChl CTaH,napTH3al..lHH H 

o6ecneqeHHll HHTeponepa6eJJhllOCTH Haxo,nJITCJI B caMOH Ha'laJJhllOH CTa,nHH. IloKa He C03,na110 HH 

o.n11oro 11a1..1wo11aJJhHoro cTa11,napm H npoq>HJJJI GRID-cwcTeM. 

B 11aCTORll..leH pa6oTe, B OCHOBY KOTOpOH noJJO)Kell Ham .llOKJJa,n Ha 4 Me)K.llyHapo.n11oii 

KOHcpepeHUHH (,[(y6Ha 28 HIOIIJI - 3 HIOJJR 2010), ccpopMyJJHpOBaHa npo6JJeMa o6ecne'leHHJI 

HHTeponepa6eJJhllOCTH B GRID-CHCTeMax, onwcaH no,nxo.n K o6ecne'leHHIO HHTeponepa6eJJbHOCTH B 

paMKax Open Grid Forum, onwcaHhl pe3yJJhTaThl, noJJyqeHHhle aBTOpaMH, IIOBbJe B03M0)KHOCTH no 

co3,naHHIO HaUHOHaJJhllhlX CTaH,napTOB HHq>OpMal..lHOHllhJX TeXHOJIOfHH, rapMOHH3HpOBaHHhIX C 

Me)K.lly11apo,n11hJMH. 

Ilpo6JieMa uuTeponepa6eJihHOCTH B GRID-cucTeMax 

GRID - OTIIOCHTeJJhHO IIOBaJI KOMnhIOTepHaJI TeXHOJJOfHJI, OCHOBaHHaJI Ha o6be,nuHeHHH B 

e,nHHYJO HHcppaCTPYKTYPY pa3HOpo,nHhJX (reTeporeHHhIX) HHq>OpMal..lHOHllhIX H Bhl'lHCJJHTeJJhHhlX 

pecypcoB, KOTOpbie MOfYT 11axo,nITThCJI Ha 3Ha'lHTeJJbHOM y.naneHHH .npyr OT .npyra H JIBJJJIIOTCJI 

a,nMHHHCTPaTHBHO He3aBHCHMhlMH. O.n11oii H3 OCHOBHhJX oco6e1111ocTeH GRID-cucTeMhl JIBJJJieTCJI ee 

1 Pa6orn Bhm0JIHeHa a paMKax npoeKTa Pll>ll>l1 09-07-00171-a 11 ITpol'J)aMMhI ITpe3ttJJHYMa PAH N2I. 
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.[(HHaMnqHOCTh: OT.[(eJihHhie :}JieMeHTbl cpe.[(bl Moryr 6b!Tb 110.[(KJIJOqeHbl B o6myio CHCTeMy HJIH 

BbIBe.[(eHbl H3 Hee, BOo6me fOBOpll, B JIJ06oii MOMeHT BpeMeHH. 3TO CBOHCTBO HaJiaraeT cepbe3Hble 

Tpe6oBaHHJI KaK Ha BHYTpeHHIOIO 11porpaMMHO-a1111apaTHYJO CTPYKTYPY Ka)!(,[\OfO 3JieMeHTa, TaK H Ha 

K0MMYHHKaunoHHYJO cpe.z:IY, ncrroJih3yeMyio .[(JIJI co3.z:1aHHJ1 GRID. 

PeweHne Ha3BaHHbIX BOIIpOCOB HeB03MO,KHO 6e3 IIOCTPOeHHJI Han6onee o6meii MO.[(eJIH 

paccMaTPHBaeMOH CHCTeMhl, OCHOBaHHOH Ha TeXH0JIOfHH OTKpb!TbIX CHCTeM [l]. TaKaJI MO.[(eJib 

Il03B0JilleT rrpoBeCTH npo.z:1yMaHHYJO H cornacoBaHHYJO CTaH.[(apTH3aUHIO QJYHKI..\HOHHpOBaHHJI 

0T.[(eJihHbIX Y3JIOB CHCTeMhl H HX B3aHMO.[(eHCTBHJI. Ilpn C03.[(aHHH TaKOH MO.[(eJIH He06XO.[(HMO 

rrpoBeCTH .[(eTaJibHhlH aHaJIH3 CHCTeMbl C ueJihlO BbI.[(eJieHHJI ee qJyttKI..\HOHaJibHblX oco6eHHOCTeH, 

¢opMnpoBaHttll o6oco6JieHHhIX rpyrrrr cepBHCOB n cn~6, orneqa10mnx 3a peanH3a1..1n10 o6meii 

pa60TOCIIOC06HOCTH CHCTeMbl. B pe3yJihTaTe TaKoro aHaJIH3a CTaHOBJITCJI IIOHJITHbIMH Ha3HaqeHHJI 

OT.[(eJibHbIX KOMII0HeHT CHCTeMbl H rrpoHCXO.[(HT cornacoBaHHe B3aHMO.[(eHCTBHJI Me,K.[(y HHMH, TaKHM 

o6pa30M, B OCHOBe MO.[(eJIH 6y.z:1YT Jie,KaTh OIIHCaHHe co6crneHHO CBOHCTB CHCTeMhl H TPe6oBaHHJI K 

HHTepqieiicaM, qepe3 KOTOpbie ocymecTBJIJleTCJI B3aHMO.[(eHCTBHe 3JieMeHTOB CHCTeMbl H co6cTBeHHO 

caMOH CHCTeMhl C BHewHeH cpe.z:1oii (HarrpttMep, IIOJib30BaTeJieM). OcHOBHbIM 0TJIHqHeM MO.[(eJIH, 

IIOCTPOeHHOH rrpH HCIIOJib30BaHHH TeXHOJIOfHH OTKpblTbIX CHCTeM, OT .z:1pyrHX MO.[(eJieH COCTOHT B 

TOM, qTQ HaJiaraeMbie eJO Tpe6oBaHHJI Ha CJI~6hI H HHTepqieHCbl HCII0Jib3YJOT Ha6opbl OTKpb!TbIX 

CTaH.[(apTOB. Ilo 011pe.z:1eJieHHIO, OTKpb!Tbie CIIeUHqJHKaUHH H CTaH.[(apTbl - .[(OKyMeHThI, IIOJiyqttBWHe 

rrpH3HaHHe H rrpHMeHeHHe H YTBep,K.[(eHHhle IIOJIH0MOqHblMH opraHH3aUHJIMH »a HaUHOHaJibH0M H 

Me,K.[(yttapO.[(H0M ypOBHe KaK pe3yJibTaT KOHCeHcyca 3KCIIepTOB. OTKpbIThie CTaH.[(apTbl JIBJIJIIOTCJI 

06me.z:1ocry11Hh!MH, H peaJIH3aUHJI TOH HJIH HHOH CTPYKTYpbl (cHCTeMbl) MO,KeT 6b!Tb BhlIIOJIHeHa 

mo6bIM pa3pa6oTqnKOM. TaKoii 110.z:1xo.z:1 6JIH30K 110 cBoeii CYTH K crroco6aM peaJIH3aUHH GRID

cHcTeM: OT.[(eJibHbJe 3JieMeHTbl GRID C03.[(aJOTCJI pa3JIHqHblMH rpyrrrraMH pa3pa60T'IHKOB, KOTOpbie 

M0ryr HCII0Jib30BaTh, Boo6me fOBOpll, pa3JIHqHbie 110.[(XO.[(bl K peaJIH3aUHH Heo6XO.[(HMbIX CBOHCTB. 

Ifa CKa3aHHOfO CJie.[(yeT, qTO C03.[(aHHe Ha6opa TPe6oBaHHH, HaJiaraeMbIX KaK Ha OT.[(eJibHbie 

:meMeHTbl GRID-CHCTeM, TaK H Ha crroco6 HX B3aHMO.[(eHCTBHJI C BHewHeH cpe.[(OH, .[(OJI,KHO 

ocymeCTBJIJITbCJI Ha OCHOBe TeXH0JIOfHH OTKpb!TbIX CHCTeM. OTMeTHM, qTo, cornaCHO HOpMaTHBHOMY 

.z:10KyMeHry IS0/IEC TR 14252:1996 [2], OTKpbITaJI CHCTeMa - cHcTeMa, peanH3yioma,i: .z:1ocmTOqHO 

0TKpb!Tbie crreunqiHKaUHH HJIH CTaH.[(apTbl .[(JIJI HHTepqieHCOB, CJI~6 lf qiopMaTOB, C TeM, ~06bl 

o6JierqlfTb .[(OJI,KHblM o6pa30M C03,[(aHHOMY rrpHJIO,KeHHJO: 

- rrepeH0C C MlfHHMaJibHblMH H3MeHeHHJIMH B wupOKOM .[(Halla30He CHCTeM, IIOJiyqeHHbIX OT 0.[(HOfO 

HJIH HeCK0JibKHX IIOCTaBIUHK0B; 

- HHTeporrepa6eJibHOCTb c .z:1pyrHMH IIpHJIO,KeHHJIMH, paCIIOJIO,KeHHblMH _Ha MeCTHbIX HJIH 

y.z:1aneHHbIX CHCTeMax; 

- B3aHMO.[(eHCTBHe C orrepaTopaMH B CTHJie, 06nerqa10meM «rrepeHOCHMOCTh» HHTepqieiica 

IIOJib30BaTeJIJI. 

OcHOBHbIM .[(OKyMeHTOM, co.z:1ep,KaIUHM IIOJIHOe H .[(OKyMeHTaJihHOe OIIHCaHHe OTKpbITOH 

CHCTeMbl, JIBJIJleTCJI .[(OKyMeHT, rrpe.[(CTaBJIJIIOIUHH co6paHHe OTKpb!TblX crreUHqJHKaUHH " CTaH.[(apTOB 

Ha QJYHKI..\HOHaJibHOCTb CHCTeMhl. 3TOT .[(OKyMeHT (llBJIJIIOIUHHCJI, B cnyqae ero YTBep,K.[(eHHJI B 

KaqeCTBe CTaH.[(apm, QJYHKI..\HOHaJibHbIM CTaH.[(apTOM) IIOJiyqHJI Ha3BaHHe IIpOqJHJIJI CHCTeMhl, B 

.z:1aHH0M cnyqae rrpoqiHJieM GRID-cHcTeMhI. 

O.[(HHM H3 CBOHCTB 0TKpbIT0CTH JIBJIJleTCJI CBOHCTBO HHTeporrepa6eJihHOCTH: ( cornacH0 

ISO/IEC FCD 24765-Systems and Software Engineering-Vocabulary) c11oco6Hocrn .[(Byx HJIH 6onee 

CHCTeM HJIH 3JieMeHTOB K o6MeHy HHqJOpMauHeH H K HCIIOJib30BaHHIO HHQJOpMaUHH, IIOJiyqeHHOH B 

pe3yJibTaTe o6MeHa. KaK M0,KH0 BH.[(eTb, :}TO CBOHCTBO .[(OJI,KHO 6hITb IIpHcyme JIJ06oii GRID
CHCTeMe. 3TaJIOHHall M0.[(eJib HHTeporrepa6eJibHOCTH rrpnBe.[(eHa B [3]. 

Ilo.z:1xo.z:1 K o6ecneqeumo H11Teponepa6eJibHOCTH e paMKax Open Grid Forum 

C ueJiblO peweHHJI rrpo6JieMhl HHTeporrepa6eJihHOCTH 6bma C03.[(aHa Me,K.[(yHap0.[(HaJI 

opraHH3aUHJI, 3aHttMa10mMcJ1 co3.z:1aHHeM GRID-cHcTeM, K0Topa,i: rmnyqHJia Ha3BaHHe Open GRID 

Forum (http://www.ogf.org). )];eJITeJihHOCTb qJOpYMa HarrpaBJieHa Ha ycKopeHH0e pa3BHTHe 
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ITpHIUill,L\HhIX paCITpe,neJieHHI,IX BhllJHCJieHHH H CHCTeM, IT03B0JIHIOIIJ;HX ITpOBO.llHTh TaKHe BhllJHCJieHHH. 

YtJaCTHHKH cpop)'Ma HaITpaBmIJOT CBOH ycHJIHH Ha ITpoae,neHHe rno6aJihHOH CTaH,1lapTH3aIJ;HH B 

o6nacTH GRID-cttcTeM. 

O,nHHM H3 OCHOBHhIX pe3yJihTaTOB .neHTeJihHOCTH cpopyMa HBJIHIOTCH HOpMaTHBHhle 

,noKyMeHThl, C03,1laHHhie B pe3yJihTaTe .llJlHTeJihHOro HecpopMaJihHOro o6Cy)KJ(eHHH ITpe.llJlO)l(eHHH, 

BHOCHMhIX Ha pacCMOTpeHHe yqaCTHHKaMH cpopyMa. 3TH HOpMaTHBHhie ,noKyMeHThl HMeJOT JIH6o 

HHcpopMaIJ;HOHHhIH, JIH6o peKOMeH,1laTeJihHhlH cmryc. 

Open GRID Forum [4] ITpHHHJI MH GRID-BhitJHCJieHHH ,neTaJihHyJO ITocne.noaaTeJihHOCTh 

coJ,naHHH oTKphITOH apxHTeKryphI CJIY*6 Ha ocHoBe cTaH.napTOB (Open GRID Services Architecture -

COKpameHHO OGSA). 3.nech CJIOBO «OTKph!TaH» OTHOCHTCH K ITPOUeCcy propa6oTKH CTaH,1lapTOB, 

KOTOphie IT03BOJIHT .llOCTHrHYTh HHTepoITepa6eJihHOCTH. GRID-cpe.na «cepBHC - opHeHTHpOBaHa», 

ITOCKOJihKY OHa o6ecITelJHBaeT q>YffKUHOHaJihHOCTh CJIY*6 KaK CITapeHHhIX B3aHM0,1leHCTBYJOIIl;HX 

CJIY*6, cornacoBaHHh!X co CTaH,1lapTaMH Ha Web - CJIY*6hi. CJIOBO «apXHTeKrypa» xapaKTepHJyeT 

OITpe,neJieHHhle KOMITOHeHThl, HX opraHHJaIJ;HIO H B3aHM0,1leHCTBHe, H ITpHMeHHeMhie ITpHHUHIThl 

KOHCTPYffPOBaHHH. 
Ilo.nxo.n Open Grid Forum K o6meMy MeTO.llY coJ,naHHH HHTepoITepa6eJihHoii GRID - cpe,nh1 

MO)l(HO 3aITHCaTh B BH,ne CJie.llYJOmeii ITOCJie,noBaTeJihHOCTH: 

KOHIJem/UR -Apxume1<mypa - Mooe!lb - llpoe1<mupoeaHue -Pea!IU3GIJUR 
(Framework-Architecture-Model- Design- Solution) 

,[(eHTeJihHOCTh OGSA-WG MO)l(HO pro,neJIHTh Ha TPH HaITpaaneHHH: 

I) apxHTeKrypHhIH ITpou;ecc, 

2) CITeIJ;Hq>HKaIJ;HH H ITpOq>HJIH, 

3) ITporpaMMHOe 06ecITetJeHHe. 

3TH HaITpaBJieHHH ,neHTeJihHOCTH Hau;eJieHhl Ha KOOP.llHHaIJ;HIO ycHJIHH ITO ycTaHOBJieHHIO 

cooTBeTCTBHH acex .noKyMeHTOB OGSA H cmH.naPTOB GRID. 

CITeIJ;Hq>HKaUHH H ITpOq>HJIH OGSA HBJIHJOTCH HopMaTHBHhIMH ,noKyMeHTaMH. CITeUHq>HKaUHH 

- 3TO .llOK)'MeHThl, co,nep)l(amHe TOlJHh!e TeXHHlJeCKHe TPe6oaaHHH C BKJIJOtJeHHeM HHTepcpeiicoB, 

ITPOTOKOJIOB tt ITOBe,neHHH, OTBelJaJOIIJ;HX TPe6oaaHHJO KOHq>OpMHOCTH KOMITOHeHTOB o6opy,noBaHHH tt 

ITporpaMMHoro 06ecITetJeHHH. B ITpoq>HJih OGSA axo,nHT HeKHH Ha6op WHpOKO pacITpOCTPaHeHHhIX 

ITPH3HaHHhlX TeXHH'leCKHX CITeIJ;Hq>HKaIJ;HH ITporpaMMHOfO o6ecITetJeHHH, KOTOpoe 6y,neT yrrpaBJIHTh 

HHTepoITepa6eJihHOii GRID-cpe,noii. 

IlporpaMMHOe 06ecITetJeHHe OGSA cornacywT c HopMaTHBHhIMH ,nOK)'MeHTaMH H 

ITpOq>HJIHMH OGSA, ,naBaH TeM CaMh!M B03M0)1(H0CTh 3aITyCKaTh HHTepoITepa6eJihHhle peweHHH 

GRID, ,1la)l(e eCJIH OHH 6a3HpYJOTCH Ha ITpOrpaMMHO-aITITapaTHhlX peweHHHX, C03,1laHHhIMH pa3Hh!MH 

ITpOH3B0,1lHTeJIHMH HJIH B3HThl H3 pa3Hh!X HCTOlJHHKOB. Ha pHc.l ITOKaJaHa CTPyKTypa .llOKyMeHTOB 

OGSA B HX B3aHMOCBH3H, oco6eHHO CBH3H HHq>OpMaIJ;HOHHhIX .llOKyMeHTOB, ITpOq>HJieii H 

,neiiCTBYJOIIl;HX HOpMaTHBHhIX CITeIJ;Hq>HKaIJ;HH. 

,[(oK)'MeHThI pa6otJeii rpyrrIThI (OGSA - WG documents) co.nep)l(aT ocHOBOITOJiaraJOm;Hii 

,nOK)'MeHT (Base document), BKJIJO'laJOIIJ;Hii: 

a) OGSA Use Cases - ycJIOBHH ITOJih30BaTeJieii, co6paHHhie pa6otJeii rpyITITOH; 

6) OGSA Architecture - apxHTeKrypy, propa6omHHYJO pa6oqeii rpyrrIToii; 

B) OGSA Roadmap - .nopo)l(HYJO Kapry propa6oTKH ,noKyMeHTOB apxHTeKryphl. 

BHHMaTeJihHOe paccMoTPeHtte ITpttae,neHHOH CTPyKryphI ITOKaJhIBaeT, 'ITO ee MO)l(HO 

paccMaTPHBaTh KaK pa3BHTHe H3BeCTHhlX 3TaJIOHHhlX Mo,neneii ITpHMeHHTeJihHO K GRID-cpe,ne. 

Ha OCHOBe yrroMHHYTOfO .llOKyMeHTa Be.llYTCH propa6oTKH ITpocpHJieH C HCITOJih30BaHHeM 

CJie,1lYJOIIl;HX ,noKyMeHToB: 
Guidelines (Profile Definition, Modelling Guidelines) - PyKOBO.llCTBa (KoHTeKcT ITpOq>HJIH, 

PYKOBO.llCTBO ITO M0,1leJIHpOBaHHIO ); 

366 



Documents produced by other OGF WGs or other SDOs - .L\OKyMeHTOB, BhmymeHHhIX 
COCe.[\HHMH pa60'IHMH rpynnaMH mrn pO.L\CTBeHHhlMH opraHH3aUHHMH no CTaH.[\apTH3aUHH 
(HHCpopMaUHOHHhie MO.[\eJrn, Heo6XO.[\HMhie cneumpHKaUHH). 

Base document = 
"f"'pGS~I 
1::U~fase;;= 

1,ntonnational 1 

1~.1 

OGSA-WG documents 

Documents produced 
byotherOGF WGs ~..C:=:=::::;-;-;, 
or other SDOs 

PHc. l: CTPyKrypa H B3aHMOCBH3h .L\OKYMeHTOB OGSA no o6ecne'leHHIO HHTeponepa6eJihHOCTH 
B GRID-cpe.L1.e 

K HaCTOHmeMy BpeMeHH cymecrnywT 6oJiee 170 .L\OKyMeHTOB Open Grid Forum, 
0THOCHIUHXCH K pa3JIH'IHhlM npo6JieMaM GRID-TeXHOJIOrHtt, MeTaKOMnhIOTHHry H .L\p. KaK 3TO 
cne.[\yeT H3 BhIUieCKa3aHHOro, H3 3TOro tta6opa B OT.[\eJihHyIO rpynny MO)KHO BhI.[\eJIHTh .[\OKYMeHThl, 
KaCaIOIUHeCH apXHTeKryphl cepBHCOB OTKph!ThIX GRID-cHCTeM. HoMepa H Ha3BaHHH .[\OKyMeHTOB 
OGSA, HMeIOJUHX peKoMeH.LlaTeJihHhitt crnryc, npHBe.[\eHhI B Ta6JI. 1. 

Ta6nHua 1. CnHCOK HopMaTHBHhIX .L\OKYMeHTOB Open Grid Forum, KacaIOIUHXCH OGSA 

N2 HoMep .[\OKyMeHTa Ha3BaHHe 
1 GFD.072- P- Rec. Apx.HTeKrypa cepBHCOB OTKpb!ThIX GRID. ba30Bhltt npoqmJih: 

KOHUenTVaJihHaH OCHOBa oecvocoB WEB ceoBHCOB (BePCHH 1.0) 
2 GFD. 087 P -Rec. Cneum:buKaUHH 6aiirnoro BBO.Lla!BhIBO.L\a, BepcHH 1.0 
3 GFD. 101 P -Rec. CneumbHKaUHH cepBHCa npocTPaHCTBa HMeH pecypcoB 
4 GFD. 108 -Rec. ApxHTeKTypa cepBHCOB OTKph!ThIX GRID. ba30Bhltt cepBHC 

BhIIIOJIHeHHH 3a.[\aHHtt, BePCHH 1.0 
5 GFD.111 P -Rec. PacUIHpeHHe SI3hIKa onHCaHHH 3MaHHH .[\JISI 

BhICOKOnPOH3B0.L\HTenhHhlX Bhl'IHCJieHHH, BePCHSI 1.0 
6 GFD. 114 - P- Rec. Ea30Bh!H npocpHnh BhlCOKOnpOH3B0.[\HTeJihHhIX Bhl'IHCJieHHH, BepcHH 

1.0 
7 GFD.115 P- Rec. PacUIHpeHHe SI3bIKa onHCaHHSI 3a.[\aHHH .[\JISI 3a.[\a'I «O.L\HH npouecc -

MHO)KeCTBO .[\aHHbIX)) 

8 GFD. 129-Rec. CneumjmKaUHSI HHTepcpeiica MeHe.Ll)Kepa pecypcoB xpaHeHHH 
.[\aHHbIX, BePCHSI 2.2 

9 GFD. 131- P - Rec. TipocbHnb 3aIUHIUeHHOH a.[\pecauHH, BepCHSI 1.0 
10 GFD. 132- P- Rec. TipocbHJib 3aIUHIUeHHOH CBSI3H, BepCHSI 1.0 
11 GFD.135 P- Rec. Tipoq>HJib cpafinoBoii nnaTq>OpMbl .[\JISI BbICOKOnpOH3B0.[\HTeJibHhlX 

Bbl'IHCneHHH, BePCHSI 1.0 
12 GFD.136 Rec. Cneum:bHKaUHSI SI3hIKa onHcaHHSI npe.L\CTaBJieHHSI 3Ma'I, BepcuSI 1.0 
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.N2 I HoMep .noKYMeHTa Ha:3aam1e 

13 I GFD. 138 P-Rec. OcHOBHOH npoq>Hnh 6e3onacHOCTH, BepCID! 2.0 

14 I GFD.144-P-Rec. Paclll orpaMMGRID 

15 I GFD. 147 - P -Rec. Cneu:tt 

16 I GFD.149 P-Rec. PaclllttpeHtte H3hIKa OilHCaHID! npe.ncTaBJieHHH 3a.!{aq .!{JIH 3a,!{aq C 
li3MeH»:eMh!Mli napaMeTPaMli 

Pe3yJihTaThl npOBO.!{liMOH qiopyMOM pa60Thl .naIOT OCHOBaHtte noJiaraTh, qro C03.1{aHtte 
rapMOHH31ipOBaHHOro Ha6opa CTaH.!{apTOB B o6JiaCTli GRlD-TeXHOJIOfHH Il03B0JIHT, B KaKOH-TO Mepe, 
pelllliTh 3a,!{aqy HHTeponepa6eJihHOCTli OT,!{eJihHhIX Y3JIOB, BXO.l{HmHX B COCTaB .!{HHaMHqeCKOH 

CliCTeMhl, KOTOpoii HBJIHeTCH GRID. 
KaK y,Ke OTMeqaJIOCh Bhlllle, pa6ory no C03,!{aHHIO rpynnhI CTaH.napTOB, a 3aTeM Ii npoq>un»: 

GRID-cttcTeMhI cne.nyer HaqttHaTh c nocrpoeHID! a.neKBaTHOH Mo.nentt cpe.nhI GRID, KaK oTKphITOH 
CliCTeMhl. ~H ::noro Heo6X0.1{1iMO npoaeCTli .!{eTaJihHhlH aHaJili3 MliHHMaJihHOfO Ha6opa CJiy,K6 Ii 

cepattcoa, o6ecneqttaaIOmHX pa6orncnoco6HoCTh GRID. 
O6ecneqeHHe IlOJIHOMaCIIITa6Horo q>yHKI.lliOHlipOBaHHH GRID-crpyKTyphl OCHOBhIBaeTCH Ha 

peanmau:HH u:enoro p».na cepBHCOB, K KOTOpbIM, a qacTHOCTli MO)l(HO OTHeCTH: CJiy,K6y ynpaBJieHID! 
BhJqHCJieHHHMli (B TOM qfiCJie tt COCTaBJieHHH pacnttcaHHH), CJiy,K6y KOHTPOJIH BhJqHCJIHTeJibHhIX 
pecypCOB, CJiy,K6bI BHellIHHX HHTepqiettCOB (B TOM qficJie tt WEB-cepBHCOB) tt .np. 

TaK, K KJIJOqeBhIM CJiy,K6aM, onpe.neJI»IOmHM Httreponepa6eJihHOCTh , OTHOCHTCH: 
- Job Submission; 
- Information Services; 
- Storage Management; 
- Accounting; 

- Job Monitoring; 
- Database Access; 
- Virtual Organization Management. 

B ocHOBe ttttreponepa6eJihHOCTH .!{JIH Job Submission Jie)l(liT crporoe CJie.noaaHtte H3hIKy 
JSDL tt cmH.!{apTaM ocHoB CJiy,K6hI ttcnonHeHHH (GFD.108 OGSA® Basic Execution Service 

Version 1.0 REC I. Foster, A. Grimshaw, P. Lane, W. Lee, M. Morgan, S. Newhouse, S. Pickles, D. 
Pulsipher, C. Smith, M. Theimer 2007-08-07 Compute OGSA-BES-WG). 

O.nHHM li3 cepBHCOB Bh!Crynaer CJiy,K6a nptteMa 3a.!{aHIDI Il0Jlh30BaTeJIH. B KaqecTBe TaKOfO 
3a,!{aHIDI MO)l(eT BhlCTynaTh 3anpoc Ha npoae.neHtte BhJqlicJieHHH ( C KOHKpeTHhIM BhJqliCJiliTeJlhHhlM 
3a,!{aHHeM), Ha .!{OCTyn K liHq>OpMal.lttli pacnpe.neJieHHOH 6a:3hl .naHHhIX Ii T . .1{. reHepttpoBaThCH TaKOH 
3anpoc MO)l(eT KaK IlOJlh30BaTeJieM, TaK Ii aBTOMaTttqecKH (HanpttMep, 0.!{HliM li3 COCTaBJIHIOmttx 
GRID-cttcTeMy Y3JIOB). B att.ny cymecTBeHHoii rereporeHHOCTH GRID-crpyKryphl, qiopMa 
npe.ncTaBJieHIDI 3a,!{aHHH IlOJlh30BaTeJIH .!{OJl)l(Ha 6b!Th CTaH.1{apTH30BaHa. 

A O.!{HHM li3 B03MO)l(Hh1X cnoco6oB npe.ncTaBJieHHH 3a,!{aHID! Il0Jlh30BaTeJIH HBJIHeTCH 
pa:3pa6oTaHHhIH B paMKax Open Grid Forum H3hIK onttcamrn 3a.!{aHID! JSDL (Lob Submission 

Description Language). 

Pe1yJILTaTbI, UOJiyqeuHbie aBTopaMH 

ABTOphl, HaqHHaH c 1993 r., npoBO.!{Hnli CliCTeMaTH31ipoBaHHhle pa6oTbI B o6JiaCTli OTKph!ThlX 
cttcreM tt HX npttMeHeHID! B p».ne o6nacTeii (3.npaaooxpaHeHtte, o6pa:3oBaHtte, npoMhillIJleHHOCTh, 
BOeHHOe .neno tt .np.). )I{ypHaJI «11Hq>opMal.lliOHHhie TeXHOJIOflili tt BhJqliCJIHTeJihHhie CliCTeMhI» 
qerh!pe CBOHX Bh!IlYCKa (1997, 2003, 2006, 2009 r.r.) noca»man npo6JieMe OTKph!ThIX CliCTeM, a TOM 
qttcne B GRID [6]. HaMtt crpounttch npoeKThI npoqiuneii .!{JI»: Grid-cttcreM, B qacTHOCTH npoq>unh 
HHTeponepa6eJihHOCTli. O.nHaKO HanOJIHeHtte npoqiuneu Bh!IlOJIHHJIOCh TOJlhKO aHrJIOH3hJqHh!Mli 
CTaH.!{apTaMli, qTo .nenaeT HeB03MO)l(HhlM 1iX npttMeHeHHe nptt nocrpoeHHli HaU:HOHaJihHOro cerMeHTa 
GRID-cttcTeMhI. ,[J;eno B TOM, qrn cornacHo <1>3 «O TeXHttqecKOM perynttpoaaHtttt» B Hallleii crpaHe 
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)],eHCTBYfOT Hal{HOHaJihHhle CTaH)],apThl, rapMOHH3HpOBaHHhie C Me)KJJ.yHapo)],HhIMH. IIpeapamTh 170 
CTaH)].aprna, pa3pa6oTaHHhIX a Open Grid Forum, a CTaH)].apThI P<l> 3a )].OCTaTOqHo KOpOTKoe apeMR 
HeB03MO)l(HO, )],8 H 6eCCMhICJieHHO. Ilo3TOMY Mhl HaqaJIH C nepBOHaqaJihHOro Ha6opa H3 )],eBRTlf 
)],OKyMeHTOB, KOTOphie BXO)],RT B rrepeqeHh lf3 9 CTaH)],apTOB, Ha3B8HHhIX B Open Grid Forum 
«rroJIHOCThlO O)].o6peHHhIMH» (Full Recommendation) H Ha3BaJIH ero 6a30BhIM rrpocjmJieM GRID
cttcTeMhI. 11 B Kaqecrne nepaoro rnara rrpoaeJIH a)],8IITal{HIO R3hIKa 0IlHC8HHR 38)],8HHR JSDL (Pttc. 2). 

JSDL 
AOKYMeHT: 

Pttc. 2: PoJih R3hIKa JSDL a GRID-cpe)].e 

513hIK JSDL ocHoaaH Ha R3hIKe XML, co)].ep)l(HT a ce6e orrttcaHHe 3JieMeHTOB (H HX 
)].OrryCTHMhIX 3HaqeHHH), npH IIOMOll{H KOTOph!X MO)l(HO <popMHp0B8Th KaK co6crneHHO 38)],aHHe, TaK 
H Tpe6oBaHHR Ha rrporpaMMHO-arrrrapaTHYfO IlJI8T<p0pMy, Ha KOTOpoii 3TO 38)],aHHe MO)l(eT 6h!Th 
BhlIIOJIHeHo. JSDL xoporno 3apeKOMeH)],OBaJI ce6R B MHpOBOH rrpaKTHKe H, B BH)].Y HaJIHqHR 
OTKphITOro CTaH)],apTa, MO)l(eT 6h!Th ycrrellIHO peaJIH30B8H pa3pa6oTqHK8MH GRID-CHCTeM. 

,lvIR o6ecrreqeHHH HHTeporrepa6eJihHOCTH pa3JIHqHhlX GRID-CHCTeM HJIH OT)].eJihHhIX Y3JIOB 
BttyTPH GRID-CTPYKTYPhI, HMeJio 6h1 CMhICJI opraHmoaaTh rroTOK 38)].aHHii, ocHOBhIBaRCh Ha e)].HHOM 
IIO)],XO)],e OIIHC8HHR IIOJih30BaTeJihCKHX 38)],aq. JSDL rrpe)],OCTaBJIReT TaKyio B03MO)l(H0CTh. 
CymecrneHHhIM ero rrpettMymecTBOM RBJIReTCR XML-rro)].o6HaR CTPYKTYPa, qTo )],eJiaeT )].OKyMeHT, 
HarrttcaHHhIH Ha JSDL, qHTaeMhIM )].8)1(e 6e3 HaJIHqHR crrel{HaJihHoro HHTeprrpeTaTopa. Htt)l(e 
rrpttae)],eH rrpttMep cj)yHKI.{HOHaJihHOro JSDL-)].oKyMeHTa (http://www.gria.org/) 

<?xml version="l.0" encoding="UTF-8"?> 
<JobDefinition xmlns="http://schemas.ggf.org/jsdl/2005/l l/jsdl"> 
<JobDescription> 
<Jobldentification> 
<JobName>http://it-innovation.soton.ac.uk/grid/imagemagick/blend I </JobName> 
</Jobldentification> 
<Application> 
<ApplicationName>http://it
innovation.soton.ac.uk/grid/imagemagick/blend</ApplicationName> 
</ Application> 
<DataStaging name="inputlmage-0"> 
<FileName>inputlmage-0</FileName> 
<CreationFlag>overwrite</CreationFlag> 
<DeleteOn Termination>true</DeleteOn Termination> 
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</DataStaging> 
<DataStaging name="inputlmage-1 "> 
<FileName>inputlmage-1 </FileName> 
<CreationFlag>overwrite</CreationFlag> 
<DeleteOnTermination>true</DeleteOnTermination> 
</DataStaging> 
<DataStaging name="outputlmage"> 
<FileName>outputlmage</FileName> 
<CreationFlag>overwrite</CreationFlag> 
<DeleteOnTermination>true</DeleteOnTermination> 
</DataStaging> 
</Job Description> 
</Job Definition> 

B Blf,!J.Y umpoKoro pacnpOCT})RHemrn ll OTHOCl!TeJihHOH npOCTOThl BOcnplll!TllJI, 
npe.D.CTaBJIJleTCJI B03MO)KHhIM peKOMelf,!J.OBaTh JSDL B KatJecrne CTaH,D;apTHOro J:I3h!Ka on11caHllJI 
3a.D.aH11ii noJih30BaTeJIJI. B Ka11ecrne nepBoro rnara Ha nYTH BHe.n.peHHJI JSDL uenecoo6pa3HO 
npoBecTH a.n.amaumo pll.n.a .n.oKyMeHTOB GFD Ml! pocc11iicK11x noJih30Bareneii 11 pa3pa6oTtJHKOB 
GRID-CTPYKTYP· 

HOBblC BOJMO,KHOCTH no COJ,llaHHIO HaQHOHa.ribHblX CTaH,llapTOB uu4>opMaQHOHHblX 

TCXHOJioruii 

.n;o nocne.n.Hero BpeMJ:I B Harneii cTpaHe B o6nacrn: HT-cTaH,D;apn13a1.vm 11Menoch 
3HatJHTeJihHOe OTCTaBaHlle OT MllpOBoro ypOBHJI. PoCCl!HCKlle cneI.JllaJillCThl npaKTlltJeCKll He 
yqacTBOBaJill B pa6ornx Me)K)J.yttapo.n.HhIX opraHH3Rl..lllii no cTaH,D;apTmau1111. O.n.HaKo, B nocne.n.Hee 
BpeMJ:I HaMeTllJil!Ch onpe.n.eneHHhie C)J.Bllfll B 3TOM HanpaBJieHllll: 

- C03)).aH Me)KOTPaCJieBOH CoBeT no TeXHlltJeCKOMY peryn11poBaHllIO, CTaH)J.apTmau1111 ll 
oueHKe COOTBeTCTBllJI B cq>epe llHq>OpMaI.Jl!OHHhlX TeXHOJIOmii (http://www.msovit.ru ); 

- peopraHll30BaH TeXHlltJeCKllH KOMHTeT TK22 «I1Hq>OpMaI.JllOHHhie TeXHOJIOfllll)) 
PoCCTaH,D;apTa, JIBJIJ:IIOI.I.Jl!HCJI Hal.UfOHaJihHhIM «3epKaJIOM)) Me)K)J.yttapo.n.Horo TeXHl!tJeCKoro KOMHTeTa 
JTCI ISO/IEC; 

- np11HJ:1Ta nonpaBKa K <1>3 «O TeXHl!tJeCKOM peryn11poBaHllll», Kap.D.llHaJihHO ynpoI.I.JaIOI.I.JaJI 
npoue.n.ypy a.n.aITTaI.Jllll Me)K)J.yttapO)J.HhlX CTaH,D;aPTOB; 

- pa3pa6aTuIBaeTCJI CllCTeMa MaIIIl!HHOro nepeBo)J.a I1T-CTaH,D;aPTOB, 
I1HCTJITYT Pa.D.llOTeXHllKll ll 3JieKTPOHl!Kll l!M, B.A.KoTeJihHllKOBa P AH aKTl!BHO yqacrnyeT B 

pa6ore TK22. 
6-7 OKTJ:16pJ1 npoBe)J.eHhI KOHq>epeHI.Jllll «I1T-cTaH.D.aPT 20 IO» 11 CI1TOII2010, OTPR)KaIOI.I.Jtte 

l!MeIOI.I.JlleCJ:I C)J.Bllfll. 
Bee nepe1111cJieHHOe OTKpbIBaeT HOBhie B03M0)KH0CTlf )J.JIJI C03)).aHlfJI 

CTaH,D;apTOB, 06ecne1111BaIOI.I.JllX ttHTeponepa6enhHOCTh B Grid-cttcTeMax, 
COOTBeTCTBYfOI.I.JeM q>llHaHCttpoBaHlflf. 

3aKJIIOlJCHHC 

HaI.JlfOHaJihHhlX 
KOHetJHO nptt 

TaKlfM o6pa30M, Ha OCHOBaHttlf lf3JIO)KeHHOrO MO)KHO C)J.eJiaTh cne.n.yroI.I.Jtte BhlBO)J.hI: 
- )J.aJihHeil:rnee pa3BHTHe pa6oT no co3.n.aHttID poccttiicKoro cerMeHTa GRID-cttcTeMhI, ero 

ttHTerpau1111 B MttpOBYfO GRID-c11cTeMy TPe6yeT q>opcttpoBaHHOH pa3pa6oTKtt HaI.JttOHaJihHhIX 
CTaH,D;apTOB 11 npoq>l!Jleii, o6ecnetJl!BaIOI.I.JlfX llHTeponepa6eJihHOCTh B GRID-cpe.n.e. 

- l!MeIOI.I.JllHCJI 3R)J.eJI, onhIT ll HOBhle B03MO)KHOCTlf B o6naCTlf I1T-CTaH,D;apTtt3aI.Jlflf 
n03BOJIJIIOT peIIIHTh Ha3BaHttyro 3R)J.atJy npll COOTBeTCTBYfOI.I.JeM q>ttHaHCttpoBaHttlf. 
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- .nesneJibHOCTb .nom1rna seCTHCb B TeCHOM c01py.nHttqecTBe C Me)K,!(YffapO.!(HbIM 
coo6mecTBOM s rrepsyio oqepe.nb c Open Grid Forum H rrptt aKTHBHOM o6cy)K.!(eHHH c poccHttCKUMH 
CIIel.lHaJIHCTaMH, pa6oTaIO[UHMH 8 o6JiaCTH GRID-CHCTeM. 
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PACIIPE)];EJIEHHMI HHTEJIJIEKTY AJibHAJI CHCTEMA 
yqEJiHOro HA3HA qEHHJI HA liA3E KOrHHTHBHbIX II 

PEAKTHBHblX IIPOrPAMMHblX ArEHTOB 

E. M. 3aii:u;eB 

Moc1<.oec1<.uii 20cyoapcmeeH11blii y1tueepcumem npu6opocmpoemm u wujJOpMamu1<.u 
PoccU5l, I 07846, Moc1<.ea, yll. CmpOMblHKa, 20 

zei@tsinet.ru 

B HaCTo»mee BpeMH B o6pa30BaTeJihHblH npouecc Bb!ClIIHX yqe6Hb!X 3aBe.lleHHH BHe.D.pH!OTCH 

HOBbie MeTOJlbl o6yqeHHH C HCilOJib30BaHtteM nepe.llOBbIX ttmpopMal{HOHHblX TeXHOJIOrHH, B 

qacTHOCTH, ttHTeJIJieKT)'aJihHhIX cncreM 6a3ttp)'!Omttxc» Ha 3HaHtt»x (CO3, KBS - Knowledge-Based 

Systems). OcHoBaHHhie Ha 3HaHHHX CHCTeMhl yqe6Horo Ha3Haqemrn, TaKHe KaK HHTeJIJieKryaJihHbie 

yqe6Hh1e cpe.llhI (Intelligent Leaming Environments) tt HHTeJIJieKryaJihHhie o6yqaJOmtte cttcreMbI 

(Intelligent Tutoring Systems) yBeJIHqHBaJOT 3<p<peKTHBHOCTb Tpy.lla npenO.D.aBaTeJieH H IlOBbilllaJOT 

KaqeCTBO IlO.llfOTOBKH cnel{HaJIHCTOB. TaIOKe aKTHBHO C03.lla!OTCH H 3KCilJiyaTttp)'IOTCH 

pacnpe.D.eJieHHbie cttcTeMhI yqe6Horo Ha3HaqeHHH (Distributed Teaching Systems), .llaJihHeiilllee 

pa3BHTHe KOTOpb!X CBH3aHO C HHTerpauneii pacnpe.D.eJieHHblX BbJqttcJieHHH H MeTO.llOB 

HCKyCCTBeHHOro HHTeJIJieKTa C l{eJihlO pa3pa60TKH pacnpe.D.eJieHHbIX HHTeJIJieKT)'aJibHblX CHCTeM 

yqe6Horo Ha3HaqeHttH, TaKHX KaK MHoroareHTHhie 6aHKH 3HaHttH (ME3, MKB - Multi-agent 

Knowledge Banks) [I]. 
IlpttMepoM HHTeJIJieKT)'aJibHh!X yqe6Hb!X cpe.ll HBJIHIOTCH CTarnqecKtte 6aHKH 3HaHHH (CE3, 

SKB - Static Knowledge Banks) [2], KOTOpb1e <popMttp)'IOT OTBeThI Ha 3anpocb1 noJih30BaTeJieii 

nocpe.D.CTBOM Bb!IlOJIHeHHH cnel{HaJIH3HpOBaHHbIX npoue.D.yp IlOHCKa H JiomqecKOH o6pa60TKH 

3HaHttii. B CE3 3HaHttH o MO.lleJittpyeMbIX B 6a3ax CTaTtttieCKHX npe.D.MeTHbIX o6Jiacrnx (ITO) 

npe.D.CTaBJIHIOTCH C IlOMOI.UblO cnel{ttaJibHhIX <ppeHMOB-npOTOTHilOB. <l>peHMbl-IlpOTOTHilbl OilHCbIBaJOT 

o6'beKThl tt nx COCTOHHHH, .D.eHCTBHH tt co6bITHH, a TaIOKe npouecChl, IlO.ll KOTOpblMH IlOHHMalOTCH 

ynop».lloqeHHhie COBOKYilHOCTH co6h!THH WHJIH .D.pymx npoueccoB, peanH3yeMb!X B l{eJIHX pellleHHH 

Tex HJIH HHbIX npo6JieM. B npouecce o6pa60TKH B CE3 3HaHHH O no <pOpMttp)'IOTCH OTBeTbl Ha 

3anpOCbl IlOJib30BaTemiii O 3HaqeHHHX pa3JIHqHblX xapaKTepHCTHK o6'heKTOB H co6hITHH, 0 cpaBHeHHH 

H aHaJIH3e co6bITHH, BblHBJieHHH CBH3eH Me)KJJ.y co6bITHHMH, a TaIOKe 3anpOCbl O CHHTe3e IlJiaHOB 

.lleHCTBHH .llJIH pellleHHH TeX HJIH HHb!X 3a.D.aq, TO eCTb O qiopMttpOBaHHH ynop».lloqeHHblX 

COBOKynHOCTeH co6bITHH, o6ecneqttBaJOI.UHX 3TH pellleHHH. 

Pa3BHTHeM KOHl{eill{HH CTaTnqecKHX 6aHKOB 3HaHHH HBJIHIOTCH MHoroareHTHhle 6aHKH 

3HaHHH, KOTOpb!e He TOJibKO Bb!IlOJIHHIOT <pyHKl{HH HHTeJIJieKT)'aJihHblX yqe6HblX cpe.ll, HO TaIOKe 

Bh!CrynaJOT B KaqecTBe HHTeJIJieKT)'aJibHh!X o6yqaJOI.UHX CHCTeM. M63 BKJIJOqaJOT o6mtte H 

cneuttaJibHhie 3HaHtt» o npe.D.MeTHOH o6JiacTtt, o npouecce o6yqeHtt» H MO.lleJitt o6yqaeMoro, 

aCCOl{Httpy» HX c peaKTHBHblMH tt KOrHHTHBHblMH nporpaMMHblMH areHTaMH [3], KOTOpbie 

peaJIH3)'IOT npoue.D.ypbl o6pa60TKH 3THX 3HaHHH, Bb!Jla!OT OTBeTbl Ha 3anpOCbl IlOJib30BareJieH H 

ClpOHT pal{HOHaJihH)'IO CTpaTerHJO o6yqeHHH, COBepllleHCTB)'IOI.U)'IOCH no Mepe HaKOilJieHHH .D.aHHbIX. 

B OTJittqne OT CTaTnqeCKHX 6aHKOB 3HaHHH, ycnex KOTOpb!X l{eJIHKOM 3aBHCHT OT MOTHBaI.-IHH 

yqamnxc» tt HX caMO.llHCl{HilJIHHbl, B ME3 ocymecTBJIHeTCH npoBepKa .lleHCTBHH o6yqaeMbIX c 

HCilOJlb30BaHtteM .llMHaMHqHoH o6paTHOH CBH3H .llJlH a.D.ailTHBHOH peaKl{HH Ha .D.eHCTBHH yqamnxc», a 

TaIOKe OTJIO)KeHHOH o6paTHOH CBH3H .llJIH nepHO.llttqecKOH Ol{eHKH HX 3HaHHH. 

,[(Jrn <popMttpoBaHHH OTBeTOB Ha 3anpOCbl IlOJib30BaTeJieH O 3HaqeHHHX pa3JIHqHbIX 

xapaKTepttCTHK o6'heKTOB H co6bITHH, 0 cpaBHeHHH H aHaJIH3e co6h!THH, BhrnBJieHHH CBH3eH Me)KJJ.y 

co6bITHHMH, a TaIOKe 3anpOCbl O <popMttpoBaHHH ynop».lloqeHHblX COBOI<ynHOCTeH co6hITHH, 

o6ecneqnBaJOI.UHX pellleHHH Tex HJIH HHblX 3a.D.aq, B ME3 BMeCTO 0./lHOro HHTeJIJieKT)'aJihHOro 
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pewaTeJUI HCIIOJib3YeTCll MHOroypOBHeBall CeTb rrporpaMMHblX areHTOB. AreHTbl peaJIH3YJOT 

JI0rttqecKHe BbIBOAbl Ha OCHOBe 3HaHHH O MOAeJittpyeMblX B HX 6a3ax rrpeAMeTHblX o6naCTlIX, 

K0TOpbie, KaK tt a CE3, MOryT 6b!Tb rrpeACTaBJieHbl c IIOMOillblO q>pettMOB-IIpOTOTHIIOB. 

OTBeTbl Ha 3aIIpOCbi IIOJib30BaTeJieH q>OpMHPYJOTCll KOrHHTHBHblMH areHTaMH ME3 B 

pe3yJibTaTe crreuttq>HKaUHH CBOHCTB cymHOCTeH (co6bITHH H HX cy6'beKTOB), BbJqucneHHll 

KaY3aJibHbIX, BpeMeHHblX H Apymx OTHOilleHHH Ha MHO)KeCTBe cymHOCTeH, a TaK)Ke B pe3yJibTaTe 

IIJiaHttpoBaHHll perneHHll 3Maq. Ilptt 3TOM BbJqHcJieHHe OTHOWeHHH H CHHTe3 IIJiaHa AeHCTBHH Mll 

peweHHll HeKOTOpOH 3Maqu rrpoHCXOAlIT He TOJibKO B rrpouecce BblIIOJIHeHHll KOrHHTHBHblM areHTOM 

rrpOAYKUHOHHbIX, peAyKUHOHHblX HJIH TPaHCq>OpMaUHOHHblX rrpaBHJI, HO TaK)Ke B rrpouecce ero 

rreperoaopoa c APYrHMH areHTaMH. MHoroypoaHeBa» apxttTeKTYPa ME3 rrpeArronaraeT 

HCIIOJib30BaHHe KaK ropH30HTaJibHbIX, TaK H BepTHKaJibHbIX CBll3eH Me)l(Ay areHTaMH. B Hett 

rrpHCYTCTBYJOT ypoBHH OTBeTCTBeHHbie 3a KOOrrepaTHBHOe IIOBeAeHHe, JIOKaJibHOe IIJiaHHpOBaHHe, 

cpopMttpoBaHHe HaMepeHHH, BOCIIpHlITHe H HCIIOJIHeHHe AeHCTBHH, peaKTHBHOe IIOBeAeHHe H 

o6yqeHtte areHTa. · Ka)l(AblH areHT q>yHKUHOHttpyeT a COOTBeTCTBHH c KOOIIepaTHBHblMH 

o6»3aTeJibCTBaMH, KOTOpb1e B03JIO)KeHhI Ha areHm APYrHMH areHTaMH ME3. 

OAHHM H3 rrpHHUHIIHaJibHblX rrpettMymecTB ME3 lIBJilleTCll cna6a» CBll3HOCTb, 

rrp0AHKTOBaHHa» IIOAXOAOM Ha OCHOBe KOttrpaKTOB. KoHTPaKTbl rrpeACTaBJilIIOT co6ott 

crreuucpttKaUHH TPe6oaaHHH K rrpeAOCTaBJilleMblM H TPe6yeMblM areHTOM HHTepqieticaM, 

peaJIH3YJOlIIHM rrpOTOKOJI B3aHMOAeHCTBH». Pa36HeHHe rrpHJIO)KeHH» Ha aBTOHOMHbie areHTbI, %H 

B3aHMOAeHCTBH» yrrpaBJilIIOTCll rrpaBHJibHO crreuttq>HUHpOBaHHblMH KOHTPaKTaMH Ha OCHOBe 

coo6meHHH, o6nerqaeT UAeHTHq>MKaUHIO ecrecTBeHHoro rrapannentt3Ma, KOTOpbIH cymecTByeT a 

K0HTeKCTe rrpeAMeTHOH o6naCTH, H IIOHHMaHHe Toro, KaK CJieAyeT rrpOBOAHTb AeKOMI103HUHIO pa6oT, 

KOTOpbie MO)KHO BblIIOJIHlITb OAHOBpeMeHHO. Pa3pa60TKa 6aHKa 3HaHHH Ha OCHOBe areHTOB AaeT 

pa3pa6oTqHKY B03M0)KH0CTb cocpeAOTOqHTbCll Ha KOppeKTHOM MOAeJittpoBaHHH 3Maq, 

BblIIOJIHlleMblX areHTaMH, a He Ha CTpeMJieHHH lIBHO yrrpaBJilITb rrapaJIJieJIH3MOM B rrporpaMMe. 

HcrrOJib30BaHHe Mll cpopMHpOBaHH» OTBeTOB Ha 3arrpoCbl IIOJib30BaTeJieH OAHOBpeMeHHO 

HeCKOJibKHX rrporpaMMHblX areHTOB He TOJibKO IIOBbiillaeT rrpOH3B0AHTeJibHOCTb CHCTeMbl 3a cqeT 

rrapaJIJieJIH3Ma, HO H pacwHplleT B03MO)KHOCTH 6aHKOB 3HaHHH ITO rrpeAOCTaBJieHHIO IIOJib30BaTeJilIM 

o6o6meHHOH HHcpopMaUHH. AreHTbl, pacrrpeAeJieHHbie a Y3J1aX JIOKaJibHOH HJIH rno6anbHOH 

BbJqHCJIHTeJibHOH ceTH, crroco6Hbl rrpeAOCTaBJilITb HJIH peKOMeHAOBaTb o6yqaIOmHe MaTepHaJibl Ha 

0CHOBe o6o6meHHll rrpeAIIOqTeHHH, IIOBeAeHHll tt rrpeACTaBJieHHH orrpeAeJieHHblX rpyrrrr 

IIOJib30BaTeJieH CHCTeMbl. IlpH '.3TOM, rrpoTOKOJibl, HCIIOJib3yeMbie B ME3, AOJI)KHbl BKJIJOqaTb 

B03M0)KH0CTb peaJIH3aUHH M06HJibHblX rrpoueccoB, KOMMYHHKaUHH Me)l(Ay KOTOpbIMH MOryT 6hITb 

rrpepBaHbl H BOCCTaHOBJieHbl. 

PeanmaUHll M06HJibHbIX rrporpaMMHblX areHTOB I103BOJilleT AHHaMHqecKH rrepepacrrpeAeJilITb 

BbfqHCJIHTeJibHYJO HarpY3KY B 3aBHCHMOCTH OT COCTOlIHH» CeTH. EcJIH BblIIOJIHeHHe BbJqHCJieHHH Ha 

OAHOM H3 Y3Jl0B CTaJIO He 3q>cpeKTHBHO, rrporpaMMHblH areHT MO)KeT rrpHOCTaHOBHTb CBOIO pa6ory, 

rrepeMeCTHTbCll Ha MeHee 3arp~eHHblH KOMIIbIOTep H rrpOAOJI)KHTb pa6ory Ha HeM. Mo6HJibHblH 

areHT MO)KeT IIOCJieAOBaTeJibHO rrocemaTb HHTepecyiomtte ero BblqHCJIHTeJibHbie Y3Jlbl, JIH6o 

KJI0HHpOBaTb MHO)KeCTBO AoqepHHX areHTOB, KOTOpbie 6yAYT BblIIOJIHlITb CBOH q>yttKUHH 

. rrapanneJibHO. TaKHM o6pa30M, M06HJibHbie areHTbl AOJI)KHbl IIOMep)KHBaTb "cHJibttyio" (strong 

mobility) MOAeJib, npH KOTOpOH BMeCTe C cerMeHTOM KOAa rrepeHOCHTCll TaK)Ke cerMeHT HCIIOJIHeHH», 

qTQ I103BOJIJleT pa6oTaIOlIIeMy npoueccy IIOCJie rrpHOCTaHOBKH H rrepeHeceHHll Ha APYfYJO MalIIHHY 

npOAOJI)KHTb ero BblIIOJIHeHHe C Toro MeCTa, Ha KOTOpOM 3TOT npouecc 6hIJI rrpHOCTaHOBJieH. 

Ilptt HaJIHqHH a BbJqHCJIHTeJibHblX ywax crreUHaJibHOro rrporpaMMHOro o6ecrreqeHHll 

npoMe)KYTOqHoro ypoBHll, Ha3bJBaeMoro areHTHOH IIJiaTcpOpMOH, M06HJibHbie areHTbl MOryT pa6oTaTb 

Ha pa3HblX arrrrapaTHbIX IIJiaTq>OpMax IIOA ynpaBJieHHeM pawHqHbIX orrepaUHOHHblX CHCTeM. 

AreHTHall nnaTq>OpMa OTBeqaeT 3a o6ecneqeHHe )KH3HeAe»TeJibHOCTH areHTOB H rrpeACTaBJilleT co6oi1, 

CHCTeMy rrpoMe)KYTOqHoro ypOBHll (middleware), KOTOpa» HaXOAHTCll Me)l(Ay areHTaMH H 

onepaUHOHHOH CHCTeMOH. OcHOBHbie q>yHKUHH areHTHOH IIJiaTq>OpMbl COCTOlIT B yrrpaBJieHHH 

areHTaMH, o6ecneqeHHH rrepeAaqH coo6meHHH Me)l(Ay areHTaMH, B IIOHCKe areHTOB H AaHHbIX O HHX 

BHYTP" CHCTeMbl, IIOMep)KKe OHTOJIOrHH. IlnaTcpopMa areHTOB II03B0JllleT rrepeAaBaTb, rrpHHHMaTb, 
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perHCTJ)HpOBaTb areHTOB, o6ecneqHBaeT 6e3onacHOCTb y:ma H ycTottqHBOCTb, TO eCTb cnoco6HOCTb 

areHTOB BOCCTaHaBJIHBaTb CBOe COCTOHHHe nocne aBapttttHOfO 3aBepllleHttH. 

Ba)l(HblM OTJillqlleM ME3 OT CE3 HBJIHeTCH Jie)KamM B llX OCHOBe HettponomqecKM MO,LleJih, 

B KOTOpott o6'be,LlHHeHbl ceMttOTllqecKllH H KOHHeKUllOHHCTCKllH no.nxo,nbl B llCKYCCTBeHHOM 

llHTeJIJieKTe. B HettponomqecKOH MO,neJIH ME3 llHTerpttpOBaHbl MexaHll3Mbl nomqecKoro BbIBO,Lla C 

HettpoceTeBhIMll MO,LleJIHMll, a TaK)Ke MeTO,LlaMll o6pa60TKll llHCpOpMal(llll, OCHOBaHHbIMH Ha HeqeTKOH 

JIOfllKe, KOTOpbie peaJill30BaHbl KaK B MexaHtt3Me HeMOHOTOHHOro BbIBO,na KOfHllTllBHbIX areHTOB, TaK 

ll B CTJlYKTYPe HettpOHHblX ceTett peaKTllBHbIX areHTOB. Enaro.napH 3TOMY, areHTbl ME3 cnoco6Hhl 

pelllaTb IIJIOXO qiopMaJIH3yeMbie 3a,naqn B OTKpblTbIX, .LlHHaMnqeCKllX npo6neMHbIX o6nacrnx, B 

KOTOpbIX ,naHHbie ll 3HaHllH, OnllCblBa!Ollllle CYillHOCTll ll CBH3ll, KaK npaBllJIO, HenoJIHbl, 

npOTllBOpeqllBbl, HeToqHbl ll Heonpe.neneHHbl. 

PeaKTHBHhie areHTb[ cnoco6Hhl H3BJieKaTb 3HaHllH ll3 nocTynalOillllX BhI6opoK, 

llHTepnpeTttpyH llX KaK 06yqa10mtte BbI60pKH, a TaK)Ke q>OpMynnpoBaTb ll peaJIH30BhIBaTh HeqeTKHe 

3aIIpOCbl K 6a3e ,naHHblX. KorHllTllBHhie areHTbI, He o6na,nM nOJIHblM 3HaHHeM O CBOeM OKp~eHllH ll 

llMeH Jllllllb qacTllqHoe npe,ncTaBJieHtte O npo6neMe, npOBO,LlHT HeToqHbie, npe.nnoJIO)KHTeJibHbie 

pacc~eHHH, KOTOph1e no,nBepraIOTCH nepecMOTJlY (belief revision) npn nonyqeHttH areHTOM 

.nonOJIHllTeJibHOH llHq>OpMaUttll, HeCOBMeCTllMOH C nonyqeHHb!Mll paHee 3aKJI10qeHHHMll, a TaK)Ke npH 

mMeHeHttll Mo,nenn Mttpa B pe3yJihTaTe o6HOBJieHttH y6e)KJ:leHtttt areHToB (belief update). 

KorHllTllBHhie areHTbl, llCnOJib3YfOT cneUHaJibHhie MexaHll3Mbl, no3BOJIHIOilllle llM onepHpoBaTb 

HeqeTKllMll noHHTHHMll ll peantt30BbIBaTb npHMb[e Jitt6o o6paTHbie HeqeTKlle BbIBO,Llbl. Ilptt npHMOM 

HeqeTKOM BbIBO,ne (fuzzy forward-chaining reasoning) OT,neJibHhie q>aKTbl 6a3bl 3HaHllH KOrHllTllBHblX 

areHTOB npeo6pa3YfOTCH B KOHKpeTHble 3HaqeHllH q>yttKUHH npttHa,nJie)KHOCTH attreue.neHTOB 

HeqeTKllX npo.nYKUllH ll HaxO,nHTCH 3HaqeHHH q>yHKUllH npllHa,nJie)KHOCTll 3aKJIIOqeHllH no Ka)K,LlOMY 

tt3 HeqeTKHX npaBllJI. Ilpouecc o6paTHoro HeqeTKoro BbIBo,na (fuzzy backward-chaining reasoning) 

3aKJI10qaeTCH B no,ncTaHOBKe OT,LleJibHbIX 3HaqeHHH q>YHKUHH npttHa,nJie)KHOCTll 3aKJIIOqeHllH ll 

HaxO)K,LleHHll q>yHKUHH npllHa,nJie)KHOCTll YCJIOBllH, KOTOpbie npttHllMaIOTCH B KaqecTBe oqepe,nHhlX 

no.nueneii ll .nanee MOryT llCnOJib30BaTbCH KaK q>yttKUHH npttHa,nJie)KHOCTll HOBbIX 3aKJIIQqeHllH. 

C03,naHne MHoroareHTHbIX 6aHKOB 3HaHllH HBJIHeTC.11 CJIO)KHOH 3a,naqeiI, KOTOpaH TJ)e6yeT OT 

pa3pa6orqttKOB onhITa npoeKTttpOBaHllH tt peanll3al(Hll KaK KOHUenryanhHbIX, TaK n TeXHHqecKllX 

pellleHllH B TaKllX o6nacrnx KaK npe,ncTaBJieHtte H o6pa60TKa 3HaHllH, CeTeBbie KOMMYHHKaUHH H 

npOTOKOJibl B3allMO,nettCTBllH, HeiipOHHbie CeTll ll HeqeTKM JIOfHKa. IlpoeKTttpoBaHHe ll peanH3al(llH 

ME3 3HaqllTeJibHO ynpomaeTCH nptt llCnOJib30BaHHll cneuttanbHbIX llHCTJ)yMeHTaJibHbIX cpe,ncTB, 

no.n.nep)KttBalOillHX npouecc C03,LlaHllH 3K3eMIIJIHpOB ll c6opKll areHTOB, o6ecneqHBa!OlllHX 

aBTOMaTnqeCKYfO rettepaUHIO qaCTllqHb!X llJIH nOJIHbIX peanmaunii Ha OCHOBe cneuttq>HKal(Hll. 

CneuttaJill3llpOBaHHhie 6tt6JIHOTeKll ll llHCTJ)yMeHTaJibHhie cpe,ncTBa pa3pa60TKll MHoroareHTHblX 

cncTeM yqe6Horo Ha3HaqeHHH, no.no6Hhie npo6neMHo-opHeHrnpoBaHHoii cpe.ne AgentITS (MrYITI1), 

no.n.nep)KttBalOT npouecchI npoeKTnpoBaHttH H peanmauHH 06yqa10mHx areHToB c 3a,naHHhIM 

noBe,neHHeM. 

Aim onncaHHH nporpaMMHbIX CHCTeM TeOpllH areHTOB npe.nnaraeT TaKHe BblCOKOYPOBHeBble 

nOHHTll.11 KaK pOJill areHTOB, 3HaHllH, y6e)KJ:leHllH, )KeJiaHHH areHTOB, nnaHbI, uenn, npOTOKOJibl 

o6meHllH ll Be,neHll.11 neperoBOpOB. IlOBbIIlleHlle ypoBHH a6CTJ)aKl(llll o6nerqaeT pa3pa60TKY 

nporpaMMHOro o6ecneqeHllH, npll 3TOM OHO orpaHnqnBaeT o6naCTb .nettCTBHH a6CTJ)aKUllH H o6'beM 

KOHTJ)OJIH ,neTaneii peanmaunn, nopyqeHHoro pa3pa6oTqnKaM. AreHThI, KaK cneunqinqHhie 

a6c'I'paKl(llll, co,nep)KaT 60Jibllle 3HaHllH O npe,nMeTHOH o6nacTll, no cpaBHeHlllO C o6mttMll ll, 

cne.noBaTeJibHO, MeHbllle 3HaHllH TJ)e6yeTCH OT pa3pa6oTqttKa ,nJIH pellleHllH npo6neMbl. O,nHaKo, qeM 

6oJibllle 3HaHHH CKOHUeHTJ)llpOBaHO B a6cTJ)aKUllH, TeM ~e ee o6JiaCTb npttJIO)KeHllH. qT06hI 6bITb 

MHOroKpaTHO ncnOJib3yeMOH, BbICOKOypOBHeBaH a6cTJ)aKUHH ,LlOJI)l(Ha .nonycKaTh a.nanTal(lllO, KaK 

qepe3 HeKOTOpbie BttyTJ)eHHlle MexaHll3Mbl ll3MeHqllBOCTll, TaK ll qepe3 BHelllHlle a,nanTepb!. B 

npouecce co3,naHHH ME3 B cpe.ne AgentITS npH peanmaunn a6cTJ)aKUllll areHTa noJih30BaTeJib 

llMeeT B03MO)KH0CTb KOHq>ttrypttpOBaTb Bll3YaJibHOe npe,nCTaBJieHlle pellleHllH, a 3aTeM reHepnpoBaTb 

llCXO,LlHbIH KO.LI, KOTOpbIH C03,LlaCT 3K3eMIIJIHpbl 6H6JIHOTeqHbIX KJiaCCOB ll HaCTJ)OllT llX 

COOTBeTCTBYfOillHM o6pa30M. 
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CttcTeMa AgentlTS BKJIIO'IaeT HHCTpyMeHTaJihH)'IO cpe,ny pa3pa60TKH MH0roareHTHhlX 
6aHKOB 3HaHHH, a TaIOKe areHTH)'IO 11JlaT<pOpMy, o6ecrrequsaIOm)'IO C03,llaHHe CeTeBblX coe,nHHeHHH 
MelK,!ly areHTaMH, II0HCK Hy,KHhlX areHT0B. ,[l;aHHhlH HHCTpYMeHTapHH, COCTOJIIUHH H3 
llHTepaKTHBHhlX MaCTepoB H rraHeJleH CBOHCTB, 0IITHMH3HpoBaH ,llJlJI C03,llaHHJI HHTeJ1J1eKryaJihHhlX 
CllCTeM yqe6Horo Ha3HaqeHHJI, K0T0pbie ,ll0JDKHhl ocymeCTBJlJITh a,naIITHBH0e o6yqeHHe c 
llCIT0J1h30BaHHeM rrepcoHaJihHhlX o6yqaIOIUHX areHT0B. IIepcoHaJIH3al.{HJI B o6yqeHHH ,ll0CTHraeTCJI 3a 
cqeT npe,ncTaBJleHHJI a ME3 MeTa3HaHHH ,llJlJI rrpoae,neHHJI HH,llHBH,llYaJihH0ro rro,n6opa u 
<jiopMttpoBaHHJI yqe6Hh!X MaTepttaJI0B. Herrocpe,ncTBeHHhIH ,nocryrr K yqe6Hb!M MaTepuanaM 
ocymecTBJlJIIOT areHThl o6yqaIOIUHX pecypcoB. TeXHOJlOrttJI M3E II03B0J1JieT rrepeMemaTh 3THX 
areHT0B K y,naneHHhlM pecypcaM H BhllI0JlHJITh aHaJIH3 IIOJlyqeHHOH HHCpOpMal.{HH rrapanneJlhH0 Ha 
HeCK0JlhKHX Bb1qucJ1HTeJ1hHhJX y3nax. IIpu pa3pa60TKe ME3 rrpoeKTHP)'IOTCJI H peaJIH3)'lOTCJI areHThl 
M0HHT0pHHra HH,llHBH.llYaJihHOH rpaeKT0pHH o6yqeHHJI, areHTbl TeCTHp0BaHHJI u K0HTp0JlJI 
npaBHJlhHOCTH ,neHCTBHH o6yqaIOIUHXCJI, areHTbl o6paTHOH CBJI3H ME3 C o6yqaIOIUHMHCJI H 

npeno,nasaTeJlJIMH. 
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ACHHXPOHHbIE ABTOMATHbIE CXEMbl -
MO,ll;EJlb P ACilPE,ll;EJIEHHOH OliP AliOTKH ,IJ;AHHbIX 

r.A.KanttHHHa,IO.E.MopoxoneQ 

MocKOBCKUU 311ep2emu'leCKUU u11cmumym (mex11u'lecKuu y11ueepcumem) 
PoccU5l, 111250, MocKea, Kpac110Ka3apMe1111aR 14 
KalininaGA@mpei.ru, Morokhovets YY@mpei.ru 

Ilo,!l o6pa60TKOH ,!laHHhIX BOo6me ll pacnpe,!leJieHHOH o6pa60TKOH ,!laHHhIX B qacTHOCTll 6y

,!leM IIOHHMaTh npouecc HenpepbIBHOrO npHeMa, npeo6pa:30BaHIDI, HaKOnJieHHR J,I BhI,!laqw ,!laHHhIX, 

HanpaBJieHHhiii Ha pemeHtte onpe,!leJieHHoro, qacTo q>HKcwpoBaHHoro Ha6opa 3Maq, O6pa6oTKa ,!laH

HhIX - IIOTeHUllaJihHO 6ecKOHeqHhlH BO BpeMeHH npouecc, B o6meM cnyqae He RBJIRIOIUHHCR anro

PHTMHqecKHM, TO eCTh o6ecneqHBaIOIUHM O,!lH03HaqHOCTh IIOJiyqaeMhIX pe3yJihTaTOB. BhJqJ,ICJieHHe, B 

CHJIY ,!laHHOro onpe,!leJieHHR, RBJIReTCR caMOCTORTeJihHOH CMhICJIOBOH KaTerop11eii. Bh1q11cJieH11e -

KOHeqHhIH BO BpeMeHH npouecc npeo6pa30BaHHR llCXO,!lHhIX ,!laHHhIX B pe3yJihTaT, OCHOBaHHhIH Ha 

np11MeHeHtttt anropttTMa. Bh1q11cneH11e 3aKaHquBaeTC», ecntt pe3yJihTaT nonyqeH. 

Ilpouecc o6pa60TKll ,!laHHhIX - 3TO npouecc Bh!IlOJIHeHHR cxeMhl o6pa60TKH ,!laHHhIX CHCTe

MOH o6pa60TKH ,!laHHhIX. YqttThIBaR 3TOT q>aKT, IlOHRTHe pacnpe,!leJieHHOH o6pa60TKH ,!laHHhIX MO)KeT 

6b!Th. onpe,!leJieHO C ,!lByx ToqeK 3peHHR - JIOr11qeCKOH J,I qJH3HqecKOH. C JiomqeCKOH TOqKJ,1 3peHHR 

CBOHCTBO pacnpe,!leJieHHOCTll onpe,!leJI»eTCR oco6eHHOCTRMH CHHTaKCHCa 11 ceMaHTHKH cxeMhl, 3a

,!laIOIUeii npouecc o6pa6oTKH ,!laHHhIX. B pacnpe,!leJieHHOM cnyqae cxeMa npe,!lCTaBJIReTCR MHO,KeCT

BOM HHq>OpMaUHOHHO CBR3aHHhIX JIOrttqecKHX KOMilOHeHTOB, He HMeIOIUHX o6mero ynpaBJieHHR 11 

pa60TaIOIUHX He3aBHCHMO ,!lpyr OT ,!lpyra. COBMeCTHM pa6om KOMilOHeHTOB KOOp,!lHHHpyeTCR no

cpe,!lCTBOM o6MeHa ,!laHHh!Mll, npuqeM 3TOT o6MeH MO,KeT HOCHTh KaK CHHXpOHHhIH, TaK J,I acttHXpOH

HhIH xapaKTep. C q>H3HqecKOH TOqKH 3peHHR CBOHCTBO pacnpe,!leJieHHOCTH onpe,!leJIReTCR opraHH3a

u11eii CllCTeMhl o6pa60TKH ,!laHHhIX, a TaKJKe cnoco6oM OT06pameHHR JIOmqeCKllX KOMilOHeHTOB cxe

Mhl Ha qJH311qecK11e KOMilOHeHThl CllCTeMhl. 8 pacnpe,!leJieHHOM cnyqae CHCTeMa npe,!lCTaBJIReTCR 

MHO,KeCTBOM He3aBHCHMO pa6oTaIOIUHX HHq>OpMaUHOHHO CBR3aHHhIX q>ll3ttqecKHX KOMIIOHeHTOB, Ka

)K,!lh!H HX KOTOph!X Bh!IlOJIHReT OT06pameHHhlH Ha Hero qiyHKUHOHaJihHO 3aBepweHHhIH qiparMeHT 

cxeMhI. 

B ,!lOKJia,!le peqh 11,!leT O JIOmqecKOH MO,!leJitt, q>OpMaJIH3YJOIUeii cxeMhl pacnpe,!leJieHHOH o6-

pa60TKH ,!laHHhIX B BH,!le aCHHXpOHHhIX aBTOMaTHhIX cxeM. 

AcwHxpoHHYJO aBTOMaTHYJO cxeMy a, KaK 3JieMeHT MHO,KeCTBa A, 3a.llMHM CTPYKTypOii 

a= (P, L, Ink), 
r,!le P 11 L - MHO,KeCTBa aBTOMaTHhIX KOMIIOHeHToB H 11x wa6JioHoB; Ink - CTPYKTYPOo6pa3YJOIUee 

COOTBeTCTBtte, ycTaHaBJIHBaIOmee HHq>OpMaUHOHHhie CBR311 Me)K,!ly BhIXO,!laMH H BXO,!laMH KOMIIOHeH

TOB cxeMhl. 

MHO,KeCTBO aBTOMaTHhIX KOMIIOHeHTOB p - KOHeqHoe HenycTOe MHO,KeCTBO. KaJK,!lhIH 3Jie

MeHT p E P xapaKTep113yeM wa6noHoM cr(p) E L, onpe,!leJI»IOIUttM ero CTPYKTYPY 11 qiyHKUHOHttpoBa

Htte. 

ba3HC aBTOMaTHOH cxeMhl l: onpe,!leJIHM KaK KOHeqHoe MHO,KeCTBO CTPYKTYP BH,!la 

cr = (X, Y, M, S, F, 0), 
r,!le X ll y - MHO)KeCTBa BXO,!lOB 11 BhIXO,!lOB, 06ecneq11BaIOIUHX HHq>OpMaUHOHHOe B3aHMO,!leHCTBHe 

KOMIIOHeHTOB cxeMhI; M - MHO,KeCTBO COCTORHHH naMRTH KOMIIOHeHTa; S - MHO,KeCTBO co6CTBeH

HhIX COCTORHHH KOMIIOHeHm; F - MHO,KeCTBO npoue.llyp o6pa60TKH ,!laHHhIX, Bh!IlOJIHReMhIX KOMIIO

HeHTOM; e - q>yttKUHR BhI6opa npoue.llyp o6pa60TKH ,!laHHhIX. 

KaJK,!lhIH BXO,!l KOMIIOHeHTa H3 X xapaKTep113yeM THIIOM npHHHMaeMhIX coo6meHHH. Tttn ca

Moro BXO,!la o603Haq11M qepe3 t(x), X E X. Ey,!leM cq11TaTh, qTo BXO,!lhl KOMIIOHeHTa HMeIOT BCTPOeH-
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HhJe 6yqiephl, B KOTOphlX xpamJTCll coo6memrn .[(0 Toro, KaK KOMilOHeHT npHCTYilHT K HX o6pa60TKe. 

Eyqiep BXO.[(a X o603HalJHM qepe3 b(x), a ero THil IlOJIO)KHM paBHhlM THny COOTBeTCTBYJOmero BXO,[(a -

t(h(x)) = t(x). 
~ll 6yqiepa h THna t MHO)KeCTBO 

Q(h) = (D(t))0u(D(t)}1u(D(t)}2u ... u(D(t)fu ... 
UOJIO)KHM B KatJecTBe MHO)KeCTBa ero B03MO)KHhlX COCTOllHHH. 3.nech D(t) - MHO)KeCTBO coo6meHHH 

rnna t, a (D(t)f - MHO)KeCTBO IlOCJJe,[(OBaTeJJbHOCTeH YKaJaHHhlX coo6meHHH .[(JIHHhl n, n ~ 0. ~ll 

mo6oro rnna t 6y.neM ctJHTaTh, tJTo (D(t))0 = ro, r.ne CHMBOJJ «ro» o6oJHatJaer nycryio nocne.noBa

TeJihHOCTh coo6meHHH. 

IlycTh h - 6yqiep rnna t, a q - TeKymee cocrosittHe 3Toro 6yqiepa. BBe.[(eM qiyttKI..IHH append, 
head H tail cne.nyioJ.UHM o6paJoM: 

{ 

(d), eCJJH q = O} 

append(d, q) = 
(d, d1, ... , dn), ecJIH q = (d1, ... , dn), 

{ 

He onpe.neneHa, ecJIH q = ro 
head(q)= 

dn, eCJJH q = (d1, ... , dn), 

{

He onpe.neneHa, ecJJH q = ro 
tail(q) = 

(d1, ... , dn-1), eCJJH q = (d1, ... , dn), 
<l>yHKUHll append Mo.nen11pyeT JanHCh coo6meHHsi d E D(t) B 6yqiep h, HaxOAAJ.UHHCll B co

CTOllHl1H q, qiyttKUHH head H tail - lJTeHHe coo6mettHsi d E D(t) m 6yqiepa b, HaxoAAmerocsi B YKa

JaHHOM COCTOllHHH. 

Ka)K.[(hIH BhIXO.[( 113 YxapaKTepmyeM T11noM. THn Bhixo.na o6oJHatJHM tJepe3 t(v),y E Y. 
B MHO)KeCTBax M H S BhI,[(eJJHM COCTOllHHSI mo H So, KOTop1,1e npHMeM B KatJeCTBe HalJaJJhHOrO 

COCTOllHHll naMllTH 11 HalJaJJhHOro co6CTBeHHOro COCTOllHHSI aBTOMaTHOro KOMilOHeHTa, COOTBeTCT

BeHHO. 

11pOH3BOJI!,Hyio npoue.nypy o6pa60TKH ,[(aHHhIX/ E F 3a,[(a,[(HM nocpe.[(CTBOM CTPYKTYP"' 

J= (q,,fy,Jm,ft), 
r.ne Cf)= (q,1, ... , Cf)no.f(X))- .[(B011lJHhlH BeKTOp MaCKH BXO.[(OB npoue.nyp1,1;/y- qiyHKl.(Hll BhlXO.[(OB;jm

qJyttKl.(11ll COCTOllHHH naMsirH; ft - qlyttKUHSI co6cTBeHHhlX COCTOllHHH KOMilOHeHTa. 3.nec1, H .nanee 

no/- qlyttKUHll, B03BpamaJOmasi B KalJeCTBe 3HalJeH11ll lJHCJIO 3JJeMeHTOB B MHO)KeCTBe-aprYMeHTe. 

B3aHMOCBll3aHHhJe qiyHKUHH/y,fm Hft 3a,[(a,[(11M KaK COOTBeTCTBHll BH,[(a 

fy: (q,1 O D(t(X1))) X ... X (Cf)no.f(X) O D(t(Xno.f(X)))) X Mx S ➔ 
➔ ( {A.} U D(t(v1))) X ... X ( {A} U D{t(vno.f(Y)))), (I) 

fm: (q,1 0 D{t(X1))) X ... X (Cf)no.f(X) O D(t(Xno.f(X)))) xMx S➔ M, 

ft: (q,1 O D(t(X1))) X ... X (Cf)no.f(X) 0 D(t(Xno.f(X)))) X Mx S ➔ S, 
r.ne A. - Heonpe.neneHHhlH 6JIOK ,[(aHHhJX. Cl1MBOJJ ((0)) o603HatJaeT onepauHJO, KOTOPYJO .[(Jill .[(BOHlJ

HOH nepeMeHHOH Cf); H MHO)KeCTBa D(t(X;)), I 5.j 5. noj(X) onpe.neJIHM CJJe.[(YJOJ.UHM o6pa30M: 

{

{A.}, eCJJl1 Cf);= 0 
<pi o D(t(xi)) = 

D(t(x)), eCJil1 (f)J = 1. 
J13 CKaJaHHOro cne.nyeT, lJTO BeKTop MaCKl1 BXO.[(OB npoue.nyphl YKaJhJBaeT BX0.[(1,J KOMilOHeH

Ta, .[(aHHhle 6yqiepoB KOTOpblX 11CilOJlh3YJOTCll npH ee BhinOJJHeHHH. 

MHO)KeCTBO U(s) s {O, 1 }no.f(X) HaJOBeM MHO)KeCTBOM B03MO)KH1,JX CHryaUHH Ha BXO.[(ax aBTO

MaTHOro KOMilOHeHTa B COCTOllHH11 s E s. IlpH noj(X) > 0 .[(BOHlJHhlH BeKTop CHryal.(HH u = (u1, ... , 
Uno.f(X)) E U(s) onpe.neJilleT HaJJl1lJHe ,[(aHHhlX B 6yqiepax BX0.[(0B KOMilOHeHTa: U; = I 03HatJaeT HaJJHlJHe 

coo6mett11i1 B 6yqiepe sxo.na x1, a u1 = 0 - oTcyrcTBHe coo6meHHH B YKaJaHHOM 6yqiepe. IlpH 

noj(X) = 0 MHO)KeCTBO c11ryaUHH Ha BXO,[(aX aBTOMaTHOro KOMilOHeHTa He onpe.neneHO. 

<l>yHKU11ll Bhl6opa npoue.nyp o6pa6oTKH ,[(aHHhJX 0 HMeeT BH.[( 
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0:SxU➔ F, 
r)],e u - MHO)KCCTBO /J,OIIYCU:IMhIX c1:1rya1..11:1ii Ha BXO/J,ax KOMnOHCHTa, JIBJIJIIOUlCCCJI 06be/J,I1HeH1:1eM 

MHO)KCCTB U(s) no BCeM s E s. 
O6o3Ha'l1:1M qepe3 dom/.._0) ceqeH1:1e o6nacrn onpe,ll,eneH1:1J1 cpyHK'--11111 Bh16opa B TO'IKe s E S. 

MHO)KCCTBO dom/.._0) ~ U(s) Ha30BCM MHO)KCCTBOM pa6oq1:1x c1:1rya1..11:1ii Ha BXO/J,ax KOMnoHeHTa, o6pa-

6aThIBaeMhIX B COCTOJ!Hl:11:1 s. O603Ha'll:IM qepe3 va/,(0) Ce'ICHl:le o6naCTl:I 1:13MCHCHl:IJI q>yttK'--11111 Bh160-

pa B TO'IKC s E s. MHO)KCCTBO va//.._0) ~ F Ha30BeM MHO)KCCTBOM npo1..1e,ll,yp o6pa60TKl:I )],aHHhIX nO/J,

'll:IHCHHh!X COCTOJ!Hl:110 S. 

MHO)KCCTBO c1:1rya1..11:1ii l'J.(s,f) ~ dom.(0) Ha30BeM /J,l:ICKpl:IMl:IHaHTOM npo1..1e,ll,yphi/B COCTOJI

Hl:11:1 s, ecn1:11:1 TOJihKO ecn1:1 /J,JIJI JII06oii c1:1rya1..11:11:1 u E l'J.(s,f) Bh!IlOJIHJICTCJI paBeHCTBo/= 0(s, u). 
MacKa BXO/J,OB (j) npo1..1e,ll,yph1/1:1 /J,l:ICKpl:IMl:IHaHT l'J.(s,f) /J,OJl)l(Hhl 6hITh CBJl3aHhl COOTHOWCHl:l

eM 

q> = inf (l'J.(s,f)), 
r/J,e cpyHK'--ll:IJI in/B03BpamaeT Hal:IMeHhillyIO TO'IHyIO rpaHh MHO)KeCTBa-apryMeHTa. 

<l>yttK'--11110 BhJ6opa npo1..1e/J.yp o6pa60TKl:I )],aHHh!X e /J,JIJI COCTOJIHl:IJI s 1:1 c1:1rya1..11:11:1 Ha BXO)],aX u 
KOHcrpyKTl:IBHO 3a,ll,a)],l:IM CJie/J,yIOllll:IM o6pa30M: 

{

f, ecn1:1 cymecrnyer l'J.(s,f) TaKoii, 'ITO u E l'J.(s,f) 
0(s, u) = 

He onpe,ll,eneHa, B npoTHBHOM cnyqae. 

CocTOJIHl:le s E s Ha30BeM 3aKJIIO'll:ITeJihHhIM COCTOJIHl:leM B TOM cnyqae, ecn1:1 ce'leH1:1e 06-

naCTl:I onpe,ll,eJieHl:IJI cpyHK'--11:11:1 BhI6opa 0 B TO'!Ke s nycrn, TO eCTh dom/.._0) = 0. ABTOMaTHhlll KOMnO

HeHT, He l:1Me10m1:1ii 3aKJIIO'll:ITeJihHhlX COCTOJIHl:IH, Ha30BeM KOMnOHeHTOM HenpepbIBHOro )],ettCTBl:IJI. 

fpynnoii COCTOJIHl:IJI S E S Ha30BeM CTPYKTYPY, BKJIJOqa10myIO COCTOJIHl:le S BMCCTC C nO/J,'11:1-

HeHHhlMl:I eMy npo1..1e,ll,ypaMH 1:13 va/,(0) E F. Bnpe,ll,h, 6e3 orpaHH'leHl:IJI o6mHOCTH, 6y)].eM paccMaT

pHBaTh J!Hillh KOMnOHeHThl C HenepeceKaIOUlHMl:ICJI rpynnaMH COCTOJIHHH, TO eCTh TaKHe, y KOTOphIX 

nepeceqeHHe MHO)KeCTB va//.._0) no BCeM s E S nycTO. Ilpo1..1e,ll,yphl, o6pa3yIOUlHe rpynny COCTOJIHHJI, 

Ha30BeM BCTBJIMl:I o6pa6oTKl:I )],aHHhIX. 

B3al:IMOCBJl3h 3JieMeHTOB MHO)KeCTB S H F, ycTaHaBJIHBaeMyIO q>yHK'--IHJIMH 0 1:1 js, MO)KeT 

6hITh npe,ll,CTaBJieHa rpaq>H'ICCKl:I B BH)],e )],l:larpaMMhl nepeXO/J,OB KOMnoHeHTa. ,[(HarpaMMa nepeXO/J,OB 

- /J.BY/J.OJihHhlll op1:1eHT1:1pOBaHHhlll rpacp, 0/J,Hl:I BeprnHHhl KOTOporo OT06pa)KaJOT COCTOJIHl:IJI KOMnO

HeHTa, a ,ll,pyme - npo1..1eAyphl o6pa6oTKH )],aHHhIX. ,lzym, H/J,ym1:1e OT COCTOJIHHH K npo1..1e,ll,ypaM, 

B3BeWCHhl /J,HCKpl:IMHHaHTaMH npo1..1e,ll,yp - HenyCTh!Ml:I MHO)KeCTBaMl:I CHTYa1..111ii Ha BXO/J,ax KOMnO

HeHTa, o6pa6aThIBaeMhlX B COOTBCTCTByIOllll:IX COCTOJIHl:IJIX. ,lzym, H/J,ym1:1e OT npo1..1e,ll,yp K COCT0JIHH

JIM, nOKa3hIBaIOT HanpaBJieHHJI nepeXO/J,OB KOMnOHeHTa, pean1:13yeMhie KaK pe3yJihTaT Bh!IlOJIHeHHJI 

npo1..1e/J.yp. 

,lvill l:IJIJIIOCTPa1..11111 BBe)],eHHhIX nOHJITl:IH paCCMOTPHM npHMep wa6noHa KOMnOHCHTa Henpe

phIBHoro ,ll,eiicTBHJI, peanmyIOmero yHapHoe npeo6pa3oBaHHe, 3aB1:1cJ1mee OT AByx napaMerpoB: 

if pi(x1) theny1:=E(c1, x1) else y2:=E(c2, X1), (2) 
r/J,e pi - 6yneBCKaJI q>yHK'--IHJI, a E - q>yHK'--IHJI, np11 Bhl'IHCJieHHl:I KOTOpoii, B 3aBHCl:IMOCTl:I OT 3Ha'leHHJI 

pi(x1), np11MeHJ1CTCJ1 n1:160 napaMerp c1, n1160 napaMerp c 2• 

llla6noH l:IMeeT nl!Th BXO/J,OB X = {x1, X2, X3, X4, Xs} 1:1 )],Ba Bh!XO/J,a y = {y1, Y2}. OCHOBHOH pe

)Kl:IM pa60Thl peanhHhIX KOMnOHeHTOB, OTBe'laIOmHX wa6noHy, 3aKJIJOqaeTCJI B np11eMe coo6meHl:IH 113 

6ycpepa BXO/J,a Xi, HX npeo6pa3oBaHHH 1:1 BhI)].aqe pe3yJihTaTOB Ha BhIXO/J,hl YI HJll:I Y2, a TaK)Ke B np1:1e

Me coo6meHHH, nocryna10m11x B 6ycpephl BXO/J,OB X2 1:1 X3, X4 H X5, 06ecneq11Ba10m11x Bhl'IHCJieHHe na

paMerpoB Ct, C2, COOTBCTCTBeHHO. 3Ha'leHl:IJI napaMerpoB npeo6pa30BaHl:IJI xpaHJITCJI BO BHyrpeHHeii 

naMJITH KOMnOHeHTa. Ha'laJihHhie 1:1 Bee nocne/J,yIOUlHe 3Ha'leHHJI napaMerpoB Ct, C2 Bhl'll:ICJIJIIOTCJI 

onepaTopaM1:1 

Ct:= E1(x2, X3), c2:= Ei(x4, xs), (3) 
r/J,e E1 1:1 E2 - 3a)],aHHhie q>yHK'--11:111. BhmonHeH1:1e onepaTOpOB (3) o6ycnoBJIHBaCTCJI HaJil:l'll:leM coo6-

meHl:IH B 6ycpepax BXO/J,OB X2 H X3, X4 H Xs, npl:l'ICM qacTOTa nocrynneHHJI coo6meHl:IH B 3TH 6ycpephl 

3Ha'IHTeJihHO MeHhWe qacTOThl nocrynneHHJI coo6meHHH B 6ycpep BXO/J,a X1. CJIO)KHOCTh Bhl'll:ICJieHl:IJI 
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q>yttKUHH E1 H E2 npeBOCX0,/1.HT CJIO)KHOCTb BblqHcJieHHJI !p)'HKUHH E. 
B Haqa.rre pa6oTbl BbJqHcmIJOTCM 3HaqeHHM napaMeTpOB C1, C2 H TOJibKO 3aTeM KOMnoHeHT ne

peX0,/1.HT B OCHOBHOH pe)KHM - nepH0,/1.HqecKH BblIIOJIHMM npeo6pa30BaHHe (2) npH nocryIIJieHHH co

o6meHHH B 6y<pep BX0,/1.a X1, ocymecTBJIMM nepecqeT 3HaqeHHH napaMeTPOB Ci, C2, npH nocT)'IIJieHHH 

coo6meHHH B 6yqiepbl COOTBeTCTBYJOIUHX BX0,/1.0B, 

Bxo.n. X1 HMeeT caMblH HH3KHH npHOpHTeT. Coo6meHHM npHHHMaJOTCM H3 ero 6yqiepa JIHIIIb 

ror.n.a, Kor.n.a .n.aHHbie Ha BX0,/1.ax X2 H X3 HJIH X4 H Xs OTCYTCTBYJOT, B3aHMHbIH npHOpHTeT nap BX0,/1.0B 

X2 H X3, X4 H Xs He <pHKCHpoBaH - HX npwopHTeTbI MeHMIOTCM TaKHM o6pa30M, ~o o6CJIY*eHHOH nape 

BX0,/1.0B Ha3HaqaeTCM 6oJiee HH3KHH npHOpHTeT. 

,l(ttarpaMMa nepexo.n.oB ,/I.JIM paccMaTPHBaeMoro cnyqM noKaJaHa Ha pwc. I. 

Pwc. J: ,l(warpaMMa nepexo,/1.0B aBTOMaTHOro KOMnOHeHTa 

HaqaJibHOe COCTOMHHe BHYTPeHHeii naMMTH KOMnOHeHTa xapaKTepmyeTCM CJie,ll.YJOIUHMH 

3HaqeHHMMH nepeMeHHbIX: C1 = C2 = O; g = false, r.n.e g- nepeMeHHM 6yJieBCKOrO THna. 

,l(HCKpHMHHaHTbl w a.rrropHTMbl BblIIOJIHeHHM BeTBeii o6pa6oTKH ,ll.aHHblX ,/I.JIM COCTOMHHH, 

H306pa)KeHHbIX Ha pHC. I, HMeJOT CJie,ll.YJOIUHH BH,/1.. 

CocTOMHHe SQ: 

L\01 = L\(so,fin) = {OJ 100, 01101, 011 JO, 11100, 11101, 11110}; 
BeTBb /o1: <poi = 01100; c 1 := E1(x2, X3); g := true; next(so); 
L\02 = L\(so,fo2) = { 000 I I, 00 I II, 010 I I, 0 I 111, I 0011, IO I 11, 11011, 11111}; 
BeTBb f 02 : cp02 = 00011; c2 := Ei(x4, xs); ifnot(g) then next(s1) else next(s3); 

CocTOllHHe s1: 

L\11 = L\(s1,.fi1) = {00011, 00111, 0101 I, 10011, 10111, 11011}; 
BeTBb .fi1: <p11 = 0001 I; c 2 := Ei(x4, Xs); next(s1); 
L\12 = L\(s1,.fi2) = {01100, 01101, 01110, OJ 111, 11100, 11101, 11110, 1111 I}; 
BeTBb .fi2: <p12 = 01100; c1 := E1(x2, X3); next(s2); 

Cocrnirntte s1: 

379 



pHC. 2. 

A21 =A (s2,./i1) = {10000, 10001, 10010, 10100, 10101, 10110, 11000, 11001, 11010}; 
BeTBb fi1: <p21 = 10000; ifpi(x1)theny1 :=E(c1,x1)elsey2:=E(c2,x1); next(s2); 
A22 =A(s2,}i2)=A01 = {01100,01101,01110, 11100, 11101, 11110}; 
BeTBb fi2: <p22 = 01100; C1 := E1(X2, X3); next(s2); 
A23 = A(s2,fi3) = ~2={00011, 00111, 01011, 01111, 10011, 10111, 11011, 11111}; 
BeTBb fi3: <p23 = 00011; C2 := Ei(x4, Xs); next(s3); 

CocTOJIHHe s3: 
A31 = A(s3,.h1) = {10000, 10001, 10010, 10100, 10101, 10110, 11000, 11001, 11010}; 
BeTBb .h1: <p31 = 10000; if pi(x1) theny1 := E(c1, x1) elsey2:=E(c2, xi); next(s3); 
A32 = A(s3,Jj2) = A11 = {00011, 00111, 01011, 10011, 10111, 11011 }; 

BeTBb .h2: cp32 = 00011; c2 := Ei(x4, Xs); next(s3); 
A33 = A(s3,Jj3) = A12 = {01100, 01101, 01110, 01111, 11100, 11101, 11110, 11111}; 
BeTBb Jj3: cp33 = 01100; C1 := E1(X2, X3); next(s2), 

CeqeHHe o6naCTH onpe.neneHHJI q>yttKQHH e, COOTBeTCTB)'lOll.lee COCTOJIHHIO S3, IlOKa3aHo Ha 

Pttc. 2: Ceqetttte o6nacTH onpe.nenettHll q>yttKl.lHH 0 

TeMHbIMH TOqKaMH H306pIDKeHbl pa6oqHe cmyaQHH, Ml! KOTOpbIX q>yttKQHJI BbI6opa BeTBeM 
0 onpe,nenetta. MttoiKeCTBa A31, A32, A33 - .[IHCKpHMHHaHTbl BeTBett}j1,Jj2,.h3, no,nqHHeHHbIX COCTOJI
HHIO S3, npe,nCTaBneHbl Ha pHC. 2 B BH.[le 3aTeMHeHHbIX o6nacrett. 

CTP)'KTYJ>006pa3)'l0ll.lee cooTBeTCTBHe Ink - 6HeKTHBHOe cooTBeTCTBHe, 06ecneqHBa10mee 
coe,nHHeHHe BbIXO.[1OB H BXO.[1OB KOMilOHeHTOB «O.[IHH K O.[IHOMy». ,[(Jill onpe.neneHHll COOTBeTCTBHJI Ink 
BBe,neM IlOHJITHJI peanbHhIX, He ma6noHHbIX BXO.[1OB H BbIXO.[1OB KOMilOHeHTOB cxeMbl, a TaKiKe pac
npOCTPaHHM Ha HHX paccMOTPeHHOe paHee IlOHJITHe THna. MHOiKeCTBO peanbHbIX, npHCYTCTB)'lOll.lHX 
B CTP)'KTYJ)e cxeMbl, BXO.[1OB KOMilOHeHTa p E p o6o3HaqHM qepe3 X, cqHTaJI npH 3TOM, ~o X = (p, 
cr(p)X). ,[(Jill peanbHoro Bxo.na x EX onpe.nenHM mn t(x) = t(cr(p)..x), 6yqiep Bxo.na o6o3HaqHM qepe3 
b(x). MHoiKeCTBO peanbHbIX, npHCYTCTB)'lOll.lHX B CTPYKTYPe cxeMbI, BbIXO.LIOB KoMnoHeHTa p E P 
o603HaqHM qepe3 Y, cqHTaJI npH 3TOM, qTO y = (p, cr(p).Y). ,[(Jill peanbttoro BbIXO.[la y E y onpe.nenHM 
THil t(y) = t(cr(p).y). MHoiKeCTBa peanbHblX BXO.[1OB H Bb!XO.[1OB Bcex KOMilOHeHTOB aCHHXpOHHOM aB-
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TOMaTHOll cxeMbl a EA o603HaqHM qepe3X* Ii Y*, COOTBeTCTBeHHO. 

CooTBeTCTBHe Ink, ycTaHaBJmBaIOmee HH!pOpMaUHOHHble CBJI3H Me)K,!zy BblXO.llaMH Ii BXO.llaMH 

KOMnOHeHTOB cxeMbl, HMeeT BH.ll: 

Ink: Y* ➔X*, 

np1-1qeM mm Jil06bIXY u x TaKliX, qrn, x = lnk(y) BbinOJIHJieTCJI paBeHCTBO rnnOB t(y) = t(x). 

BblXO.ll y o.nttoro KOMfiOHeHTa 1-1 BXO.ll x a o6meM cnyqae .npyroro KOMfiOHeHTa, y,nOBJieTBO

pHlOIUHe ycJIOBHlO X = lnk(y), Ha30BeM accou1-10poBaHHblMH. Coo6meHHJI nepe.naIOTCJI B cxeMe OT Bbl

X0.!10B K acCOUHHpOBaHHblM C HHMH BXO,naM aBTOMaTHblX KOMnOHeHTOB. 

,[(JIH onpe.neneHHJI cpyttKUHOHttpoBaHHJI aCHHXpOHHOH aBTOMaTHOH cxeMbl paCCMOTPliM 

<pyttKUHOHHpoBaHHe ee npOH3B0JlbHOro KOMnoHeHTa p E P, HMeIOmero rna6JIOH CJ. 

0603HaqHM qepe3 M = (p, cr(p).M) MHO)KeCTBO COCTOJIHHH peanbHOll naMJITH, a qepe3 

S = (p, cr(p)S) - MHO)KeCTBO peaJibHbIX co6cTBeHHblX COCTOJIHHll KOMilOHeHTa. <l>yttKUHlO BbI6opa 

BeTBH 0, a TaK)Ke <pyttKUHHjj,,.ftn,.fe pacnpOCTPaHHM Ha MHO)KeCTBa Mus ecTeCTBeHHblM o6pa30M. 

TiycTb s E S TeKymee COCTOJIHHe KOMilOHeHTa, a u E U(s) - c1-1ryaUliJI Ha ero BXO,nax. 3ne

MeHTbl BeKTOpa U cpopMaJibHO 3a,na,nHM TaK: 

UJ = { 0, ecnH q(b(x1)) = ro 

I, ecnH q(b(x;)),;; ro, 
r.ne 1 ~} ~ noj(X). 

y CJIOBHeM nepexo.na KOMilOHeHTa p, HaXO.llJIIUerocJI B COCTOJIHHH s, B cne.nYIQmee COCTOJIHlie 

s' JIBJIJieTCJI TPe6oBaHHe 

u E doms(0). 
Ecnu ycJIOBHe HCTHHHO, KOMilOHeHT BblilOJIHJieT BeTBb/= 0(s, u). IlpHMeHJIJI CTaTliqecKH on

pe.neneHHYIO MaCKY BX0.!10B (j), cornacHO Bblpa)KeHHJIM (1) OH Bb[qHCJIJieT 3HaqeHlilI <pyttKUHttjj,,.ftn,ft 

Ii cpopMHpyeT MaCKY BbIX0.!10B \If: 

{ 

0, ec;mjj,k(z1, ... , Znofi)(), m, s) =_ t. 
\Ilk= 

1, ecn1-1jj,k{z1, ... , Znofi)), m, s)- d, 
rt1.e d E D(t(yk)), 1 ~ k ~ noj(Y), H 

{ 

A, eCJIH (j)J = 0 
=1= 

head(q(b(x;))), ecn1-1 <p1 = 1 
tJ.JIH I ~} ~ noj(X). 

B npouecce BbinOJIHeHHJI BeTBH / KOMilOHeHT p H3MeHJieT COCTOJIHHJI 6ycpepoB CBOliX He3a

MaCKHpOBaHHblX BX0,'1.0B Ii 6ycpepoB BX0,'1.0B, aCCOUHHpOBaHHbIX C ero He3aMaCKHpOBaHHblMH BbIXO-

TipaBliJIO, B COOTBeTCTBHH c KOTOpblM onpe,'l.eJIJieTCJI HOBOe COCTOJIHHe 6yqiepa BXO,'J.a Xj KOM

noHeHTa, HMeeT BH,'J.: 

{ 

q(b(x;)), ecnH <p1 = 0 
q'(b(x;)) = 

tail(q(b(x;))), ecJIH <p1 = 1. 
TipaBliJIO, B COOTBeTCTBHH C KOTOpblM onpe,'l.eJIJieTCJI HOBOe COCTOJIHHe BXO,'J.a x, acCOUHHpo

BaHHOro C BbJXO,'J.OM Yk KOMilOHeHTa, HMeeT BH.ll: 

{ 

q(b(x)), ecnH \Ilk= 0 
q'(b(x)) = 

((fyk(z1, ... , Znof(X), m, s), q(b(x))), ecnu \Ilk= I, 
rt1.e x TaKOH BXOtJ., qTQ x = lnk(yk) 

HoBb[e COCTOJIHHe naMHTH KOMnOHeHTa 1-1 ero HOBOe co6CTBeHHOe COCTOJIHHe onpe,'1.eJIJieTCJI 

cornaCHO CJie,'J.YIQIUHM npaBHJiaM: 

m' = jin(z1, ... , Znof(X), m, s), 
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s' = fs(z1, ... , ZnofiX), m, s). 
3aaeprnemte Bh!IlOJIHemUI BeTBH o6pa6onm JJ.aHHhIX 03HatJaeT 3aaeprnetttte nepexo}],a KOMno

HeHTa B CJie}],yK>ll.lee COCTOHHHe. 

<l>yHKUHOHHpoBaHHe aCHHXpOHHOH aBTOMaTHOH cxeMhl CKJia}],bJBaeTCH H3 He3aBHCHMOfO (B 

CMhlCJie OTCYTCTBHH ueHTpaJIH30BaHHOfO ynpaBJieHHH) q>yttKUHOHHpoBaHHH ee KOMnOHeHTOB. 

B 3aKJIIOlJeHtte eme pa3 OTMeTHM, lJTO cxeMhl, COJJ.ep)Ka111we HenyCTOe MHO)KeCTBO KOMnOHeH

TOB HenpepbiBHOfO }].eHCTBHH, MOfYT HBHThCH 3q>cpeKTHBHhlM HHCTPYMeHTOM }],JIH npeJJ.CTaBJieHHH 

npoueccoB aCHHXpOHHOH o6pa6oTim }],aHHhlX a pacnpe}],eJieHHhlX CHCTeMax Pa3JIHlJHOfO Ha3HatJeHHH. 
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IICIIOJib30BAHIIE rPII)J;-CPE~bl ~JIJI IIPIIJIO)KEHIIH 
KBAHTOBOH XIIMIIII II MOJIEKY JIJIPHOH ~IIHAMIIKII 

,n:. C. KacTep1m, M. M. CTerraHOBa, K. C. lllecpoB 

CaH1<.m-Ilemep6yp2c1<.uii 20cyoapcmeeHHblii yHueepcumem, 
,PU3U'leCKUU rpa1<.yJ1bmem, 1<.arpeopa 6bl'IUCJIUmeJlbHOU ,PU3U1<.U 

dmk.pre@gmail.com, mstep@mms. nw. ru, k.s.shefov@gmail.com 

0OJlblllru! qaCTb cospeMeHH0ro ITO ))JUI MOJ1eJ1ttpoBaHID1 XHMHqeCKHX C0eJIHHeHHH H 
MOJleKyn»pHblX CHCTeM optteHTHp0BaHa Ha pa6oTy s napanneJlbH0M pe)l(HMe Ha BbJqHCJlHTeJlbHbIX 
KJlacTepax. 8 paMKax ;iaHH0H pa60Tbl TeCTHposanacb B03M0)l(HOCTb HCTT0J1b30BaHIUI naKeT0B 
KBaHTOBOH XttMHH (Firefly/PC GAMESS) H MoneKyn»pHoii JIHHaMHKH (LAMMPS) B cpe;ie 
fptt;iHHC. 

IlporpaMMHo-annapaTuaH cpeJJ;a 

IJOJIUWH 

YcTaHOBKa nporpaMMHoro o6ecneqeHHll BhmonHeHa Ha cerMeHTe fpn.nHHC qim11qecKoro 
qiaKyJJhTeTa CTI6rY, BKmoqaJOI.QeM IIIJJI03 gt3.phys.spbu.ru (2CPU, 1GB RAM) 11 KJJacrep 113 2-x 
BbIqncnnTeJ1hHhIX y3JJOB (4CPU, 4GB RAM). Bee Y3JlhI 061,e,n11HeHhI ceThIO Gigabit Ethernet n 
pa6oTaIOT no.n ynpaaneHtteM CentOS 5.5, ll,npo aepcn11 2.6.18. Ha KJJacTepe 11cnoJ1b3YeTCll c11cTeMa 
oqepe,neii PBS Torque 2.3.6 co crnH,napTHhIM nnaHnpoaI.QHKOM. Y3naM .nocryneH o6mnii NFS
pa3,nen. ,lvlll no,nKJJJOqeHllll K rpn.n Ha IIIJJI03e ycrnHoaneHo 6a3oaoe TIO Globus Toolkit 4.2.1.1 n 
.nononHHTeJJhHhie naKeThI fpn.nHHC [1]. 

Ha KJJacTepe ycrnHOBJJeHo cne.nYJOmee nporpaMMHoe 06ecneqeH11e: 
• naKeT MPICH2 1.2.lpl (c6opKa 11311cxo,nHhIX Ko,noa), 
• YTHJJHTa osc Mpiexec 0.83 (c6opKa H3 HCXO.D;Hb!X KO.D;OB), 
• naKeT Intel Compiler Suite Professional Edition for Linux 11.1.069 (ycTaHOBKa 113 6nHapHhIX 

naKeTOB), 
• 6n6nnoTeKa FFTW 2.1.5 ( c6opKa ll3 ncxo,nHhIX Ko,noa ), 
• 6n6nnoTeKH BLASH LAP ACK 3.0.3 (ycTaHOBKa H3 6nHapHhIX naKeTOB). 

1-h cneL1HaJJH3HpoaaHHhIX npHKJJa.D;HhIX naKeTOB ,noczynHhI: 
• Firefly 7.1.G c no.n,nep)KKOH MPICH2 (ycTaHOBKa H3 6nHapHhIX naKeTOB) [2], 
• LAMMPS 18Apr10 c no.n,nep)KKOH .nononHHTeJJhHhIX 6n6nnoreK ATC, MEAM, POEMS, 

REAXFF (c6opKa H3 ncxo,nHhIX Ko.noa) [3]. 

KoHqittrypaL1Hll KJJaCTepa HMeeT HeCKOJlbKO oco6eHHOCTett. Bo-nepBbIX, .[\Jlll 3anycKa MPI-
3a.D;aHHH qepe3 PBS ttcnoJJh3yeTCll cneuttanhHall YTHJJHTa Mpiexec [4] BMeCTO CTaH,napTHhIX cpe,ncrn 
3anycKa napanneJJhHhIX 3a,naq (mpirun/mpiexec) H ,neMoHa mpd H3 naKeTa MPICH2. YTllJlllTa 
D03B0JllleT o6ecneqHTb CTpOrttH KOHTpOJJb pecypcoB CHCTeMhl ll ee ycToiiqHBOCTb K c60llM. 

BTOpall oco6eHHOCTb 3aKJ1JOqaeTCll B TOM, qTO nporpaMMe Firefly Tpe6YJOTCll BpeMeHHhie 
KaTaJJOfH Ha JlOKaJJbHOH qiattJJOBOH CHCTeMe. Tip11 llX C03,naHHll no YMOJJqaHHIO He 06ecneq11aaeTCll 
YHHKaJJhHOCTb HMeH KaTaJJOfOB H HX y,naneHHe nocne 3aaepIIIeHHll pa6oTbl. B HaIIIett KOHqJllrypa1.111n 
.[\Jlll HMeH KaTaJJOfOB HCDOJlh3YJOTCll H.D;eHTHqJHKaTOpbl 3a,naq11 B CHCTeMe PBS. TIOMllMO :noro, 
pa3pa6oTaHa cxeMa "c6opKll Mycopa", KOTOpall MO)KeT 6b!Th HCDOJlb30BaHa .D;Jlll y,naneHHll KaTaJJOfOB 
~e OTPa6oTaBIIIHX 3a,naHtttt. 
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B-TJ)eTbllX, ucnOJJb3y«)TCll pa3pa60TaHHbJe npoTOTllnhI CKpttnTOB, KOTOpbie npe,llOCTaBJlllJOT 

noJJb30BaTen10 npocTott ttHTepcpettc K ycrnHoBJJeHHOMY ITO, 'ITO no3BOJJITT ynpocTttTh 3anycK 
ucnOJJHlleMblX cpaHJJOB npttKJJa,[IHblX naKeTOB. 

06ecne11enue pa6omb1 e I'puoHHC 

B llHcppacTJ)yKrype fpu,11HHC 3anycK 3a,[laHHH BbinOJJHlleTCll C nOMOlll.hlO nOJJb30BaTeJJbCKOf0 

ttHTepcpettca (CLI ttJJH Web). ITonh30BaTeJJh cj>opMttpyeT 3a,[laHHe H nepe,11aeT ero cucTeMe 

ynpaBJJeHHll Pilot, KOTOpall HanpaBHT 3a,[laHtte Ha KOHKpeTHblH pecypc. ITptteM, o6pa60TKa H 

nepe,11aqa Ha BhmonHeHHe 3a,11aHttll Ha pecypce o6ecne'IHBaeTcll Mo,11yneM GRAM. 

CattT cKoHcj>ttrypttposaH c noMep)KKOH softenv-pacurnpeHHH, ,11ocrynHhIX B ITO fpH.llHHC H 

Globus, ,[IJ]ll ycTaHOBKll cpe,llbl OKp~eHHll, cneuucptt'IHOH ,[IJ]ll KOHKpeTHOfO 3a,[laHHll. ,Anll 

BKJJJO'leHttll noMep)KKH pacwttpeHHH Ha cattTe H~Ho: 

• pa3peWITTb MexaHll3M CTaH,llapTHblX pacwttpeHHH B KOHcpHrypaUHH GRAM, 
• ycTaHOBllTb naKeT SoftEnv 1.6.2, C03,[laTb H BHeCTll B 6a3y onttcaHHll pacwttpeHHH ,[IJlll 

naKeT0B Firefly u LAMMPS. 

B HaweM cnyqae TaK)Ke noTJ)e6oBaJJOCb HcnpaBHTb OWH6Ky B KO,[le GRAM, KOTOpall He n03BOJlllJJa 

ucnOJJb30BaTb pacwupeHllll npH 3anycKe napanneJJbHblX (MPI) 3a,[la'I H BHeCTll H3MeHeHllll B KO,[I 

GRAM-a,11amepa ,[IJ]ll PBS, 'IT06b1 3a,[lettcTBoBaTb YTllJJHTY Mpiexec. 
Henocpe,11cTBeHHO 3anycK 3a,11aq H3 rpH,11-cpe,11h1 BKJJJO'laeT cne,11yiomue ,11ettcTBHll: 

• ITo,11roTOBKa cj>aiinos c BXO,[IHhIMtt ,11aHHhIMtt u pa3Mem.eHue HX Ha ,11ocrynHoM GridFTP-

xpaHunume, 

• CocrnsneHHe onttcaHttll 3a,[laHttll Ha ll3hIKe JSON (HanpuMep, CM. npllJJO)KeHtte), 

• 3anycK 3a,11aHttll (pilot-job-submit), 

• ITonyqeHue pe3ynhTaTOB BhI'IHCJJeHttH Ha JJOKaJJhHYfO MaWHHY (globus-url-copy) no cpaKry 

3asepweHttll 3a,11aHttll (pilot-job-status). 

Mo.r.eJIHposauHe Al0 H30 cHcTeM 

,AnttTeJJbHOe xpaHeHHe B0,!:10po,11a llBJllleTCll Ha cerO,[IHllWHHH ,[leHb aKryaJJbHOH 3a,[la'lett 

XllMll'leCKOH cpH3llKll. 3a,11a'lett ,[laHHOH 'laCTll pa60Tbl llBJllleTCll HCCJJe,[IOBaHtte ycJJOBHH ll npouecCOB 

nornom.eHHll B0,!:10po,11a MeTaJJJJaMll MafHHeM H aJJJOMHHHeM C npttMeCllMll THTaHa ll BaHa,[IHll H ero 

ucnycKaHHll llX m,11pH,11aMH. 
l1ccne,110BaH·He npe,11nonaraeTCll npoBO,[IHTb nocpe,!:ICTBOM KOMnhJOTepHOf0 MO,[leJJHpOBaHHll, 

OCHOBaHHOfO Ha MOJJeKynllpHO-,[IHHaMH'leCKllX (M,[() pac'leTax C HCnOJJb30BaHHeM noTeHUHaJJa 

ReaxFF, cnoco6Horo MO,[lenupoBaTb XHMH'leCKHe peaKUHH. 3TOT noTeHUHaJJ Ha cerO,[IHllWHHH ,[leHb 

npu Ha,[IJ]e)Kam.eM BbJ6ope napaMeTpOB ,11aeT HallJlyqWHe pe3yJJhTaTbl npH MO,[leJJHpOBaHHH 6oJJbWHX 

(OT 1000 aTOMOB) XllMH'leCKll peaKTHBHbIX CHCTeM, KOTOpbie He MOfYT 6bITb paCC'IHTaHbl c nOMOllJ.blO 

6onee TO'IHbIX MeT0,[10B KBaHTOBOH XHMllH (ab initio) BBH,[ly CBOllX pa3MepoB. 

O6m.tttt su,11 noTeHuuana [5,6]: 

EReaxFF ( {rij}, {riJk}, {ri;kl}, {qi}, { BOiJ}) = £bond + £Ip + £over + £under + 

+ £val + £pen + £coa + £tors +£conj+ £hbond + £vdWaals + £Coulomb 

IToTeHUHaJJ onHCbJBaeT B3aHMO,[leHCTBHe Me)K,[ly N aTOMaMH, KOTOpoe BKJJJO'laeT KaK KOBaJJeHTHOe 

(xapaKTepmyeTCll nopll,!:IKOM XHMH'leCKOH CBll3H BO), TaK H HeKOBaJJeHTH0e (Me)K,[ly aTOMaMH, He 

o6pa3y«)lll.HMH CBll3b). ITonHall :mepmll llBJJlleTCll cpyHKUHeH OTHOCHTeJJbHblX nOJJO)KeHHH nap aTOMOB 

ru, TJ)OeK r(ik ll 'leTBepoK rijkl, a TaK)Ke aTOMHbIX 3cpcpeKTHBHbIX 3apll,!:10B q; H nopll,!:IKOB CBll3ett BO,j 
Me)K,[ly .llBYMll aTOMaMH. 
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,[(nll npose,nettl1ll pac11eTOB Tpe6yeTCll npe,nsap11TeJ1bHO no.no6paTh OTTTl1MaJJbHbie 3Ha4eH11ll 

napaMeTpOB ,!{Jlll :noro nOTem-111ana C TTOMOillhlO 0,!{HOnapaMeTpl14eCKOH no,nrOHKl1 [7] . .ll:attHbie, no 

KOTOpblM npo113BO,!{11TCll no,nrottKa, 6epyrcll 113 pac11eTOB npOCTblX coe,n11ttettl1H BO,!{Opo,na C 

MeTaJJJ1aM11, Kp11CTaJJJ1114eCKl1X pellleTOK 3Tl1X MeTaJJJJOB 11 11X r11,npl1,!{OB MeTo,naM11 KBaHTOBOH Xl1M1111 

(TeOp11ll QlYHKU110HaJJa TTJJOTHOCTl1, T<l>II). 

3a OCHOBY ,!{Jlll no,nrOHKl1 113 KBaHTOBO-Xl1Ml14eCKl1X pac11eTOB 6epyrcll reOMerp1111ecK11e 
I 

xapaKTep11CT11j(l1 MOJJeKyJJ (pacCTOl!Hl1ll Me)K.!{y aTOMaM11, BaJJeHTHhle yrnhI), KOJJe6aTeJJbHhle 4aCTOThl, 

3<jl<jleKT11BHble 3apl!,!{bl aTOMOB 11 3HeprH11 CBll311 coe,n11tteHl1H, a TaJOKe 3Heprnll rH,!{p11poBaHl1ll 

nosepxHOCTl1 Kp11CTaJJJ1OB. KsaHTOBhle pac4eThl npoBO,!{11J111Cb C 11CTTOJlb3OBatt11eM naKeTOB Firefly [2] 

11 GAUSSIAN 03 [8], pac11eThl MOJJeKynllpHOH ,n11ttaM11K11 - naKeTOM LAMMPS[3]. 

Peanmau11ll nOTettu11ana ReaxFF B naKeTe LAMMPS )')Ke BKJ11011aeT B ce6ll napaMeTphl ,!{Jlll 

aJJIOMl1Hl1ll 11 BO,!{Opo,na. Ha nepBOM 3Tane pa60Tbl BbinOJJHllJJOCb cpaBHett11e M,n:-paC4eTOB C 3T11Ml1 

napaMeTpaM11 C pe3yJJhTaTaMl1 KBaHTOBblX T<l>II-pac11eTOB m,npH,!{OB aJJIOMl1Hl1ll'. BhI411CJ1eH11H 

nposo,n11J111Cb ,!{Jlll tte6oJJhllll1X KJJacTepoB Al0H 30 11 Al0 np11 3Ha11eH11l!X n OT I ,no 6 (P11c. I). 

y 

Pttc.1: KnacTepbl Al0H,0 11 Al0, ,!{Jlll KOTOpblX npO113BO.!{HJJCll pac11eT. ATOMhI aJJIOMl1Hl1ll noKaJaHbI 

cepblM useTOM, BO,!{Opo,na - 6eJJblM 

,[(nll KBaHTOBblX pac11eTOB (Firefly) 6hm 11CTTOJlb3OBaH MeTO,n B3L yp C 6a311CHblM tta6opoM 

6-3 l+G( d). IIo ,naHHhlM Bb11111cnett11tt T<l>II 11 MOJJeKynllpHOH ,n11HaM11K11 nocTpoetthI Kp11Bb1e 

,n11ccou11auIm AIH,(P11c. 2), 3Hepmll paCC411TaHa OTHOCl1TeJJbHO 3Hepm11 paBHOBeCHOH ,!{J111Hbl CBll311. 

M11HHMYM 3HeprHH ,!{OCTHraeTCll Ha paccTOHHl111 Me)K,!{y aJJIOMHHl1eM 11 BO.!{Opo,noM B 

I ,6A,(P11c.2a), np11 yrne 120° {Pttc. 26) KaK B T<l>TT, TaK 11 B M,n:. Pe3yJJhTaThl pac11eTOB 3Hepmtt 

nonHott ,n11ccou11au1111 AIH3 TaJOKe xopowo cornaCYfOTCll ,npyr c ,npyroM (P11c. 2s), pa3JJl14Hll 

Ha6JJIO,!{alOTCll JlHlllb Ha y.naneHl111 OT Ml1HHMyMa (P11c. 2a, 6). 

,[(nll ,!{JJHH CBll3ett H BaJJeHTHblX yrnoB KJJacTepoB AlnH3n np11 3Ha4eH11llX n OT 2 ,no 6 pa3H11ua 

nptt pac11emx Mern,naMH M,n: 11 T<l>TT cocmBJJlleT OT 10% ,no 20%. 
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BbIITOJIHeHO cpaBHeHtte :meprnii CB513ll (m6n. 1), OTHeCeHHhIX K 1mcny aTOMOB BO)].OpO)].a, )].JI» 
wecrn KJiacTepos {Pttc. 1 ), KOTOpb1e paccqttThIBaJittCh no qiopMyne: 

BE, = - [E(AlnHm) - E(Al,J - mE(H)]/m, 

r,!le E(X) - nonHa» :meprn» qacTttUhl X B OCHOBHOM COCTOHHllll. TaIOKe cpaBHllBaJillCh :meprntt CB»3ll 
no OTHOilleHHIO K qucny MOJleKyJI BO)].OpO)].a, npttXO)].HIUHXC» Ha KJiaCTep (mK KaK ReaxFF cqttTaeT 
:meprttIO no OTHOilleHttlO K :meprtttt ll3OJittpoBaHHhIX aTOMOB): 
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BE2 = - [E(AlnH2,,J - E(Al,J - mE(H2)]/m. 

Ta6nttua 1. CpaBHeHtte :meprnii CB»3tt KJiacTepoB Al0H30 

KnacTep 
BE1 (kcal/mol H) BEi{kcal/mol H) 
ReaxFF T<l>II ReaxFF T<l>II 

AIH3 94.17 
AliH6 104.42 

AhH9 102.23 
Al4H12 98.09 
AlsH1s 88.52 
Al6H1s 93.12 
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70.36 73.97 30.95 
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68.71 90.09 27.65 
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65.40 62.67 21.02 
64.33 71.86 18.88 
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Pttc.2: fpaqittKll KpttBhIX )].llCCOUttaUttll 
AIH3: a) KpttBhie nptt y)].anetttttt TOJihKO 
O)].HOrO aTOMa BO)].OpO)].a, 6) KpttBbie nptt 
ll3MeHeHttll BaJieHTHhIX yrnoB, B) KpttBbie 
nptt y.ll.aneHtttt cpa3y TPex aTOMOB 
BO)].OpO)].aO)].HOBpeMeHHO 



KaK BII,[IHO II3 Ta6JIII~bl 1, pe3yJibTaTbl pac'l:eTOB T<l>II II M,ll; 3Ha'l:IITeJibHO OTJIII'l:aIOTCH. 

KBaHTOBbIH pac'l:eT IIOKaJhIBaeT, 'l:TO rrp1I yseJIII'l:eHIIII pa3Mepoa Al0 H 30-KJiacTepa :meprlIH CBH31I, 

OTHeceHHall K 'l:IICJIY KaK aTOMOB, TaK II MOJieeyJI B0,!:10po,1:1a, Me,[IJieHHO rra,1:1aeT. IloJiyqeHHble 

pe3yJibTaTbl ,[IJill 3Hepm1I CBH31I, OTHeceHHOH K 'l:IICJIY aTOMOB B0,!:10po,1:1a, cornacyroTCH C pa6oTOii: [9] 

(pa3HII~a He rrpeBhIIIIaeT 8%). O,1:1HaKO pe3yJihTaTbl M,ll; pacqera C IICIIOJib30BaHIIeM BbI6paHHOH 

rrapaMerplI3a~IIII ReaxFF He cornacyroTCH C T<l>II, BMeCTO MOHOTOHHOro crra,1:1a 3Hepr1III C pOCTOM 

pa3Mepa KJiaCTepoB Ha6JIIO,[laeTCll ee CKa'l:OK BBepx B KOH~e. 3TO 03Ha'l:aeT, 'l:TO He06XO,[IIIMO 6y,1:1eT 

IIpOBO,[IIITb IIO,[lrOHKY rrapa.'1erpoB II B CJiyqae aJIIOMIIHIIH. XoTH CTOIIT JaMenITb, 'l:TO 3Hepr1Ill CBH31I 

MOJieKyJibl B0,!:10po,1:1a, paCC'l:IITaHHaH C ReaxFF, OTJIII'l:aeTCH OT T<l>II-pe3yJihTaTa BCero Ha 4% (109,5 

II 114,4 KKaJI!MOJib COOTBeTCTBeHHO). 

PIIC. 3: Bap1IaHTh1 pacIIOJIO)Kemur aTOMOB B0,!:10po,1:1a Ha,[I aToMaMII aJIIOMIIHIIH, CJleea 
Hanpaeo: B Y3JiaX fJ..U(-peIIIeTKII 0,[IHOrO CJIOH BMeCTO aTOMOB aJIIOMIIHIIH; TO'l:HO Ha,[I aTOMaMII 

MeTaJIJia B O.[IIIH cJioii:; B Y3Jiax o,1:1Horo CJIOH reKcaroHaJihHOii: IIJIOTHoii: yrraKOBKII TIIIIa ABAB 

TaK)Ke 6bIJIO BbIIIOJIHeHo cpaBHeHIIe 3Hepr1Iii: rlI,Llp!IpOBaH!IH IIOBepxHOCTII rI.J;K-peIIIeTKII 

aJIIOMIIHIIH (111): 

Ehyd = [E(fcc+H)-Ejcc-mEH]/m, 

r,1:1e E(fcc+H) - 3Hepr1IH IIJiaCTIIHbl aJIIOMIIHIIH C aTOMaMII B0,[10po,1:1a Ha IIOBepXHOCTII, E1cc - 3Hepr1IH 

aJIIOMIIHIIeBOH IIJiaCTIIHbI 6e3 B0,!:10po,1:1a, EH - IIOJIHaH 3Hepr!IH aTOMa B0,!:10po,1:1a, m - 'l:IICJIO aTOMOB 

B0,!:10po,1:1a B CIICTeMe. ,ll;JIH 3TOro rrpoBe,[leH KBaHTOBhlH paC'l:eT 3JieMeHTapHOH H'l:eHKII Al B 

GAUSSIAN 03 (6aJIIC 8-511G .[IJIH Al II 5-1 llG .[IJIH H [10]) c 2D-rrep1IO.[III'l:ecKIIMH ycJIOBIIHMH. 

Pacc'l:IITbIBaJIOCh IIHTb CJIOeB aTOMOB Al c HH.[leKcaMH M1IJIJiepa (111) TOJI~HHoii: 9,3A, aTOMhI rpex 

HII)KHHX CJIOeB q>HKC!IpOBaJIHCb B Y3Jiax peIIIeTKII, a IIOJIO)KeH!IH aTOMOB .[IByx BepxHHX CJIOeB C 

BO,LIOpO,LIOM Ha IIOBepXHOCTH OIITIIMII3!IpOBaJIHCb ,[IJIH ,[IOCTH)KeHIIH M.IIHlfMYMa 3Hepr1IH. 

AHaJIOrlf'l:Hhrii: pacqer c HCIIOJib30BaHHeM ReaxFF rrpoHJBO.[IIIJICH B LAMMPS MO,[leJirrpoBaHneM 

19 cJioeB Al (111) (Pnc. 3). PeJyJihTaThr pac'l:eTOB T<l>II H M,ll; (Ta6JI. 2) paJJIII'l:aIOTCH Ha 20%, 'l:TO 

CHOBa roBOpHT O Heo6XO,[IHMOCTII IIO,[lrOHKII rrapaMerpOB. llcxo,1:1» li3 IIOJiyqeHHhlX ,[laHHbIX, 

HaHMeHbIIIeii: 3Hepmeii: o6Jia,[laeT CJiyqaii: paCIIOJIO)KeH!IH B0,!:10po,1:1a B Y3Jiax fJ..U(-peIIIeTKH. 

Ta6Jin~a 2. CpaBHeH1Ie 3Hepmii: m,1:1prrpoBaH1IH 

MeTo,1:1 Ehyd, kcal/mo! 

FCC TOP HCP 

T<l>Il -110.7 -104.4 -107.8 

ReaxFF -91.6 -79.1 -91.4 

TaK)Ke 6hlJIH rrpoBe,[leHhl KBaHTOBhle T<l>II-pac'l:eThl (6a3HC 6-31++G**) ,[IJIH KJiaCTepOB 

rli,Llpn,1:1a MarHHH MgH, MgH2, Mg2H 2, Mg2Ri, M~Hs, BbIIIOJIHeHa orrTHMITTa~!IH reoMerpnn, 

paCC'l:HTaHbl KOJie6aTeJibHbie qacTOThl, 3HeprHH CBll31I, 3q>q>eKTIIBHbie 3apH,!:lbl aTOMOB. IloJiyqeHHhie 

pe3yJibTaTbl KBaHTOBbIX pac'l:eTOB ,[IJIH rlI,LlpH,[10B aJIIOMHHIIH li MarHIIH 6y.[lyT IICIIOJib30BaHbI B 
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Kaqecrne IIO)].roHoqHoro tta6opa )].JUI IIOHCKa rrapaMelpOB IIOTeHI.-IHa.Jla ReaxFF, qTO Heo6XO)].HMO )].JUI 
MO)],eJrnposaHmI 60JiblIIHX CHCTeM. 

3aKJJ.io'leuue 
PacqeTbl, BbIIIOJIHeHHhie s )].aHHOH pa6oTe, Tpe6oBaJIH HaClpOHKH p»)].a rrapaJIJieJibHblX 

rraKeTOB H ycTofiqHBOH pa60Tbl rpH)].-CHCTeMbl. TioJiyqeHHbie 3a KOpOTKHH cpoK. pe3yJihTaThl 
II03BOJIHIOT C)],eJiaTh BblBO)]., qTQ cpe)].a fptt)].HHC )].OCTaTOqHo 3cpcpeKTHBHa )].JIH pecypcoeMKHX 
BbJqHcJieHHH C HCIIOJib30BaHHeM crreUHaJIH3HposaHHOro no. 

IIpuJiomeuue. TipHMep orrttcaHHH 3a)],aHHH Ha H3hIKe JSON 

{ "version": 2, 
"description": "LAMMPS Job", 
"default_ storage_ base": "gsiftp:/ / gt3. phys.spbu.ru/tmp/user/", 
"tasks": [ 

{ "id": "friction", 
"description": "LAMMPS MPI task", 
"definition": 

{ "version": 2, 
"extensions": { "softenv": "+lammps" }, 
"executable": "lammps", 

} 

"arguments": [ "-i", "in.alumane", "-I", "log.alumane" ], 
"stdout": "stdout.txt", 
"stderr": "stderr.txt", 
"input_files": { "in.friction": "in.friction"}, 
"output_files": 

{ "dump.friction": "dump.friction", 
"log.friction": "log.friction", 
"screen.friction": "screen.friction"}, 

"count": 2 

} ], 
"requirements": { "hostname": [ "gt3.phys.spbu.ru"], 

"lrms": "PBS", 
"queue": "unic" } } 

JluTeparypa 

[l] fpH)].HHC, http://ngrid.ru/ngrid/ 
[2] TiaKeT KBaHTOBOXHMHqecKHX pacqeTOB Firefly, http://classic.chem.msu.su/gran/gamess/ 
[3] TiaKeT MOJieKyJI»pHofi )].HHaMHKH LAMMPS, http://lammps.sandia.gov/ 
[4] YTHJIHTa Mpiexec, http://www.osc.edu/-djohnson/mpiexec/ 
[5] A.C.T. van Duin, Dasgupta S., Lorant F., Goddard W.A. Journal of Physical Chemistry. A. 

105 (2001) 9396. 
[6] Nomura K., Kalia R. K., Nakano A., Vashishta P. Computer Physics Communications. 

178 (2008) 73. 
[7] A.C.T. van Duin, J.M.A. Baas, B. van de Graaf. J. Chem. Soc. Faraday Trans. 90(19) 

(1994) 2881. 
[8] TiaKeT KBaHTOBOXHMHqecKHX pacqeTOB Gaussian, http://www.gaussian.com/ 
[9] Kawamura H., Kumar V., Sun Q., Kawazoe Y. Phys. Rev. A 67 (2003) 063205. 
[I0]Dovesi R, Saunders V.R., Roetti C., Orlando R., Zicovich-Wilson C.M., Pascale F., 

Civalleri B., Doll K., Harrison N.M., Bush I.J. et al. CRYSTAL06 User's Manual, 
University of Torino, Torino, 2008. 

388 



CHCTEMA BbIIIOJIHEHIUI MACCOBbIX 3AIIPOCOB HA 
MHO)KECTBE P ACIIPE,ll;EJIEHHbIX PEJI5.[QHOHHblX 

6A3 ,ll;AHHblX 1 

B. H. KoaaJieHKO, E. l1. KoaaJieHKo, A. IO. Kym-1K0B 

H11cmumym npuKJ1ao11ou MameMamuKu UM. MB.KellOblUla PAH 
12504~MocK6a,PoccU5l 

B pa6oTe H3JiarruoTCll OCHOBHhie IlOJIOJKeHHl! Il0/1,XO,Ua K pa3pa60TKe nporpaMMHblX cpe,aCTB Ml! 
BblilOJIHeHHll MaCCOBblX pacnpe,aeJICHHbIX IlOHCKOBblX 3anpoc0B. no.a pacnpe,aeJICHHbIM 
IlOHHMaeTCll 3anpoc, KOTOpbltt BblilOJIHlleT IlOHCK H ,UOCTaBKY ,aaHHbIX H3 MHOJKeCTBa 
npOCTPaHCTBeHHO pacnpe,ueneHHblX aBTOHOMHblX 6a3 .aaHHblX. B OTJIH'!He OT Jl3BeCTHbIX 
Il0/1,XO,UOB, paccMaTPHBaeTCll BblilOJIHeHHe 3anpOCOB Ha,Q 60JiblIIHM KOJIH'leCTBOM 6a3 ,aaHHbIX 
(,aecl!TKH), IlOJTOMY 3anpoc oxapaKTepmoaaH KaK MaCCOBblH, 

1. Bae,aeuue 

Ilpomowe,uwall Ja nocne,am1e ,aaa,auaTb neT TPaHc<popMaUHll counanhHOro YCTPOMCTBa 

Poccm, HaCTOl!TeJibHO TPe6yeT aBTOMaTH3aUHH MHOfHX BH,UOB npOH3B0,UCTBeHHOM ,ael!TeJibHOCTH. 

C03,aaHHe COOTBeTCTByJOlUHX nporpaMMHblX CHCTeM cymecTBeHHO ynpomaeTCll 6naro,aapll HaJinqmo 

CTaH,aapTH3HpOBaHHbIX cnoco6oB npe,aCTaBJieHHll CTPYKTYPHPOBaHHbIX ,aaHHbIX - B peJillUHOHHOM, 

o6'beKTHo-opneHTnpoaaHHOM, XML Mo,aenllx - H cncTeM ynpaaneHHll 6aJaMH ,aaHHhIX (CYE,[(), B 

KOTOpblX peanmoBaHbl YHHBepCaJibHbie npHMHTHBbl ynpaBJieHHll ,aaHHbIMH. 

B HaCTOlllUee apeMll CTaHOBllTCll aKTYaJibHbIMH cueHapHH npo<peCCHOHaJibHOM ,aellTeJibHOCTH, 

AJlll KOTOpbIX TPe6yeTCll onepaTHBHOe IIOJiyqeHHe ,UOCTOBepHOM HH<pOpMaUHH m MHOroqncJieHHbIX 

HCTQqHHKOB, KOTOpble <pYHKUHOHHpyJOT aBTOHOMHO H cna6o CBll3aHbl ,apyr C ,apyroM. TaKne BH,abl 

,aellTeJibHOCTH o6Hapy,KHBaJOTCll a cqiepax rocy,uapcTBeHHOro n KOpnopaTHBHOro ynpaaneHHll, 

IIJiaHHpoaamrn H KOffTPOJlll, <pHHaHCOB, TOprOBJie, Me,UHUHHe H MHOrHX ,apyrnx. Ha npaKTHKe AJ!ll 

pa3pa60TKH CHCTeM aBTOMaTH3aUHH TaKOro THIIa o6bJqHQ HCIIOJib3yJOTCll o6onoqKH HHTerpaunn 

npHJIO)KeHHM, HHTerpaUHOHHbie nopTaJibl, MeTaIIOHCKOBble MallIHHbl, HO 3TH cpe,aCTBa He ,aalOT 

peweHHll KJIIOqeaoii npo6JieMbl - ,aocryna K pacnpe,aeJieHHblM ,aaHHblM - Ha ypOBHe, COIIOCTaBHMOM c 

TPMHUHOHHbIMH CYE,r{ [I]. 
Me)K,!J;y TeM, npo6neMa ynpaBJieHHll ,aaHHblMH m pacnpe,aeJieHHbIX HCTQqHHKOB - 6a3 

,aaHHblX (E,r{) CTaJia npe,aMeTOM HCCJie,UOBaHHM C HaqaJia 1980-x ro,UOB. 3a,aaqa COCTOHT B C03,UaHHH 

He3aBHCHMOM OT npHJIO)KeHHM IIJiaT<pOpMbl, KOTOpal! HHTerpnpyeT pa3MemeHHbie B pa3HbIX E,r{ 

,aaHHbie TaKHM o6pa30M, ~06b1 B paMKax o,aHoro ,aeKJiapaTHBHoro Janpoca, aHanornqHoro 3anpocy 

TPMHUHOHHbIX CYE,r{, MOrJIH BbIIIOJIHllTbCll onepaUHH Ha,a ,aaHHbIMH H3 pa3JIHqHbIX E,r{. B 3TOM 

HanpaaJieHHH IIOJiyqeHbl Ba)l(Hble pe3yJihTaTbl 110 apxttTeKrype HHTerpaunn, pa3pa6oTaHbl MeTO,Ubl 

o6pa6oTKH ,aeKJiapaTHBHblX 3anpocoB [2] H HHTerpaUHH reTeporeHHbIX E,r{ [3], KOTOpbie 
paJJinqalOTCll CHCTeMaMH ynpaBJieHHll, npOTOKOJiaMH ,uocryna, cnoco6aMH npe,acTaBJieHHll ,aaHHbIX. 

2. MaccoaaH HHTerpannH 

lfaaecTHbie cpe,acTBa HHTerpaunoHttoro 110,uxo,aa (nccne,aoaaTeJibCKHe K2/Kleisli [4], 
Garlic [5], TSIMMIS [6], DISCO [7] n KOMMepqecKHe cttcTeMbI Microsoft SQL Server 2008 R2, 
Oracle Data Integrator, IBM lnfoSphere Federation Server) II03BOJilllOT co3,uaaaTb npttKJIMHbie 

CHCTeMbl co CTa6HJibHblM COCTaBOM HH<pOpMaUHOHHbIX HCTQqHHKOB, TaK ~o o6JiaCTb npttMeHeHHll 

1 Pa6oTa BblilOJIHeHa npn no,a,uepJKKe rpaHTa P<l><l>I108-07-00381, nporpaMMbl q>yH,aaMeHTaJibHblX 
nccne,uoaattnii I1pe3tt.UHYMa PAH, rpaHTa Ilpe3n,aeHTa P<l> Ml! ae,uymnx HayqHbIX lIIKOJI Hlll-2139.2008.9. 
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cpe,11,CTB HHTerpauuu OCTaeTCSI orpaHuqeHHOH pacnpe,11,eJJeHHbIMH opraHH3al{HSIMH H ycTOSIBIIIHMHCSI 

KOaJJHL{HSIMH CMe)KHbIX opraHH3al{HH. Ilpe,11,J1araeMoe B HaCTOSillleii pa6oTe pa3BHTHe HanpaBJJeHO Ha 

00,ll,,ll,ep)l(Ky ,11,HHaMHqecKoro cjJopMHposaHHSI II1HpOKOMaCUJTa6HblX HHCpopMaUHOHHbIX 

HHcjJpaCTPYKTYP H3 60JJbIIIOro qucna (HeCKOJlbKO ,11,eCSITKOB) aBTOHOMHbIX E,ll;. 

I-fa pa3JJHqHbIX sapHaHTOB HHTerpaUHH paccMaTPHBaeMasi nocTaHOBKa 3a,11,aqu B HaH60JJbIIIeii 

cTeneHH cooTBeTcTByeT apxuTeKTYPe <jJeiJepamueHozo 061,eiJuHeHWI [8], KOTopoe He npe,11,nonaraeT 

nepeMemeHHe ,11,aHHbIX B ueHTPaJJH30BaHHOe xpaHHJJHine, coxpaHSieT aBTOHOMHIO COCTaBJJSIIOlllHX E,Zl;, 

HO Il03BOJJSieT npe,11,cTaBHTb BCIO HX COBOKYITHOCTb B BH,11,e 0,11,HOH BHpryanhHOH. 

Ornuque HaIIIeii noCTaHOBKH 3a)],aqu cjJe,11,epaTHBHOfO 06'be,IJ,HHeHHSI BbJp8)KaeTCSI B 

CJJe,11,YJOllleM: 

KOJJuqecTBO HHTerpupyeMbJX E,Zl; MO)KeT 6b[Tb 60JJbIIIHM (,11,eCSITKH H COTHH e,11,HHHU); 

COCTaB E,ll;, ,11,0CTYflHbIX npHJJO)KeHHSIM H o6pa3YJOlllHX HHqJOpMaUHOHHOe npOCTPaHCTBO 

cjJe,11,epaTHBHOro 06'be,1J,HHeHHSI, MO)KeT ,11,HHaMHqecKH MeHSITbCSI B xo,11,e cjJyHKUHOHHpOBaHHSI; 

3anpOCbl MOryT co,11,ep)K8Tb 6oJJbIIIOe KOJJHqecTBO onepaTopos, BblITOJJHS!IOlllHXCSI Ha)], 

MHOrHMH E,Zl;, - TaKHe 3anpOCbl 6y,11,eM Ha3hIBaTb MGCC06b1MU; 
cpe,11,CTBa HHTerpauuu ,11,0Jl)KHbl no,ll,,ll,ep)KHBaTh pa3pa6oTKY npHJJO)KeHHH, KOTOpbie 

cnoco6Hhl o6pa6aTbIBaTh ,11,aHHbie KaK H3 OT,11,eJJbHbIX E,ll;, TaK H H3 HX COBOKYITHOCTH. 

3. IlpHMCHCHHH Maccosoii HHTerpauuu 

B KaqecTBe OCHOBHOH uenu o6pa30BaHHSI HHcjJOpMaUHOHHblX HHcjJpaCTPYKTYP C 6oJJbIIIHM 

KOJJuqeCTBOI\tn,Zl; paccMaTPHBaeTCSI ITOHCK H nonyqettue HHqJOpMal{HH H3 MHO)Kt'CTBa HCTOqHHKOB, 

KOTOpbie co,11,ep)KaT 0,11,HOTHITHble ,11,aHHbie. TaKHe ycJJOBHSI xapaKTepHbl, npe)K,11,e scero, ,ll,JlSI 

npoH3B0,IJ,CTBeHHOH ccjJepbI: JJI06oe yqpe)K,11,eHHe Be,11,eT qJHHaHCOBYJO ,11,esiTeJJbHOCTb H ,11,esiTeJlhHOCTb 

no yqery nepCOHaJJa - COOTBeTCTBYJOlllHe ,11,aHHhie ceMaHTuqecKH 3KBHBaJJeHTHbl, TO eCTb HMeIOT 

0,11,HHaKOBbIH CMbICJl, xorn H MOryT 6hITb npe,11,CTaBJJeHhl B OT,11,eJJbHblX E,ll; no-pa3HOMy. Ka)K,11,oe 

yqpe)K,11,eHue HMeeT csoIO cneuucjJuKy, HO yqpe)K,11,eHHSI c 6nmKoii cneuuanmauueii co6upaIOT 

,11,aHHhJe, KOTOpbie TaK)Ke ceMaHTHqecKH 3KBHBaJJeHTHbl. 

IlpHKJJa,11,HaSI o6pa60TKa CeMaHTHqecKH 3KBHBaJJeHTHbIX ,11,aHHbIX He 3aBHCHT OT TOro, B KaKOM 

MeCTe OHM pacnoJJO)KeHhl, xpaHSITCSI JJH OHM B 0,11,HOH HJJH B HeCKOJlbKHX E,ll;. 0,11,HaKO ,ll,JlSI peaJJH3al{HH 

npHJJO)KeHHH B HHBapHaHTHOM OTHOCHTeJJhHO pa3MemeHHSI ,11,aHHbIX BH,11,e tty)KeH cnel{HaJJbHbIH 

annapaT ynpaBJJeHHSI ,11,aHHhIMH. 

B YCJJOBHSIX 6oJJhIIIHX HHqJOpMal{HOHHbIX HHcjJpaCTPYKTyp npe,11,CTaBJJSieTCSI He06XO,IJ,HMbIM 

Ha,11,eJJSITb npHJJO)KeHHSI CJJe,11,YJOlllHMH CBOHCTBaMH. 

1. Cnoco6Hocmb pa6omamb c ;uo6ou El( uH<jJopMalJUOHHOU uH<jJpacmpy1<mypb1. Xorn 

KOHUern.(HSI HHTerpauuu E,Zl; HCX0,11,HT H3 Toro, qTO npHJJO)KeHHSI He ,11,0Jl)KHbl 3aBHCeTb OT 

pacnOJJO)KeHHSI ,11,aHHbIX, COOTHeceHHe ,11,aHHbIX yqpe)K,11,eHHSIM, B KOTOpblX 3TH ,11,aHHhie nopo)K,11,aIOTCSI, 

SIBJJS!eTCSI ecTeCTBeHHbIM. Il03TOMY 0,11,HO H TO )Ke npHJJO)KeHHe ,11,0JJ)KHO 06na,11,aTb cnoco6HOCTbIO 

o6pa6aTbIBaTb ,11,aHHbie H3 JJI06oii OT,11,eJlbHOH E,n: no BbJ6opy noJJb30BaTeJJSI. 11cnoJJh3YSI TaKYJO 

B03M0)KHOCTb, noJJb30BaTeJJh MO)KeT C JJI06oii nepuo,11,uqHOCTbIO H 6e3 ,11,onoJJHHTeJlbHbIX ,11,eiiCTBHH co 

cTopOHhI nepcoHana yqpe)K,11,enuii nonyqaTh neo6xo,11,HMh1e ,11,aHHbie, HanpuMep, arpemposattnb1e 

,11,aHHbie ,ll,JlSI COCTaBJJeHHSI oTqeTOB HJJH ,11,eTaJJbHbie ,11,aHHhie cnpasoqHoro xapaKTepa. 

2. Cnoco6HoCmb pa6omamb co MHOZUMU El(. YK8)KeM ,11,Ba BH,11,a 3a,11,aq, B KOTOpbIX 

TPe6yeTCSI nOHCK HHqJOpMal{HH no MHO)KeCTBY E,ll;. IlepBbIH BH,11, - nOHCK HHqJOpMal{HH no 

KOCBeHHblM ,11,aHHbIM, KOr,11,a ee MeCTOHaXO)K,11,eHHe HeH3BeCTHO. HanpuMep, TaKHM cnoco6oM MOryT 

6hITb Haii,11,eHbl ,11,onoJJHHTeJJhHbJe ,11,aHHhie O qeJJoBeKe, eCJJH H3BeCTHO TOJlbKO ero <1>110. 

Pe3yJJbTaTHBHOCTb noHCKa B TaKHX 3a,11,aqax 3aBHCHT OT nOJJHOTbl oxsaTa E,ll; yqpe)K,11,eHHH, KOTOpbie 

co,11,ep)KaT HCKOMbIH THO ,11,aHHbIX. 

BTopoii BH,11, 3a,11,aq, B KOTOpblX He06XO,IJ,HM annapaT ,ll,JlSI pa60Tbl C MHO)KeCTBaMH 683 ,11,aHHbIX, 

- 3TO nonyqeHHe HHTerpaJJbHOH HHqJOpMal{HH no COBOKynHOCTH E,ll;, TaKOH, HanpHMep, KaK 

HOMeHKJJaTYPa BhmycKaeMOH np0,11,YKUHH onpe,11,eJJeHHOro Ha3HaqeHHSI, o6masi qucJJeHHOCTb 

pa60THHKOB OTPaCJJH, cpe,11,HSISI 3apITJJaTa pa60THHKOB. B8)KHO, qT06hI npHJJO)KeHHSI MOfJJH pa60TaTb C 
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rrp0113B0JlbHOH C0B0KYIIH0CTblO E,n; H3 HH<pOpMaUHOHHOH HH<ppacrpyITTypbI: KpHTepmIMH BbI,!{eJiemui 
Moryr CJl)')KHTb THII yqpe)K,D.eHHH, perH0H, B K0T0p0M 0HH pacrroJI0)KeHbl, Be,!{0MCTBeHHM 
rrpHHa,!{Jle)KH0CTb. 

3. CoeMeCmH<JR o6pa6omKa HeRBHO CBJl:]GHHblX El(. Xoni aBT0H0MHbie E,n; He HMelOT 
rrp»Mb!X CBH3eii (1I0.!{06Hb!X TeM, K0T0pbie peaJIH3yIOTCH qepe3 cypporaTHbie KJIIQqH B paMKax 0,!{HOH 
.6,l1;) .!{pyr C .!{pyroM, TeM He Mettee, CBH3H Moryr cymecTB0BaTb B BH,!{e 0,!{HHaK0BblX 3HaqeHHH 
.!{aHHbIX, B KaqecTBe K0T0pblX BbicryrralOT o6merrpHHHTbie o603HaqeHHH, orpacneBbie CTaH.!{apTbl. 

TaKHM o6pa30M, H B cnyqae aBTOH0MHblX E,n; M0)KeT rrpHMeHHTbCH 6wttapttb!H onepaT0p CBH3bIBaHHH 
JOIN. 3To II03B0JIHeT II0JiyqaTb BCeCT0p0HHIOIO HH<pOpMaUHIO 06 0,!{H0M o6beKre, ,!{a)Ke eCJIH Otta 
C0.!{ep)KHTCH B pa3HbIX E,n;. TaK, rrpHJI0)KeHHe M0)KeT II0JIY'lHTb 113 E,n; HeCK0JlbKHX opraHH3aUHH 
nacrropTHbie ,!{aHHbie, CBe,!{eHHH 0 C0CT0HHHH 3.!{0p0BbH, TPY.!{OBOH ,!{e»TeJibH0CTH, HMeH B KaqeCTBe 
BX0,!{Hb!X ,!{aHHblX <1>110 HeK0T0poro JIHUa • 

.n:n» II0Mep)KKH 0IIHCaHHbIX BbIIIIe CBOHCTB npHJIO)KeHHH ,!{aJiee rrpeAAaraeTCH pa3BHTHe 
arrrrapaTa yrrpaBJieHHH .!{aHHblMH, BKJIIOqaIOIUee: paCIIIHpeHHe q>OpMbl II0HCK0BbIX 3arrp0C0B, 

0pHeHTHposaHH0e Ha orrepaUHH C MH0)KeCTB0M E,n;, H cpe.!{CTBa onpe.!{eJieHHH HH<pOpMaQHOHHOro 
rrpocrpattcrna. TaKoe pa3BHTHe ,!{aeT B03M0)KH0CTb pa3pa6aTbIBaTb napaMerpH30BaHHble 
rrpHJI0)KeHHH, II0Jib30BaTeJIH K0T0pblX M0fYT onpe,!{eJIHTb C0CTaB o6pa6aTbJBaeMblX ,!{aHHbIX 
Herrocpe.!{CTBeHH0 B X0,!{e pa60Tbl. 

B peanl13aUHH CHCTeMHOH II0Mep)KKH HOBOH <pyttKUHOHaJibHOCTH Mb[ HCX0.!{HM H3 xop0III0 
113BeCTHbIX apXHTeKrypHbIX peIIIeHHH H MeT0,!{0B o6pa60TKH pacrrpe.!{eJieHHbIX 3arrpoc0B [2], 
orrpo6osaHHbIX Ha rrpaKTHKe. B TO )Ke speM» cneUH<pHKa MaCC0BblX 3arrpocos, B K0T0pblX CTaH0BHTCH 
3HaqHTeJibHblM o6beM o6pa6aTbJBaeMbIX ,!{aHHb!X H CeTeBblX rrepe.!{aq, ,!{aeT 0CH0BaHHe AAH 
rrpHMeHeHHH cospeMeHHbIX nepcneKTHBHbIX II0.!{X0,!{0B, 0CH0BaHHbIX Ha K0HUelIUHH rpH.!{a [9]. B 
Kaqecrne octt0BbI wcrr0Jib3yeTc» K0MrrJieKc OGSA-DAI/DQP [10], s KornpoM pean113osattb1 
rrpeAA0)KeHH» no 6aJOBbIM cTatt.!{apraM HH<popMauwottttoro rpH.!{a (OGSA-DAI) H rroMep)KHsaerc» 
o6pa6oTKa pacnpe.!{eJieHHbIX ,!{eKJiaparnsttbIX 3arrpocos (OGSA-DQP). OGSA-DQP orpattwqeH 
pen»UHOHHOH M0,!{eJiblO E,n; H pean113yeT qaCTb H3bIKa SQL-92, H ,!{aJiee 6y.!{eT paccMarpHBaTbCH 

sapHaHT HHTerpaUHH AAH 3THX ycJIOBHH. 

4. Pacwupeuue HlblKa ynpasJ1eunH JanpocaMn 

l1ttq>OpMaUHOHHble npHJI0)KeHHH o6bJqHQ pa60TalOT C 0,!{HOH HJIH C <pHKCHpOBaHHbIM qHCJI0M 
E,n;, npwqeM H,!{eHTH<pHKaTOpbl E,n; H Ta6JIHU 3a.!{a!OTCH JIH60 HBHbIM o6pa30M, JIH60 rrocpe.!{CTB0M 
orrpe.!{eJIHeMbIX CTaTHqecKH II0Jib30BaTeJibCKHX rrpe.!{CTaBJieHHH (View). B 3arrpocax, 

rroMep)KHsaeMbIX OGSA-DQP, yqacTByIOT pacrrpe.!{enettttb1e E,n;, rronoMy 0HH o6o3ttaqaIOTc» 
rno6aJibHbIM H,!{eHTH<pHKaTOpOM - HMeHeM pecypca, s K0T0p0M orrpe,!{eJI»eTCH ceresoii Mpec (URL). 

ITpe.!{CTaBHM crpyKrypy orrepaTopa Select B cne.!{yIOIUeM BH.!{e: 
SELECT [distinct_condition] select_expressions 
[ FROM table_expression 
[ WHERE select_conditions] [ GROUP BY grouping_conditions] 
[ HA YING select_ conditions] [ ORDER BY order_ conditions] 
] 

l1ttTepec rrpe.!{CTaBJIHeT K0HCTPYKUHH table_expression, BbI,!{eJieHHM KJIIOqeBblM CJI0B0M 
FROM: HMeHH0 B tteii YKa3bIBalOTC» HMetta o6pa6aTbIBaeMbIX Ta6nwu. B DQP 0HH 3Ma!OTC» napoii: 
{RDB, LT}, r.!{e RDB - 3To H.!{eHTH<pHKarnp pen»uwottttoro pecypca, cooTBeTCTByIOIUero tteKoTopoii 
EA LT - JI0KaJibHoe HM» Ta6JIHUbI s E,n; RDB. 

B ycJI0BHHX, K0f,!{a pa6ora rrp0HCX0,!{HT C 60JiblllHM K0JIHqeCTB0M E,n;, e,!{Ba JIH CJie.!{yeT 
rrpe.!{rronaraTb, qTo IT0Jib30BaTeJib 3ttaeT, r.!{e pacrroJI0)KettbI HHTepecyIOmwe ero ,!{aHHbie. Eonee 
rn6KHH II0,!{X0.!{, II03B0JIHIOIUHH C03,!{aBaTb rrpHJI0)KeHHH, K0T0pbie 6e3 H3MeHeHHH K0,!{a cnoco6ttbl 

o6pa6aTbIBaTb .!{aHHble 113 JII06oii C0B0KYIIH0CTH E,n;, 0CH0BaH Ha TOM, qTo6bI, Bo-rrepBbIX, 
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HHTerpttpoBaTh .n:aHHhJe B o6mee HHq>OpMaUHOHHOe np0CTPaHCTB0 H, B0-BT0phIX, ,n:aTh B03M0)KH0CTh 
Bhl,n:eJieHH» pa6oqero npocTPaHcrna no co.n:ep)KaTeJihHhIM npmHaKaM. 

4.1. Co3oauue o6U<ezo uuq,opMal{uomwzo npocmpa11cm6a - uumezpal{UH i>aHHbtX 
Bonpoc HHTerpaUHH ,n:aHHhIX Ha 0CH0Be HX ceMaHTHqeCKOH 3KBHBaJieHTH0CTH xoporno 

myqeH B MH0roqwcJieHHhIX HCCJie,n:oBaHHHX. CornacHO [3] HHTerpauw» ,n:aHHhIX HanpaBJieHa Ha 
o6ecneqeHHe .n:ocryna K .n:aHHhIM H3 pa3Hh!X HCT0qHHK0B nyreM onpe,n:eJieHHH y1mq>H1UiPOBaHHOfO 
npe,n:CTaBJieHHH 3THX ,n:aHHhIX, K0T0poe Ha3hJBaeTCH 2Jl06aJlbHOU cxeMOU. l1HTerpauHH onpe,n:eJI»eTCH 
3a,n:aHHeM C00TBeTCTBHH Me)KJJ:y rno6aJihHOH cxeMOH " cxeMaMH HHTerpttpyeMhIX E,ll;. 

Cpe.n:w pa3JIHqHhIX MeTo,n:oB onpe,n:eJieHH» cooTBeTCTBH» Hatt6oJiee H3BeCTHhI ,n:Ba: Global as 
View (GAV) H Local as View {LAV). EoJiee npocT JJ:JI» peanmauww Mern.n: GAV, B K0TopoM 
Ta6JIHUhl rno6aJihHOH cxeMhl acC0UHHpYJOTCH C 3anpocaMH K cxeMaM HCT0qHHK0B, TO ecTh Ka)KJJ:a» 
Ta6JIHUa rno6aJihHOH cxeMhl npe,n:CTaBJIHeTCH KaK 0JJ:H0 HJIH 6oJiee n0Jih30BaTeJihCKHX npe,n:CTaBJieHHH 
cxeM HCT0qHHK0B. 8 peJI»UHOHHOH M0,n:eJIH Ha H3hIKe SQL C00TBeTCTBHe 3a,n:ai:Tc» onepaTopaMH: 

CREATE VIEW view [ ( column_name_list)] AS SELECT query 
3.n:ech view - HM» rno6aJihHOH Ta6JIHUhI, column_name_list - noJI» rno6aJihHOH Ta6JIHUhI 

view, query - 3anpoc SELECT K JIOKaJihHOH E,ll;, nopo)KJJ:ruomwii Ta6Jittuy c aTPtt6yraMH 
column_ name _list. 

TaKHM o6pa30M, o6pa30BaHHe o6mero npOCTPaHCTBa ,n:aHHhlX np0H3B0JJ:HTCH nyreM 
onpe,n:eJieHHH rno6aJihHOH cxeMhl tt npe,n:cTaBJieHHH, OTo6p~ruomwx ee B JI0KaJihHhJe E,n;. 
EcTeCTBeHHO noJiaraTh, ~o .n:aHHhJe JI0KaJihHhIX E,n;, K0T0pbie OT06p~alOTCH B 0JJ:HHaK0Bhie 
3JieMeHThl (Ta6JIHUhI, aTPtt6yrhI) rno6aJihHOH cxeMhI, HBJIHIOTCH ceMaHTwqeCKH 3KBHBaJieHTHhlMH. 

4.2. Onpeoe11e11ue cocmaBa o6pa6ambt6aeMbtX i>aHllbtX 
l1HTerpttpy» MH0)KeCTBO pacnpe,n:eJICHHhIX E,ll;, rno6aJihHaH cxeMa 0TKpbIBaeT JJ:OCT)'fi m 

npHJIO)KeHHH KO BCeii C0BOKYfiH0CTH co.n:ep)Kamttxc» B HHX ,n:aHHhIX. ,ll;JI» 3TOf0 6a30Bh!H cnoco6 
OGSA-DQP a.n:pecauww Ta6JIHU .n:onoJIHHeTC» B03MO)KHOCThIO 3a,n:aHH» HMCH Ta6JIHU rno6aJihHOH 
cxeMhl BMeCT0 a.n:pecoB K0HKpeTHhIX E,ll; tt HMCH HX Ta6JIHU. 

.n:n» pa60Thl C no,n:MH0)KeCTBaMH HHTerpttpoBaHHhIX ,n:aHHhIX H)')l(Hhl H0Bhie KOHCTPYKUHH 
H3hIKa. Ilpe,n:JiaraeMoe pacrnttpeHHe C0CT0HT B TOM, ~o BO Bcex BX0)K,[leHHHX oneparnpa Select 
Ta6JIHUhI Moryr tt.n:eHTHq>HUttpoBaThCH napoii: {GDB, GT}, r.n:e GDB - rpynna E,n;, H3 KOTOphIX 
Bhi6ttpaIOTCH ,n:aHHhie, CO0TBeTCTBYJOJUHe rno6aJihHOH Ta6JIHUe GT. Bee BX0)KJJ:eHHH HMCH BH,n:a 
GDB_GT B K0HCTPYKUHH FROM HHTepnpeTHPYJOTC» KaK: 

RDBl_GT uRDB2_GT .•• u RDBn_GT, r.n:e RDBiEGDB (i=l,2, ... n)-E,ll;, Bxo.n:»mtte 
B rpynny GDB. 

HanpttMep, oneparnp: SELECT select_expressions FROM GDB_GT 3aMeH»eTc» Ha: 
SELECT select_expressions FROM (RDBI_GT u RDB2_GT ... u RDBn_GT) 

Ka)KJJ:a» CChIJIKa Ha Ta6JIHUY Btt,n:a RDBi_GT npe,n:CTaBJI»eT co6oii 3a,n:aHHhIH c noMOJUhIO 
npe,ncTaBJieHHH View 3anpoc, KOTophIH Bhin0JIH»eTc» B JIOKaJihHOH E,n; RDBi, a pe3yJihTaThI Bcex 
TaKHX 3anpoc0B o6'be,n:HHHIOTCH. 3aMeTHM, ~o B03M0)KHhl .n:aa BapttaHTa o6'be,n:HHeHH»: Union " 
Union ALL. 

5. Onpe.n:eJieuue rpynn 6:n .n:aHHLIX 

IlOHHTHe rpynnhI E,ll; n03B0JIHeT napaM~H30BaTh npHJIO)KeHHH TaK, qTo 3a,n:aBaTh C0CTaB 
rpynn M0)KeT noJih30BaTeJih Henocpe,n:cTBeHH0 B npouecce pa6oThI. Onpe,n:eJI»» rpynny, OH M0)KeT 
HCX0JJ:HTh T0JihK0 H3 co,n:ep)KaTeJihHOH M0,n:eJIH HHq>OpMaUHOHHOro np0CTPaHCTBa " He pacnoJiaraeT 
CBe,n:eHHHMH 06 a.n:pecax " C0CTaBe ,n:aHHhIX 0T,n:eJihHhIX E,ll;. Ilptt 3THX ycJI0BHHX oroop E,n; JJ:JIH 
o6pa30BaHHH rpynnhI M0)KeT ocymecTBJIHThCH no co.n:ep)KaTeJihHhIM KpHTepH»M: Ha3BaHHHM 
opraHH3au;HH-BJia,n:eJihUeB, a.n:pecy opraHH3aUHH, onwcaHHIO TeMaTHKH .n:aHHhIX, TO ecTb no 
MeTa,n:aHHhIM, 0nHChIBaIOIUHM TOT HJIH HHOH HCT0qHHK. 
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Xorn crroco6 oT6opa E.[( JaBHCHT OT rrpHJio)l(eHirn H crroco6a ero wcrrorrbJOBaHlrn, B 
CHCTeMHOH rro.zmep)l(Ke H)?K,!(aeTCJJ rrpe,!\CTaBJieHHe MeTa,!\aHHbIX. B KaqecTBe 0,1\HOro H3 B03MO)l(Hb!X 
BapHaHTOB Mb! paccMaTPHBaeM peJIJJUHOHHOe npe,!\CTaBJieHHe. PeJIJJUHOHHaJJ 6aJa MeTa,!\aHHbIX 
CO,!\ep)l(HT OAHY Ta6rrwuy, aTPH6YTbI KOTOpOtt COAep)l(aT xapaKTepHCTHKH opraHmauHH, a 
yttHKaJibHOe HaJBaHHe opraHmaUHH-BJia,!\eJibUa JJBJIJJeTCJJ nepawqHbIM KmoqoM. B '.HOM crryqae oroop 
E.[( AJIJJ BKJiloqeHHJJ B rpynny pearrmye-rcJJ ITOHCKOBbIMH JanpocaMH THna Select C ycrrOBHJJMH, 
onpeAeJIJJIOIUHMH TPe6yeMbie xapaKTepHCTHKH. 

3aMeTHM, qTO 0,1\HH H TOT )Ke annapaT AJIJJ pa60Tbl C ,!\aHHbIMH H MeTa,!\aHHblMH Il03BOJIJJeT 
HCITOJib30BaTb nocrre,!\HHe B 06b1qHbIX Janpocax - TaKHM cnoco6oM MOfYT 6b!Tb Bb!pa)l(eHbl 
AOITOJIHHTeJibHbie orpaHwqeHHJJ Ha o6rracTb ITOHCKa. 

6. IIporpaMMHpoBaHHe JanpocoB C HCUOJlbJOBaHHCM rpynn 6a1 .z.aHHblX 

,[(JIJJ napaMeTPmauww rrpHJio)l(eHHtt Heo6xo,ru1MbI ABe q>YHKUim: q>YHKUHJJ oroopa E.[( AJIJJ 
<f>opMHpOBaHHJJ rpynn H <pyttKUHll, CBll3bIBaIOIUall om6paHHblH CIIHCOK E.[( C KOHKpeTHOH rpyrrnott. B 
uerroM, cxeMa nporpaMMHpOBaHHJJ JanpocOB B rrpHJIO)l(eHHH BbirJIJJAHT CJie,!\yIDIUHM o6pa30M. 

• O6pameHHe K <f>YHKUHH oroopa E.[(. B o6pameHHH YKaJbIBaeTCll CITHCOK rpyrrn, COCTaB 
KOTOpbIX onpe,!\eJilleTCll HJIH MOAH<pHUHPYeTCll. EcrrH, HanpHMep, oroop E.[( pearrmoBaH B 
HHTepaKTHBHOH q>OpMe, ITOJib30BaTeJibCKHH HHTepqiettc AOJI)l(eH npe,!\CTaBJIJJTb COAep)l(aTeJibHOe 
OIIHCaHHe onpe,!\eJilleMbIX rpynn. B pe3yJibTaTe q>YHKUHJJ OT6opa B03Bpamae-r CITHCKH E.[( AJIJJ Ka)l(AOH 
orrpeAeJIJJeMott rpyrrrrb1. 

• PeJyJibTaT <pyHKL\HH oroopa nepe,!\aeTCll <pyHKL\HH onpeAeJieHHll rpynn. 
IlpH BbIITOJIHeHHH JanpocoB HCITOJib3yeTCJJ TeKymee 3HaqeHHe COCTaBa rpynn. 

3arunoqeHue 

Ha nepBOM :nane pearrH3aUHH OIIHCaHHoro ITOAXO,!\a C03,!\aH npOTOTHII, KOTOpbltt Il03BOJIHJI 
oueHHTb BOJMO)l(HOCTH npwMeHeHHJJ KoMnrreKca OGSA-DAI B KaqecTBe cpeACTBa BbmorrHeHHJJ 
MaCCOBbIX JanpoCOB. CooTBeTCTBYfOIUHe HCCJie,!\OBaHHJJ npOBOAHJIHCb B nporpaMMHO-annapaTHOH 
HH<ppacTPyKrype, paJaepffYTOH B rroKarrbHOH cern l1IIM HM. M.B. KerrAbIIIIa P AH. ~eJibIO 
HCCJie,!\OBaHHJJ JJBJIJJJiaCb oueHKa BpeMeHH BbIITOJIHeHHll Maccoaoro Janpoca B 3aBHCHMOCTH OT ero 
CJIO)l(HOCTH - qwcrra E.[( ITO KOTOpbIM Be,!\eTCJJ ITOHCK. 

II pH He6oJibIIIOM qwcrre KOMITbIOTepoB (10), 3a,!\ettCTBOBaHHbIX B HH<ppaCTPYKTYPe, 
MO,!\eJIHpOBaJIHCb 3anp0Cbl, BbIITOJIHJJIOIUHe IIOHCK ,!\aHHblX Ha 100-1000 E.[(. 3KcnepHMeHTaJibHO 
IIOKaJaHO, qTO TaKOH cnoco6 MO,!\eJIHpOBaHHll ,!\aeT xopoIIIee npH6JIH)l(eHHe AJIJJ oueHKH BpeMeHH 
BbIITOJIHeHHll JanpocoB B pearrbHOH cwryaUHH, KOr,!\a Ka)l(AaJJ E.[( pa3MemeHa Ha OT,!\eJibHOM 
KOMITbIOTepe. 

OcHOBHOH pe3yJibTaT COCTOHT B TOM, qT() BpeMJJ BblITOJIHeHHJJ B03pacTaeT ITO~H JIHHettHO npH 
yaerrwqeHHH CJIO)l(HOCTH Janpoca w COCTaBJllleT 800 - 1000 Mc AJlll CJIO)l(HOCTH 3anpoca 100 E.[(, 8350 
AO 9400 Mc AJIJJ 1000 E.[( (npw Bb16opKe 1 CTPOKH HJ Ka)l(AOtt E.[(). TaKHe nOKaJaTeJIH 
npe,!\CTaBJillIOTCJJ rrpHeMJieMbIMH AJIJJ npaKTHKH. 
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IlPOEAEMbIIlOCTPOEHHHCEMAHTHqECKOro 
OilHCAHHH CHCTEM03ABHCHMhIX 3AEKTPOHHhIX 

yqEEHhIX MATEPHAAOB C IlPHMEHEHHEM 
P ACilPE,ll;EAEHHhlX BhJqHCAHTEAhHhIX 

AArOPHTMOB 

M. A. Mttxeea 

I'OY BllO MO MeJ1Coy1wpo0HblU yHueepcumem npupo0bl, o6UJecmea u '-te1wee1w «,!Jy6Ha» 
Poccwz, 141980, 2. ,!Jy6Ha MocKoecKoii 06J1., yR. YHueepcumemcKaR 19 

Ha cero,11.HlllllHHH ,11.eHb CHCTeMbl ,11.HCTaHI..(HOHHOro o6)"1eHHll (C,[{O) npOHHKalOT BO Bee 

ccpepbl o6pa:30BaHHll. y ,11.06HblH cnoco6 nOJI)"IHTb o6pa:30BaHHe npHBJieKaeT JII0,11.eH. B pe3yJibTaTe Ha 

pbIHKe nOllBJllllOTCll pa3JIH1-1Hble peanH3aUHH C,[{O no)].,!l.ep)KHBaeMbie KaK Bb[ClllHMH )"le6Hb!MH 

3aBe,11.eHHllMH, TaK H KOMMep11eCKHMH )"lpe)K,11.eHHllMH. CooTBeTCTBeHHO pa3pa6aTbIBaeTCll MHO)KeCTBO 

HHCTPyMeHTaJibHblX pellleHHH, npe,!1.Ha3Ha1!eHHbIX )].Jlll no)].)].ep)KaHHll )"le6Horo npouecca tt 

B3aHMO,!l.eHCTBHll o6)"1alOJUHXCll H npeno,11.aBaTeJieH. 

qaCTO ueJIH, nOCTaBJieHHble npH opraHH3a!-lHH C,[{O, TPe6yIOT B3aHM0,!1.eHCTBHll C ,11.pymMH 

C,[{O )].Jlll o6MeHa :meKTpOHHblMH )"le6Hb!MH MaTepttanaMH (3YM). IlpH ycJIOBHH, 11TO 

HHCTPYMeHTaJibHbie cpe,11.cTBa pa3HbIX C,[{O npott3Be,11.eHbI JIH6o caMOCTOl!TeJihHO BY3oM, JIH6o 

CTOpOHHHM pa3pa60T11HKOM, B03HHKaeT npo6JieMa HHTeponepa6eJibHOCTH npH o6MeHe ,11.aHHblMH -

3YM 0,11.HOH CHCTeMbl He MOryT 6hITb npHMeHeHbl B ,11.pyrofi, T.e. TPe6yeTcll HX npeo6pa30BaHHe K 

BHYTPeHHeMy CTaH,11.apTy KOHKpeTHOH CHCTeMbl. 

CymeCTByIOT MeT0,11.bl pellleHHll npo6JieMbl HHTeponepa6eJibHOCTH C,[{O HJIH CHCTeM 

ynpaBJieHHll o6)"1eHHeM (Learning Management System) 11epe3 o6mtte CTaH,11.apTbl onttcaHHll 3YM, 

HanpttMep SCORM (Sharable Content Object Reference Model) [2] HJIH 11epe3 ceMaHTtt11ecKoe 

onttcaHHe [1] Ha 6aJe OHTonomfi H ll3bIKa OWL (Web Ontology Language) [3]. Ilptt 3TOM He 

HCKJII01!aeTCll BapttaHT C03,!1.aHHll KOHBepTopoB HMnopmhKcnopm B Tpe6yeMblH cpopMaT. 

YKa3aHHbie TeXHOJIOrHH H MeT0,11.HKH pellleHHll npo6JieMbl B3aHM0,!1.eHCTBHll C,[{O 

opHeHTHpOBaHbl Ha C03)].aHHe H06blX 3YM. B TO)Ke BpeMll B Ka)K,11.0H OT,11.eJibHO opraHH30BaHHOH 

C,[{O, He no)].)].ep)KHBaIOmen Me)K)].yHapo,11.HblX CTaH,11.apTOB, cymecTByIOT KpynHble 6a3bl 3YM co 

CBoefi BHYTPeHHefi CTPYKTYPOH H cpopMaTaMH onttcaHHll, 06h111Ho :no mnepTeKCT (HTML) HJIH 

,11.pyrall BHYTPeHHllll HOTal..\Hll. ,[{nll npeo6pa30BaHHll ,11.aHHb!X 3YM K Bb16paHHOMY CTaH,11.apry HJIH K 

ceMaHTH11eCKH onHCaHHOMY BH,11.Y TPe6yeTCll C03,!l.aHHe KOHBepTopoB, pa3pa6oTKa KOTOpblX 

Tpy,11.oeMKa. 

,[{nl! C03,!l.aHHll ceMaHTH11eCKoro onHCaHHll 3YM H~Ha OHTOJIOfH11eCKall OCHOBa, C03,!l.aBaTb 

KOTOpyIO 6e3 )"laCTHll 3KCnepTHOfO coo6mecTBa He npe,11.cTaBJilleTCll B03MO)KHblM, K TOMY )Ke 3TO 

TPe6yeT 60JiblllHX BpeMeHHblX 3aTpaT. K YKa3aHHblM acneKTaM TaK )Ke MO)KHO npH11HCJIHTb 

o6pa6oTKY 6oJiblllOro o6beMa pa3Hopo,11.Hofi HH<popMaUHH, H3 KOTopofi MOrYT cocTOl!Th 3YM. Ilptt 

3TOM )].Jlll pa6oTbl C KOHKpeTHOH 6a30H 3YM, peaJIH30BaHHOH no BffYTPHCHCTeMHblM CTaH,11.apTaM 

C,[{O, Tpe6yeTCll pa3pa6oTKa HOBoro HHCTPYMeHTapttll. 

PellleHtte Been COBOKynHOCTH npo6JieM ceMaHTH11eCKOf0 onttcaHHll MO)KHO pa3,!1.eJIHTb Ha 

HeCKOJibKO 3TanoB. IlepBbIH 3Tan - 3TO aHaJIH3 CTPYKTYPbI 3YM B KOHKpeTHOH C,[{O, co3,11.aHHe 

nporpaMMHOfO CJIOll ,11.Jlll B3aHMO,!l.eHCTBHll C co,11.ep)KHMbIM 3YM. BTopon 3Tan - onpe,11.eJieHHe 

TepMHHOJIOrH11eCKOfO 6a3HCa HJIH «JIOKaJibHblX OHTOJIOrHH» Ha OCHOBe CJIOBapefi H rnoccaptteB C,[{O. 

TpeTHH 3Tan - JIOrH11eCKOe pa3,!1.eJieHHe 3YM no npe,11.MeTHblM o6JiaCTllM H oueHKa CTeneHH HX 

nepece11eHHll. 
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Ha nepB0M 3Tane CK0HUeHTpHp0BaHa BCH pa6ora no C03,!(aHHIO rum KoppeKmp0BKe 
HHc-rpyMeHTapHH rorn pa60ThI c 3YM KOHKpernoii: C,ll;O. l.Jame acero C0Aep)KaHHe 3YM xpaHHThCH B 
qiopMaTe HTML, uenocTH0CTh K0Toporo -rpe6yeTcH npHaecrn K o6menpHHHTOMY BHAY, qrn -rpe6yeT 
TaK)Ke C03AaHHH A0nOJlHHTeJlbHOfO nporpaMMHOro o6ecneqeHHH. 

,ll;nH yMeHbllleHHH BpeMeHHbIX 3aTpaT no C03AaHHIO OHTOJlOflfH npH noc-rpoeHlflf 
ceMaHTlfqecKoro onHCaHHH, npeAJJaraeTCH C03,!(aBaTb ((JlOKaJlhHbie OHTOJ10flflf)) (BTOpOH 3Tan), 

OCHOBaHHbie Ha rnoccapHHX If CJlOBapgx npHCYTCTBYIOI.UlfX B c,n;o. 0TCYTCTBHe nOA06HhIX o6'beKTOB 
B pa3BlfTbIX C,ll;Q He noApa3yMeBaeTCH. Onpe.!(eJ1HH 6aJOBbie TepMHHhl KaK OHTOJ10flflf BHYTJJlf C,ll;Q, 
MO)KHO onpeAeJllfTb npHHaAJJe)KHOCTh 3YM K npeAMeTHblM o6nacrnM H COOTBeTCTBeHHO nepeHTlf K 
TJJeTbeMy 3Tany. ,ll;MbHeHllllfH aHaJ1lf3 If AeTanlf3aUlfH COAep)KlfMOro 3YM AOJl)KHbl 6bJTb 
HanpaaneHhl Ha BhIHBJleHHe He,!(OCTalOJ.UlfX OHTOJlOflfH [7]. 

IToc-rpoeHHe ceMaHTHqecKoro onHcaHHH He orpaHlfqlfaaeTcH onpeAeneHHeM «J10KaJ1hHh1x 

OHTOJ10flfH)) npe.l(MeTHhIX o6nacTeH MHO)KeCTBa 3YM. OCHOBHOH q>OKYC pa60Tbl HanpaBJ1eH Ha 
pa6ory C COAep)KlfMblM 3YM. YA06Hh!M AJJH ueneaoro npHMeHeHHH B AaHHOM cnyqae 6yAeT MOAeJlb 
onHcaHHH MeTaAaHHhIX Ha ocHoBe q>opMaTa RDF (Resource Description Framework) [5], B qacrnocrn 
ero qiopMaT RDFa (RDF in attributes) [6]. 

CornacHO cneuHq>HKaUlflf RDF MeTa,!(aHHble npeACTaBJlHIOTCH B BHAe TaK Ha3hIBaeMblX 

TJ)lfnJJeTOB: cy6'beKT - npeAHKaT - o6'beKT. TpHnneTbl Jle)KaT a OCHOBe rpaq>OBOH CTJJYKTyphl, c 
noMOI.UblO KOTOpOH onHCbIBalOTCH ace 3HaqlfMbie 3JleMeHThl COAep)KHMOro 3YM. T.e. cy6'beKT - 3TO 
BeprnHHa, m KOTOpOH BbIXOAlfT pe6po. ITpeAHKaT - CaMo pe6po, a o6'heKT - aeprnHHa, KOHeu pe6pa 
(pHC. 1). 

<nt~p://exar:,ple.com/a:~ce/posts/~rcuble_w~~h_bob~ 

<heep,//purl.org/do/•l-nr,/!~ 

/ <hCrp,//purl.~=••Ca/1.!/rr•ator> 

"The Trouble with Bob" 11Alice" 
PHc. 1: ITpHMep RDFa rpaqioaoro npeACTaBneHHH TJ)Hnnera 

,ll;nH BhlHBJleHlfH CBH3eH «cy6'beKT - npeAHKaT - o6'heKT» -rpe6yeTCH npHMeHeHHH 
anropHTM0B o6pa6oTKlf TeKCTOB, KOTOpble MO)KHO pa3AeJ1lfTh Ha rpynnhl cornacHo cnoco6y 
o6pa6oTKlf TeKCTOBOH lfHq>OpMaUlflf (pHc.2). 

no CJlO)KHOCTlf no~lf Bee anropHTMbl pa6oThl C TeKCTOM OTHOCHTCH K NP-CJ10)KHbIM, T.K. 
BpeMH lfX pa60Thl HanpHMYIO 3aBHClfT OT o6'heMOB o6pa6aThIBaeMhlX AaHHhIX. 3ToT q>aKT onpeAeJrneT 
-rpe6oBaHHH K o6opyAOBaHHIO, KOTopoe 6yAeT HCnOJ1h30BaThCH AJJH o6pa6oTKlf 6a3hl 3YM. 

,ll;anee anropHTMbl aHanma TeKCTa MO)KHO pa3AeJ1lfTb no 6aJOBOMY npHHUHny. AnropHTMhl, 
HanpaBJ1eHHbie Ha MOpq>onomqecKHH If ClfHTaKClfqeCKlfH aHMlf3, no3B0J1HIOT onpe.l(eJllfTb 
COAep)KaTeJlhHbie 3JleMeHThl TeKCTa, OTHOCHI.UlfeCH K onpeAeJleHHHM OHTOJlOflfH, T.e. MO)KHO 
nOCTJJOlfTh nepBblH ypoBeHb CBH3lf TepMHHa If TeKCTa ero pacKpbIBaIOI.Uero. rpaq>OMe-rplfqecKHe 
anropHTMhl onpeAeJlHIOT c-rpyKTypy TeKCTa If B3alfMOCBH3lf ero qacTeH, qTo none3HO npH aHaJ1lf3e 
3YM, COAep)KaJ.UHX AaHHhie lf3 pa3Hb!X npeAMeTHh!X o6nacTeH, a TaK)Ke n03B0J1HIOT HaxOAlfTb 
TJ)lfnJleTbl. CaMlf ceMaHTlfqeCKlfe OnHcaHHH npll3BaHhl CTJJOlfTh anropHTMbl accouHaTHBHOro 
aHanma [4]. 

AnropHTMbl aHanlf3a ecTecrneHHblX H3blKOB 3aBHCHT OT o6'beMa o6pa6aThIBaeMhlX AaHHhlX. B 
KOHTeKCTe o603HaqeHHb!X npo6JieM noApa3yMeBalOTCH 60Jibllllfe o6'beMhl .l(aHHblX B 6aJe c,n;o. 
CneAOBaTeJlbHO, pa6ora anropHTMOB no-rpe6yeT 60J1hllllfX BbJqlfCJ1HTeJ1bHhlX pecypcOB. 3To BeAeT K 
Heo6XOAlfMOCTlf pacnapanneJ1I1BaHHH KaK 3a.l(aq B uenoM, TaK If OT,!(eJlhHblX qacTeH anropHTMOB, 
TaKHX KaK: JllfHfBlfCTlfqecKHH aHaJJlf3, pa36op Ha OCHOBe rpaMMaTHK If T.,!(. 
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AnropHTMbl 
BH3Jlr.l33 TeKCTa 

3YM 

no cnO>KHOCTH 
no~BOMy· 

Opl1HijHOy,, 

rpaqx,nOCTpQ AccoJ~e~ 
KTen1:>Hble . oro· aHanMaa NP-cno>KHbte P-cnO>KHble 

~~'re 
q, CKOrO , .. : 

.__ ____ _, '-------' '., . ,. ·:. ...__•-..----' {;:fat'.tanM3a1 

l 
rpacpoMerp111-1 CHHTSKCH~CK llOCTp08HHH 

ecKHe . . oro aHan1113a .. .. C8M8HTHKH 
l ···,, 

Puc. 2: rpymihl anropUTM0B aHaJIU3a TeKCT0B 

Tipu pa6ore C TeKCT0M BblfOL{H0 UCII0Jib30BaTh pac11apanJieJIUBaHue qacreii anropUTM0B, MSI 

3<p<peKTUBHOH o6pa60TKU 6JIOKa aaHHbIX, a caM TeKCT pac11pei:1eJIS1Tb 110 Y3J1aM, TaKUM o6pa30M, 

11peaocTaBJISleTCSI B03M0,KH0CTb o6pa6oTaTb 60JihIIIYJO 6aJy aaHHbIX 3YM 3a 11pueMJieMoe BpeMSI. 

Peanll3allllSI ceMaHTUlJeCK0ro 0IIUCaHUSI 3YM Ha 6aJe <<JI0KaJibHbIX OHTOJIOrHH» UMeeT KaK 

II0JI0)KUTeJibHhie CT0p0Hhl, TaK U orpu11areJibHbie. 

K II0JI0,KUTeJibHbIM pe3yJibTaTaM 11ocrpoeHUSI TaKoro 0IIUCaHUSI M0,KH0 0THeCTU: 

• Peme11ue npo6J1eMb1 u11meponepa6eJ1b11ocmu KaK MeJtCoy cucmeMaMU, maK u c 
61teut11eu cpeoou. TIOMUMO B3aUMOL{eHCTBUSI C apymMU C,.a;O, y K0T0pbIX 3YM 6yayr ceMaHTHlJeCKU 

0IIUCaHbl, II0SIBHTCSI B03M0,KH0CTb II0JiyqaTb UH<pOpMallUIO TaK)Ke OT pecypC0B paCII0JI0,KeHHbIX B 

Httreptter u 11oaaep,KuBa10111ux ceMaHTUtJecKoe 011ucattue. 

• YnpoU1e11ue nocmpoe111m 603 311a11uii u11meJ1J1e1<.myaJ1b11blx 06)1'-laTOU/UX cucmeM. 3YM 
LI0JI,KeH 6bJTb CTPYKTYPUP0BaH TaKUM o6pa30M, lJT06bI ero ll3YtJeHue 6bIJIO MaKCUMaJibH0 yao6Hb!M u 

3cp<peKTUBHhIM. lfro6bJ 3YM 0TBelJaJI 3aL{aHHhIM CBOHCTBaM, B paMKax UHTeJIJieKTYaJibHbIX 

06yqa10I11UX CUCTeM C03L{a!OTCSI acco11uaTUBHbIH 3YM, KOTOpblH L{0Jl)KeH HMeTb CeMaHTUlJeCKYJO 

CTPYKTYPY, T.e. coaep,KaTh B ce6e m11epreKCT0BYJO ceMaHmtJeCKYJO ceTh [8]. 
• Bo3MOJ1C11ocmb ucn0!lb306a11UR 6a3bl 3YM 6 1<.a11ecm6e 6a3bl 311a11uu. B pe3yJihTaTe 

crpyKrypu3a11uu 6aJbl 3YM c..a;o, 11ocpeL1CTB0M ceMaHTHtJeCK0ro 0IIUCaHUSI, II0SIBUTCSI B03M0,KH0CTb 

II0JiyqaTb H0Bhie yqe6Hble MaTepUaJibl u 3HaHUSI, K0Hcrpyupyg ux 110 3a11pocy. 

K orpu11aTeJihHbIM <paKTopaM 0IIUCaHH0ro B CTaTbe peIIIeHUSI M0,KH0 0THeCTH: 

[ 1] Omop6a1111ocmb «ll0KaJlbHblX 011moJ102uu» om 06U1enpu11Rmb1x 011moJ102uu. OtJeBULIHO, tJT0 

«JI0KaJibHbie 0HT0JI0rHU», 11peL1CTaBJISIIOI11Ue 11pei:1MeTHhie o6JiaCTU BHYTPU c..a;o, 6yayr HMeTb 

011peaeJieHHYJO CTelleHb paJJIUlJUJI C 0HT0JI0fllSIMU, C03L{aHHbIMU C yqacTUeM 3KC11epTH0ro 

coo6111ecTBa. 

[2] HcnpaBJ1e11ue omu6oK onuca11UR npu conocmaBJ1e11uu «ll0KaJlbHblX 011moJ102uu» c 
06U1enpu11RmblMU 011m0J102URMU. Tiorpe6yeTCSI 11poBeCTU pa60Tbl 110 LI0BeL{eHHIO ((JI0KaJibHbIX 

OHTOJIOrHH» LIO 06111enpuHS1TOro BULia, JIU6o cneayeT 3aMeHUTb ux 06111e11pUHSITbIMU 0HT0JI0fllSIMU. 
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,ll;aHH!UI rrpo6neMa MO)KeT B03HHKHyrh TORhKO rrpH B3aHMOAeHCTBIUI C ceMaHTH'leCKH orrncaHHhJMH 
pecypcaMH, KOTOphie IIOMep)KHBaeT coo6mecTBO 3KCIIepTOB B COOTBeTCTB)'K)mHx rrpeAMeTHhJX 
o6naCTRX. 
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IIAP AJIJIEJlbHbIE BblqJICJIEHH.R IIPH OJiP AJiOTKE 
KBATEPHHOHHblX CHrHAJIOB1 

A. A. Po)KeHQOB, A. A. Eaea 

MapuiicKuii 20cyoapcmeeHHb1ii mexHuttecKuii yHuBepcumem, 
Ka,Peopa paouomexHuttecKux u MeouKo-6uoJ102u11ecKux cucmeM, PoccuR, 424000 

krtmbs@marstu.net 

B CTaTI,e paCCMOlJleHhl ,ll,Ba MeTO)'.la pacrr03HaBaHIDI 3D ll306palKeHHll, He 1J)e6yiomue H)'Mepamm 

OTMeTOK. Tipe/UIOlKeHhl IIO,ll,XO)'.lhl K IIOBhIIIIemno ux 6b!ClJ)O)'.lettCTBIDI rrocpe)'.ICTBOM IIpHMeHeHIDI 

napaJIJienhHhIX BhiqncneHHll Ha 11eH1JlanhHOM H rpa4JlfqeCKOM rrpo11eccopax. TIOKa3aHhI ycnoBIDI, 

rrpH KOTOph!X 06ecrreq11aaeTCll Bhlllrph!Ill OT 10 .no 57 pa3 B 6bIC1JlO,ll,ettCTBHH IIpH HCIIOilh30BaHHH 

rpa4JlfqeCKOfO corrpo11eccopa. TipHBe)'.leH cpaBHHTenhHhlll aHanll3 6hIC1JlO,ll,ettCTBIDI 11 

34J4JeKTHBHOCTH paCII03HaBaHIDI Ha OCHOBe TeCTa Princeton Benchmark. 

Bse.z.eune 

B HaCTOl!ll(ee BpeMl! pa.3pa6oTqHKaMH CHCTeM MaumHHOro 3peHHll oco6oe BHHMaHHe 

YACJilleTC.!I BOITpOCaM o6pa6onrn 3D H306pIDKeHHH BBH.z.Y HX 6onee BbICOKOH HH<pOpMaTHBHOCTH, ITO 

cpaBHeHHIO c WIOCKHMH, ITO.!IBJieHHIO OTHOCHTCJibHO He,noporttx CHCTeM 3D CKaHttpoBaHH.!I, pocry 

BbJqHcnttTenbHOH MOll(HOCTH CHCTeM o6pa60TKH • .[(.rr.!1 paCIT03HaBaHH.!I 3D H306pIDKeHHH pa.3pa6oTaHO 

6onbllIOe KOJIH"!eCTBO MCTOAOB: 3TO MeTOAbl, OCHOBaHHbIC Ha cornacoBaHHOH <pHJibTPllUHH [1, 2], 
TPC6yIOmHe yrrop.11,nO"!eHH.ff TO"!eK 061,eKTa; MeTOtJ.bl, OCHOBaHHbie Ha OT06pIDKeHHH H3 ITpOCTPaHCTBa 

MOACJIH B HCKOTopoe N-MepHoe BCKTOpHoe ITpOCTPaHCTBO, C ITOCJICAyIOlllHM OITpe,neneHHeM Mepbl 

CXO)KCCTH ITO COOTBCTCTByIOll(HM K03<p<pHI.{HCHTaM [2, 3, 4]. Ilptt 3TOM, cpaBHCHHe BbJIJOJIH.!leTC.!I 

Me)Ktl.y K03<p<pHl.{HeHTaMH HCKOMOH MOACJIH C 3apaHee Bbl"IHCJICHHblMH K03<p<pHl.{HeHTaMH B 6!1.3e 

,naHHbIX. 3TOT ITOtJ.XOA BKnIO"laeT B ce6.11 MeTOtJ.bl, OCHOBaHHbJe KaK Ha CTaTHCTH"ICCKOM [3, 4], TaK 11 

Ha aHanHTH"!eCKOM [2] OITHCaHHH MOtJ,eJIH. Xorn ITpe,nCTaBJieHHe MO,neneii c ITOMOll(blO 

K03<pq>Hl.{HCHTOB IT03BOJI.!leT ycKOpHTb ITpouecc pacIT03HaBaHH.!1, 60JibllIHHCTBO MeTOAOB TPC6yIOT 

3Ha"!HTCJibHbIX BpeMeHHbIX 3aTPaT AA.ff Bbl"IHCJieHH.!I K03<p<pHl.{HeHTOB HCKOMOH Mo,neJIH, '!TO 

HeITpHeMJieMO AA.ff CHCTeM peanbHOro BpeMeHH. C ,npyroii cropOHbl 3TH ITOAXOtJ.bl MOryT o6na,naTb 

xopOllIHMH ITOK!l.3aTeJI.!IMH paCIT03HaBaHH.!I. 0,nHHM H3 pellleHHH 3a_naq11 ITOBblllICHH.!I 6bICTPOAeHCTBH.!I 

anropHTMOB .!IBJI.!leTC.!I ITPHMeHeHHe ITapanneJibHbIX Bbl"IHCJieHHH, OCHOBaHHbIX Ha ITpHHl.{HITax 

MHOrOITOTO"IHOCTH B paMKaX OAHOH Bbl"IHCJIHTCJibHOH MallIHHbl, KaK Ha MHoro.11,nepHbIX CPU, TaK H 

Ha GPU. 
B ,naHHOH CTaTbe paccMaTPHBaeTC.!I ti.Ba MeTO,na, He TPe6yIOll(HX YITOP.!IAO"!eHH.!I TO"leK, 

ITepBbIH H3 KOTOpbIX OCHOBaH Ha CTaTHCTH"ICCKOM OITHCaHHH MO,nenH, a BTOpoii - Ha aHanHTH"ICCKOM. 

lfocne.nyIOTC.!I ITOAXOAbl K ITOBbillleHHIO 6bICTPOACHCTBH.!I ITYTeM pacITapanneJIHBaHH.!I anropHTMOB Ha 

l.{CHTPanbHOM MHOfOAAepHOM ITpoueccope H Ha rpaq>H"ICCKOM COITpoueccope C HCITOJib30BaHHeM 

TexHonomH NVIDIA CUDA [5]. 

OnTHMHJal.{HH MCT0.Z.a, 0CH0Bauuoro Ha aHaJIHTH'ICCK0M onncaunn M0.Z.CJIH 

KaK ITOK!l.3aHO B pa6oTe [1], AA.ff o6pa60TKH 061,eMHbIX H3o6pIDKeHHH MOryT HCITOJib30BaTbC.!I 

MeTOtl,bl KBaTepHHOHHOro aHanH3a. 8 3TOM cnyqae BeKTOpbl, ITpOBe,neHHbie B ITpOCTPaHCTBe K TO"!KaM, 

1
Pa6oTa BhinOnHeHa rrpH 4JHHaHCOBOll IIOMeplKKe P<l><l>H, rrpoeKT ,N'Q}0-01-00445-a, 11 no rrporpaMMe 

«Pa3BHTHe HayqHoro IIOTeHIJHana BhICIIIeii IIIKOilhI», rrpoeKT 2.1.2/2204. 
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3a,zJ,aIOtnHM IlOBepXHOCTb o6beKTa, OIIHCb!BaIOTC.!l BeKTOpHbJMH KBaTepHHOHaMH, a HX Ha6op 

rrpe,LlCTaBmieT co6ow KBaTepHHOHHbIH CHrHaJJ. 

l1crrorrh30BaHHe arrrrapaTa KBaTepHHOHHoro aHaJJH3a I103BOmieT CB.!13aTb IIOBepXHOCTb, 

3a,zJ,aHHYJO B rrpocTpaHCTBe, C q>yttKQHeH KBaTepHHOHHOro rrepeMeHHOro, HarrpHMep, OT06pIDKa10mew 

ee OTC'-leTbl Ha cqiepy [2]. ~.!l 3TOro rrpHMeH.!leTC.!l IIOJJHHOMHaJJbHa.11 q>YHKQH.!1 BH,[{a: 

M-1 

'I,q;am = Pn, (1) 
m=O 

r,[{e Gm - K03q>q>HQHeHTbl IIOJJHHOMa, TaJOKe .!IBJJ.!IIOtnHec.11 KBaTepHHOHaMH, 3a,zJ,aIOtnHe OT06pIDKeHHe 

rrpOCTpaHCTBeHHOH q>Hrypbl Ha IIOBepXHOCTb cqiepbl, qn - KBaTepHHOHbl, coe,[{HH.!IIOtnHe TO'-IKH 

IlOBepXHOCTH o6beKTa c Ha'-laJJOM KOOp,LlHHaT, Pn- rrpoeKQHH KBaTepHHOHOB qn Ha cqiepy. 

CorrraCHO q>OpMyrre (1) MO)KHO Bbl'-IHCJJHTb K03q>q>HQHeHTbl IIOJJHHOMa a, CB.!13bIBaIOIQero 

IIOBepxHOCTb HCCJJe.[{yeMOro 06beKTa C IIOBepxHOCTblO cqiepbl. IlpH HCIIOJJb30BaHHH MeTO,[{a 

HaHMeHbllIHX KBa.n,paTOB, ,[{JI.II Bbl'-IHCJJeHH.!l K03q>q>HQHeHTOB IIOJJHHOMa CTerreHH M, CJJe,LlyeT peIIIHTb 

CHCTeMy JJHHeHHbIX KBaTepHHOHHbIX ypaBHeHHH, 3JJeMeHTbl KOTOpOH orrpe,LleJJ.!leTC.!l H3 COOTHOIIIeHHH: 
N-1- N-1- . 
~ rm ~ r 

q,,m = L.., qnqn' Pr= L.., Pnqn, (2) 
n=O n=O 

r,[{e N - KOJIH'-leCTBO 3JJeMeHTOB HCXO,[{HOro CHrHana. 

PeIIIeHHe CHCTeMbl ypaBHeHHH, HarrpHMep, MeTO,[{OM faycca, I103B0JJ.!leT HaHTH 3Ha'-!eHH.!l 

K03q>q>HQHeHTOB am IlOJJHHOMHaJJbHOH q>yHKQHH, BbIIIOJJH.!IIOtneH OTo6pIDKeHHe rrpOCTpaHCTBeHHOH 

q>Hrypbl Ha cqiepy. 

EcrrH pacCMOTpeTb rrocrre.[{OBaTeJJbHbJH anropHTM peIIIeHH.11 3a,zJ,a'-IH Bbl'-IHCJJeHH.!l 

K03q>q>HQHeHTOB IIOJJHHOMa (Pwc. 1 ), TO 3,[{eCb Ka)K,[{b!H rrocrre.[{yiotnHH 6rroK )K,[{eT 3aBepIIIeHH.!l 

rrpe.Llhmymero. 

IlpH aHanme arrropHTMa Ha B03MO)KHOCTb pacrraparrrreJJHBaHH.!l, CJJe,[{yeT o6paTHTb BHHMaHHe 

Ha yqacTKH, r,[{e rrpOXO,[{HT o6pa60TKa MaCCHBa ,[{aHHbIX 0,[{HHaKOBOH IIOCJJe,[{OBaTeJJbHOCTbIO KOMaH.[{, 

TaK KaK 3,[{eCb MO)KHO rrpHMeHHTb rraparrrreJJbHbJe Bbl'-IHCJJeHH.!l HaH6orree 3q>q>eKTHBHO. 

3arpy3Ka HCXQ,!UlblX ,naHHblX 

8bl'iHCJICHHe K03ql4'HUHeHTOB CHCTeMbl 

JIHHefiHblX ypaBHCHMH 

PeweHHC CHCTCMbl 

Bbleo.n pe3yJibTaTa 

Pwc. 1: IIocrre,LloBaTerrhHhIH arrropHTM peIIIeHH.!l 

3arpY3Ka ,[{aHHbIX rrpoHCXO,[{HT, B OCHOBHOM, rrocrre,[{OBaTeJJbHO w pacrraparrrreJJHTb ee CJJO)KHO. 

Bo BTOpOH ceKQHH rrocrre,[{OBaTeJJbHOro arrropHTMa, corrraCHO (2) Bbl'-IHCJJ.!IIOTC.!l K03q>q>HQHeHTbl 

CHCTeMbl JJHHeHHbIX ypaBHeHHH. O.[{HaKO, cyMMbl (2) MO)KHO pa3JJ0)KHTb Ha K '-!aCTeH, pa3MepHOCTbIO 

NK=NIK. TaKHM o6pa30M, cwcreMa JJHHeHHhIX ypaBHeHHH pacKJJa,zJ,hIBaeTc.11 Ha K He3aBHCHMhIX Apyr 

OT ,Llpyra IIO,[{CHCTeM, KOTOpbie MOryr q>OpMHpOBaTbC.!l rraparrrreJJbHO c IIOCJJe.[{yiolQHM o6be,[{HHeHHeM 

B 0.[{Hy. Y'-IHTb!Ba.!l TO, '-ITO pa3Mep CHCTeMbl JIHHeHHbIX ypaBHeHHH OTHOCHTeJJbHO Marr, CeKQHJO 

peIIIeHH.11 CHCTeMbl ypaBHeHHH MO)KHO OCTaBHTb IIOCJJe,[{OBaTeJJbHOH. 
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~JUI LlaJlbHeihneii OIITHMH3arum Ha ypOBHe IIOTOKOB crr_ei:1yeT paCCMOTJ)eTb cpopMyny (2), ri:1e 

npHCYTCTBYeT B03Be):leHHe B CTeneHb, qTo C TOqKH 3peHmI BbJ:qHcJJeHHH HBJJHeTCH TPYLIOeMKOH 

3a):laqeii. TaK KaK YMHO)KeHHe HaMHoro npoI.IIe, Hatt6onee 3cpcpeKTHBHO 6yL1eT COCTaBHTb Ta6nwuy 

CTeneHeH H 3aTeM HCIIOJJb30BaTb Ta6nwqHbie 3HaqeHHH. 

Pearrmauw.11, paHee npei:1cTaaneHHoro arrropHTMa, Ha GPU (Pwc.2) noi:106Ha CPU, HO 6yi:1eT 

OTJJHqaTbCH TeM, qTo KOLi, BbinOJJH.HeMblH B naparrneJJbHbIX ceKUHHX, OCTaHeTCH naparrneJJbHbIM. 

3arpy3Ka HCXO):IHblX ):laHHbIX B shared memory 

BbiqHcJJeHHe Ta6JJHUbl CTeneHeH 

BbinOJJHeHHe YMHO)KeHHH q'.qm. H 3aIIHCb 

pe3yJJbTaTa a Maccwa a shared memory 

O6be):IHHeHHe 3JJeMeHTOB MaCCHBa pe3YJibTaTOB 

rrepeMHO)KeHHH 

BbIBOLI pe3yJJbTaTa 

Pwc. 2: AnropHTM pa60TbI Bb1qwcnHTeJJbHoro Mpa GPU 

,[(n.11 orrTHMH3aUHH KOLla GPU, MH Bb1qwcneHHH wcnoJJb3YeTCH pa3i:1en.11eMa.11 rraMHTb, BBHLIY 

HaH6onee BblCOKoro 6bICTJ)OL1eHCTBHH. HcxO):IHbIH MaCCHB pa36HBaeTCH Ha 6noKH, TaK ~06bi HX 

pa3Mep C yqeTOM HCIIOJJb30BaHHH BpeMeHHOH Ta6JJHUbl CTerreHeH He rrpeBb!WaJI 16 K6. IlpH 

HCIIOJJb30BaHHH LIBOHHOH ToqHOCTH, HaHJJyqWHM 6yL1eT pa3Mep 6noKa paBHbIH 64 3JJeMeHTaM. BBHLIY 

oco6eHHOCTeH BbIIIOJJHeHHH KO):la Ha GPU, rrocne Ka)KJ:IOH ceKUHH cnei:1yeT BblIIOJIHHTb 

CHHXpOHH3aumo IIOTOKOB. TaK KaK B 6noKe BbIIIOJJHHeTCH Cpa3y HeCKOJlbKO IIOTOKOB, TO B ):laHHOM 

arrropHTMe o6'be):IHHHTb YMHO)KeHHe C cyMMHpOBaHHeM HeB03M0)KH0, H HaH6onee 3cpcpeKTHBHbIM 

crroco6oM HBJJHeTCH HCIIOJJb30BaHHe wepapxwqecKoro cyMMHpOBaHHH [6]. 
IIo 3aaepweHHH pa6oTbl Ka)KJ:IOro 6noKa, apeMeHHa.H CHCTeMa JJHHeHHblX ypaaHeHHH 

KOIIHpyeTCH B orrepaTHBHy!O naMHTb. KaK TOJJbKO ace 6JJOKH 3aKoHqHJJH BbJ:qHcJJeHHH, Ha CPU 

npOH3B0):IHTCH OKOHqaTeJJbHOe o6'be):IHHeHHe BpeMeHHblX CHCTeM JJHHeHHbIX ypaaHeHHH B OLIHY, C 

IIOCJJe):lyioI.IIHM ee peweHHeM. 

OnucaHHe H 0llTHMH331(HH MCT0):la, 0CH0BaHH0ro Ha CT3THCTH'ICCK0M onucaHUH M0):ICJIH 

B [3] npei:1cTaaneH MeTOLI Shape Distribution (D2), reHepwpyioIIIHH mcmrpaMMY 

paCCTOHHHH Me)KJ:ly napaMH ToqeK Ha noaepXHOCTH MO):leJJH. OnwcaTeJJb D2 _, O):IHOMepHoe, 

HHBapttaHTHOe K apaI.IIeHHIO npe):ICTaBJJeHHe TJ)eXMepHblX cpopM. KpoMe Toro, coxpaHeHHe 

paCCTOHHHH Me)KJ:ly napaMH ToqeK Ha noaepXH0CTH M0):leJJH npHB0):IHT K npe):ICTaBJJeHHIO cpopMbl, 

K0Topoe HBJJHeTCH TaK)Ke HHBapttaHTHblM K TJ)aHCJJHUHH. O):IHaKO BbJqHCJJHTeJJbHa.H CJJ0)KH0CTb 

MeTO):la pe3K0 B03pacTaeT C yaenwqeHHeM K0JJHqecTBa ToqeK o6'beKTa. CTJ>YKTYPa arrropHTMa 

paCII03HaBaHHH npHBe):leHa Ha pHC. 3. 
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PHc. 3: AnropHTM pa6oTI,I mmcaTen.11 D2 

,l(n.11 0IlTHMll3al.(HH .l).aHHoro MeT0.l).a .l).n.11 CPU Heo6xo.l).HMO paBH0MepHO pacnpe.l).emtTb 

HarpY3K)' Me,KJJ.y BI,JqHcnHTMLHI,IMH Il0T0KaMH TaK, ~061,1 0HH 3aKaHqHBMH CB0IO pa6o-ry 3a 

0.l).HHaKOBLIH npoMe)K)T0K BpeMeHH, ~o Il03B0RllT o6nerqllTI, opraHll3al.(lllO llX pa60Tbl. 3To 
.l).0CTHraeTC.11 nyreM .l).eneHll.!I HTepal.(HH BHeurnero l.(HKna Ha HeCK0RLK0 qacTeH TaK, ~o6LI 

C}'MMapH0e K0nHqeCTB0 HTepal.(HH o6oHX l.(llKn0B B IlOTOKe 61,mo 0.l).HHaK0B0. 

' )];onycTHM s CHCTeMe K pewaTeneii, cyMMapHoe K0nHqeCTB0 HTepal.(HH o6oHX l.(llKn0B paBH0 

N*N, T0r.l).a HaqanLHLie HH.l).eKCLI BHeWHero l.(llKna onpe.l).en.!ITC.11 B C0OTBeTCTBHH c: 

n; = ceil ( .J m - i) , 
rJJ.e m .. = N*NIK, i = 0 .. K-1, n; - HaqanLHhlH HHJJ.eKc i-ro pewaTen.11. 

TaK, JJ.nH N= 1024 HK= 4, no= 0, n1 = 512, n2 = 725, n3 = 887. 
OJJ.HaKo, BBHJJ.Y orpaHHqeHHH Ha speM.11 BLmonHeHll.!I .!IJJ.ep, Ha GPU 3TOT anropHTM He 6yJJ.eT 

pa60TaTh C 6onLlIIHMH 3HaqeHll.!IMH N. . 
O.ll.HHM ll3 cpeJJ.CTB no3son.1IIOUJHX pa6oTaTL c GPU .11sn.11eTc.11 reXHonorll.!I NVIDIA CUDA. 

)];n.ll omHMITTal.(llH anropHTMa JJ.nH GPU cneJJ.yeT yqeCTL, qro apXHTeK-rypa CUDA no3B0nHeT 

C03.l).aBaTL .ll.B}'MepHLie CeTKH Il0TOK0B C q>HKCHpOBaHHLIMH pa3MepaMH CTJ)0K H CTOn61.(0B H B l.(llKnax 

HCX0.l).H0fO anropHTMa q>OpMHpyeTC.11 MaTJ)Hl.(a paCCTO.!IHHH, M0)Kl{0 BLl.lJ.MHTb no Il0T0K)' Ha Ka,KJJ.yIO 

.11qeiiicy 3TOH Ma-rpHl.(I,I, TeM CaMLIM pa3n0)Kl1B l.(llKnLI. O.l).HaKO, B HCX0.l).H0M anropHTMe, .ll.nH 
HCKnIOqeHll.!I Il0BTOpH0ro Bl,Jq0:cneHll.!I paCCTO.!IHHH Me,KJJ.y ToqKaMH, rpaHHl.(a BHy-rpeHHero l.(HKna 

IlnaBaIOUJa.11, H qro61,1 coxpaHllTL 3TO CBOHCTBO npH ee q>HKCal.(llH, .l).0CTaTOqHo .l).06aBHTL yc.rrOBHe i<j 
s anr0PHTM Ha PRC. 3. 
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PHC. 4: a) AnropHTM c «l>HKCHpOBaHHhlMH rpaHHUaMH l.(HKJia H, «t>opMnpyeMa.11 B HeM, 6) Ma-rpHl.la paCCTO.!IHHli 
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Ha pHe. 46 H3o6pIDKeHa Ma1pmia paeCTOMHHH, cpopMHpyeMM B anropHTMe npH 

q>HKeHpoBaHHH rpaHHU UHKJIOB (pHe. 4a), r)],e e)],HHH'IHbie 3Ha'leHffj{ o6o3Ha'l!UOT cprucr Bbl'IHeneHffj{ 

paeeTOMHffj{ Me,KJzy i-H H j-H TO'IKaMH, a eooTBercTByromHe M'leHKH y)].OBneTBOpMIOT ycnoBmo i<j. 
BH)].HO, 'ITO 3anonHeHa TOnbKO nonOBHHa MaTPHUbl, ene)],OBaTenbHO, nonoBHHa IlOTOKOB eeTKH He 

6y)].eT BbIDOnffj{Tb Bbl'IHeneHHH. 

Ilpe)].naraeMbIH DO)].XO)]. )].M ODTHMMbHoro Henonb3OBaffffj{ peeypeoB GPU oeHOBaH Ha eBj{3H 

eeTKH IlOTOKOB e 3neMeHTaMH MaTPHUbl, KOTOpbie Heo6xo)],HMO o6pa60TaTb. EcnH )].OnyCTHTb, 'ITO X -

HH)],eKe eTon6ua H y - HH)],eKe eTPOKH B eeTKe IlOTOKOB, TO HH)].eKebI MaTPHUbl pacCTOMHHH 

onpe)].enneM B eOOTBeTCTBHH e: 

i=y 
. ify<X H 
j=X 

. N z-x+-
2 if y>x 

. N 
J-y+-

2 
TaKHM o6pa30M, Bbl'IHeMIOTeM Bee TPe6yeMbie paeeTOj{Hffj{ npH Henonb3OBaHHH eeTKH 

nOTOKOB pa3MepoM N*N/2. 
CornaeHo nporpaMMHOH apXHTeKTYPe CUDA, Bee noTOKH rpynnHpYIOTCM B 6nom. IlOToKH 

Me)K)],)'. eo6ou MOryT B3aHMO)],eHCTBOBaTb TOnbKO B npe)],enax 6noKa. B eBj{3H e 3THM, Ha KIDK)],blH 

6noK s rno6anbHOH naMMTH BbI)],eMercM o6naeTh no)]. BpeMeHHyIO mCTorpaMMY (pHe.56). Y'IHTbIBM 

TIO, B 6noKe BbIDOnffj{eTeM 32 IlOTOKa, )].M KIDK)].Oro H3 KOTOpbIX B pa3)],eMeMOH flaMj{TH Bbl)],eneHa 

BpeMeirnM merorpaMMa. ~ YMeHbfileffffj{ TPe6yeMOH IlaMj{TH, mCTOrpaMMbl 06'bMBneHbl KaK 

MaeeHB rnna byte. TaKHM o6pa30M, eenH KIDK)].bIH IlOTOK Bbl'IHeMeT B UHKJie, no 256 3neMeHTOB 

Ta6nHUbl, TO npH 3TOM He BO3HHKHeT nepenonHeHffj{ M'leHKH )],IDKe npH O)],HHaKOBblX 3Ha'leHffj{X 

paeCTOj{Hffj{. TaK )Ke npH Il0)].06HOM IlO)],XO)],e pa3Mep He06XO)],HMOH IlaMj{TH He npeBbieHT 16 K6aHT, 

'ITO nO3BOnHT BbIDOnffj{Tb nporpaMMY Ha Beex YCTPOHeTBax e no)].)].ep)l(KOH CUDA. 

Cne)].yeT OTMeTHTb, 'ITO KIDK)],bIH 6noK o6pa6aTbIBaeTeM BbI'IHcnHTenbHblM jl)],pOM, o6mHi1 

anropHTM ero pa60TbI IlOKa3aH Ha pHeYffKe Sa. Bbl'IHcnHTenbHOe jl)],pO pa3)],eneHo eHHXpOHH3auHeH 

Ha )],Ba 6noKa, TaK KaK eYMMHpOBaHHe j{qeeK rHCTOrpaMMbl npOH3BO)],HTCj{ TOnbKO noene HX 

Bbl'IHeneHffj{. KaK roBOpHnOeb paHee, )],M eYMMHpOBaHffj{ )],aHHblX H3 napannenbHO BbIDOnffj{IQmffXeM 

IlOTOKOB MO)l(HO Henonb3OBaTb HepapXH11eeKoe eYMMHpOBaHHe, O)],HaKO, )].M )],aHHOro MeTO)],a 

anropHTM, H306pIDKeHHblH Ha pHe. 5B, IlO3BOMeT 3aMeHHTb ero Ha eYMMHPOBaHHe e HaKOnneHHeM, 

npH KOTOpOM HeT Heo6XO)],HMOern Henonb3OBaTb 6apbepHyIO eHHXpOHH3auHIO, qTQ HeKJIIO'IHT 

«xonOCTOH XO)],» IlOTOKOB. 

H .... MO 

8b1SMCl18HM8 apeMeHHblX 
rncrorpaMM 

CMHXp0HM384M~ noTOKOB 

CyMMMPOB8HM8 
l"IICT0rp8MM B 

3 em:1eM0M naMRTM 

a) 

PHe. 5: Bbl'IHenmenbHOe jl)],pO: a) o6mHH anropHTM pa60Tb1; 6) 6noK Bbl'IHcneHffj{ BpeMeHHblX 

meTOrpaMM; B) 6noK eYMMHpOBaHffj{ H BbIBO)],a pe3yn&TaTa 
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Ha pttc. 5 blockidx.x H blockidx.y - HH.[{eKCbI 6JIOKOB nornKoB, idx H idy - HH)J.eKCbI S111eeK 
MaTJ)HI..{bl pacCTOSIHHH, bufD2 - MaCCHB BpeMeHHbIX fHCTOrpaMM. 

,[(aHHblH IlO)J.XO)J. Il03B0JISleT opraHH30BaTb npaKTHtJeCKH He3aBHCHMYJO )J.pyr OT )J.pyra pa6ory 
IlOTOKOB H CBeCTH )J.0 MHHHMYMa HCilOJib30BaHHe 6apbepHOH CHHXpOHH3al.{HH. 

CpasnnTCJibHhiii auanu3 6hICTpo.r.eiicTBHH peaJIU3aQnii ua CPU u GPU 

,[(JISI nonyqeHHSI a)J.eKBaTHOH oueHKH Bbmrpb!Wa B npOH3B0)].HTeJibHOCTH npH BbllJHCJieHHH 
K03q>qmuweHTOB orn6pIDKa10meii q>yHKUHH cpe)J.CTBaMH CPU H GPU, BbmonHeH cpaBHHTeJibHbiii 
aHaJIH3 pe3yJibTaTOB HCilOJIHeHHSI npH pa3JIHlJHblX pa3Mepax HCXO)J.HbIX )J.aHHbIX N (Ta6JIHI.{bl 1 H 2). B 
KatJeCTBe KpHTepHSI 6bICTJlO)].eiicTBHSI npHHSITO BpeMSI BbinOJIHeHHSI BbllJHCJieHHH B 3aBHCHMOCTH OT 
pa3Mepa BXO)J.Hb!X )J.aHHbIX. 

,[(JISI KIDK)J.OfO MeTO)J.a BbinOJIHeHbl 3aMepbl )J.JISI peanU3al.{HH Ha O)J.HOM H Ha BCex S!)J.pax 
ueHTJ)aJibHOro npoueccopa, a TaIOKe Ha BH)J.eOKapTe. B 3KCnepHMeHTe HCilOJib30BaJIHCb 4-x Sl)J.epHblH 
npoueccop Intel Corei7 H BH)J.eOKaprn NVIDIA GTX480 c noMep)l(KOii TeXHOJiomw CUDA. 

N 

1280 

5000 

10000 

20000 

50000 

100000 

128000 

150000 

N 

1280 

5000 

10000 

20000 

50000 

100000 

128000 

150000 

Ta6nwua 1. CpaBHeHwe 6b1cTJ)OAeiicTBHS1 anropHTMOB )J.JISI CPU H GPU )J.JISI MeTo)J.a, 
OCHOBaHHOfO Ha aHaJIHTHtJeCKOM OilHCaHHH 061,eKTa 

BpeMSI BbinOJIHeHHSI (MC) CooTHOWeHHSI 

CPU MCPU GPU CPU/MCPU CPU/GPU MCPU/GPU 

7 7 0,44 I 15,91 15,91 

15 15 1 1 15 15 

15 16 1,64 0,93 9,15 9,76 

16 16 2,56 1 6,25 6,25 

47 31 5,74 1,52 8,19 5,40 

125 47 10,51 2,66 11,89 4,47 

140 63 12,76 2,22 10,97 4,94 

172 78 16,12 2,20 10,67 4,84 

Ta6nttua 2. CpaBHeHHe 6bICTJ)O)J.eiiCTBHSI anropHTMOB )J.JISI CPU H GPU )J.JISI MeTo)J.a, 
OCHOBaHHOfO Ha CTaTHCTHtJeCKOM onwcaHHH 061,eKTa 

BpeMSI B~InOJIHeHHSI (MC) CooTHoweHHSI 

CPU MCPU GPU CPU/MCPU CPU/GPU MCPU/GPU 

47 32 0,975346 1,47 48,19 32,81 

249 125 4,6912 1,99 53,08 26,65 

951 312 16,3707 3,05 58,09 19,06 

3681 936 62,35221 3,93 59,04 15,01 

22667 5444 393,5066 4,16 57,6 13,83 

91245 22167 1594,377 4,12 57,23 13,9 

150182 33853 2618,04 4,44 57,36 12,93 

206889 46395 3592,869 4,46 57,58 12,91 

ITonyqeHO, lJTO )J.JISI MeTO)J.a, OCHOBaHHOfO Ha aHaJIHTHtJeCKOM OilHCaHHH, npHMeHeHHe 
napaJIJieJibHbIX BbllJHCJieHHll Il03B0JIHJIO COKpaTHTb BpeMSI BbllJHCJieHHll B 12 pa3, npH OTHOCHTeJibHO 
MaJIOM BpeMeHH BbllJHCJieHHll. ,[(JISI BToporo MeTO)J.a npHMeHeHHe napanneJibHbIX BbllJHCJieHHll Ha 
CPU no3BOJIHJIO CHH3HTb BpeMSI pac11ern B 10 pa3, a Ha GPU 6onee 11eM B 57 pa3. 

404 



3aKJUO'ICHHe 

Tipoae,neHHOe cpaBHeHtte KaqecTBa pe3yJihTaT0B pacl103HaBaHml Ha 3TaJI0HHblX TeCTax 
Princenton Benchmark 110Ka3arro He6oJihllIOe 11pe11Myw;ecTBo MeTo,na, ocHoBaHHoro Ha 
CTaTHCTuqecK0M 011HCaHllll M0,nerru. O,nHaKO 11pH aHarrH3e 6bICTpO)].eHCTBllH u 110MexoyCTOHqHBOCTH, 
HaHJiyqlllttM o6pa30M 11p0HBHJI ce6H MeT0)]., OCHOBaHHblH Ha aHaJillTHqecK0M 011HCaHHH Mo,nerru. B 

xo,ne 11poae,neHHH 3KC11epttMeHTa 110 pac1103HaBaHHIO 0TMeqeH0, qTo, 11pH q>OpMHpOBaHllll arrqiaBHTa 
K03q>q>HUHeHTOB ,nm, 907 o6beKTOB, BpeMH Bb[qucrreHHH 11pu HC110Jlb30BaHHH 0)].H0ro H,npa 
ueHTpaJibH0fO 11poueccopa )].JIH 11epaoro MeT0)].a C0CTaBHJI0 15 ceKytt)]., a TO BpeMll KaK )].JIH BT0poro 
MeTO,na 110Tpe6oaarrocb 25 ceKytt,n 11pu uc11orrh30BaHHH GPU. 

Crre,nyeT 0TMeTHTh, 'ITO 11pttMeHeHtte 11aparrrreJihHbIX Bb1qucrreHHH Ha GPU 1103B0JIHJI0 
CHH3HTb BpeMll Bb[qHcJieHHH )].Jlll MeTo,na, 0CH0BaHH0ro Ha CTaTHCTHqecK0M 011HCaHHll M0)].eJIH 6orree 
qeM a 57 pa3, a TO BpeMll KaK )].Jlll MeT0,na, 0CH0BaHH0ro Ha CTaTHCTHqecK0M 011HCaHllll Mo,nerru -

Bcero B 11 pa3 110 cpaBHeHHIO C pearrmauueii 11ocrre,noBaTeJibHbIX arrropHTM0B Ha CPU. BbillBJieHo, 
'IT0 11epBbIH MeT0)]. Tpe6yeT MeHhllle BbiqHCJIHTeJibHbIX 3aTpaT H 3HaqHTeJibH0 11peB0CX0)].llT BTOpoii 
J:(IDKe 11pu 11pHMeHeHllll 11aparrrreJibHblX BblqHCJieHHH. 

TaJOKe Ha pa3JluqHhIX 3Ta11ax 0TJia,nKtt 11porpaMMbI ,nrrll BbiqucrreHIDI Ha GPU 6bmo 0TMeqeHo, 
qTO 11pH 60JibllIHX o6beMax BX0)].Hb!X ,naHHbIX ll MaJI0H BbJqHCJIHTeJibHOH HarpY3Ke (He3HaqHTeJibHOe 
qucrro ,neiiCTBllH Ha 0)].llH 3JieMeHT MaCCHBa) Bb1qucrreHllll Ha rpaqiuqeCKllX ycKopHTeJillX CTaH0BllTC.ll 
HepeHTa6eJibHbIMll ll3-3a K011HpoBaHllll ,naHHbIX B 11aMHTb BH)].e0KapTbl. 
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1 MC~ PAH, PoccU5l, 119991, Moc1<.ea, JleHUHC1<.uu npocne1<.m, 32a, 
2 <PI'Yll «HHH «KeaHm», PoccuR, 125438, Moc1<.ea, 4-u Jluxa'leec1<.uu nep., o.15 

B A0KJia,n.e npeAcTaBJieH onhIT co3,1J,amrn n 3Kcnnyarnunn rpttA ttH<ppaCTPYKTYPhI MCU: PAH [I] 
B paMKaX npoeKTa «Pacnpe,ll,eJieHHlUI llH<ppaCTPYKTYPa AJIR cynepK0MilhIOTepHhIX npllJIO)KeHllH» 
(P11CTI), peanmyeMoro C0TPYAHHKaMtt MCU: PAH n <l>rYTI «Hl111 «KBaHT». 

U:enh npoeKTa - llHTerpauHR B C0CTaB rpll,ll,-llH<ppaCTPYKTYPhI reorpa<pttt!eCKll pacnpe,ll,eJieHHhIX 
pecypcoB BhlqifCJIHTeJihHhIX CllCTeM (BC) opraHll3al.{llH - yqacTHllK0B npoeKTa AJIR: 

npe,ll,0CT8BJieHHR Il0Jlh30BaTeJIRM Pl1CTI «npo3paqHoro» ,l),ocryna K BhJqifCJlllTeJihHhIM 
pecypcaM, npeBhllllaIOll.{llM 061,eMhl BhJqifCJIHTeJihHhJX pecypcoB CB0llX opraHll3al.{llH, 
yBeJinqeHllR peaJihHOH npott3B0}].llTeJihH0CTll C0B0KynH0CTll pecypC0B 3a cqeT llCKJIIOqeHHR 
np0CT0R 0}J.HllX pecypcoB nptt neperp~eHH0CTll Apymx, 
Il0BhJIIJeHHR OTKa30YCTOHqifBOCTll If o6ecneqeHllR TPe6yeMoro KaqecTBa o6CJI~llBaHHR 

Il0Jlh30BaTeJiett, xapaKTepll3YfOll.{erocR TaKllMll napaM~aMll, KaK BpeMR 0TKJIHKa, 
rapaHTttp0BaHHlUI nponycKHlUI cnoco6HOCTh, }J.0CTynH0CTh. 

B ocHoBy P11CTI noJio)KeHhI npttHUHDhI: 

He 0Tq~aeM0CTH pecypcoB - BC opraHmaunii, BKJIIOqaeMhie B cocTaB Pl1CTI, JI.0CTynHhI 
TaK)Ke If AJIR (<JI0KaJihHhJX)) Il0Jlh30BaTeJiett opraHtt3al.{ttll, He RBJIRlOll.{llXCR Il0Jih30BaTeJIRMll 

Pl1CTI; 
MH0)KeCTBeHH0CTll Il0JlllTllK 11)].MllHifCTPllP0BaHHR BhJqifCJillTeJihHhIX pecypcoB 
a.D.MllHHCTPaTophI BC, BKJIIOqaeMhIX B cocTaB Pl1CTI, onpe}J.eJIRIOT npaBa nonh3oBaTenett 
Pl1CTI B cooTBeTCTBllll c peanmyeMott nonttTHKOH a,n.MttHHCTPHP0BaHHR, 3a,n.aBaR 
OTo6pa)KeHHR ll,ll,eHTtt<pllKaTOpOB IlOJih30BaTeJiett Pl1CTI B JI0KaJihHhJe yqeTHhie 3anllCll 

noJih30Batenett cooTBeTCTBYfOIUHX BC; 
npo3paqHoro }J.0CTyna K TPe6yeMhIM BhJqifCJillTeJihHhIM pecypcaM - Il0Jlh30BaTeJih M0)KeT 
onpe}J.eJillTb TPe6oBaHHR K BhlqllCJIHTeJihHhIM pecypcaM, Heo6XO}J.llMhlM AJIR Bhlil0JIHeHHR 

311)].aHttR, He K0HKpem3ttpyR BC Pl1CTI; 
6anaHcttpoBKH BhJqncnnreJihHOH HarpY3Kll Ha BC Pl1CTI - AJIR 3<pq>eKTHBHoro 
ncnoJih30BaHttR Pl1CTI, Ha3HaqeHtte 311)].aHtttt noJih3oBaTeJiett Ha BC ocymecTBJIRIOTCR c 
yqe-roM TPe6oBaHtttt K pecypcaM n TeKymett 3arp~eHHocm BC Pl1CTI; 
061,e}J.ttHeHttR pecypcoB BC AJIR pe1IIeHttR KpynH0MaC1IITa6HhlX 3a,n.aq - MPl-nporpaMMa 
M0)KeT 6hITh Bh!Il0JIHeHa Ha pecypcax HeCK0JihKttx BC Pl1CTI; 
Il0}J.}J.ep)KKif OTKa30YCTOHqifBhlX BblqifCJieHHH - Il0Jih30BaTeJIIO npe}J.0CTaBJIReTCR API AJIR 
qiopMttpOBaHHR K0ffTP0JlhHhIX ToqeK, o6ecneqnBaeTCR B03M0)KH0CTh pecrnpTa 311)].aHHH C 
KOffTPOJlhHOH T0qKif. 

YnpaBJieHtte pecypcaMtt n 311)].aHHRMH B Pl1CTI ocymecTBJIReTcR pa3pa6ornHHoii aBTopaMtt 

A0KJia,n.a nporpaMMHOii cncTeMoii {TIC) «fpa.n.neHT». 
TipttHI.{llilhl Il0CTP0eHHR tt q>yttKI.{llOHllpOBaHHR TIC «fpa,n.tteHT» ll3JI0)KeHhl B [2, 3). 
OcHOBHhie <pyHKUtttt, peanmyeMh1e TIC «fpa,n.neHT»: 

M0HHT0pttHr n BmyanmaunR cocT0RHHR pecypcoB PM CTI n 3a,n.aHttii noJih30BaTeneii; 
ll,ll,eHTllqJHKal.{HR cy61>eKTOB (nOJih30BaTeJill, 311)].aHllR IlOJih30BaTeJieii, ynpaBJIRIOll.{lle 
npouecchI TIC «fpa}J.tteHT») n 061,eKTOB (BhJqncnHTeJihHhie cncTeMhI) PMCTI. Ka)l(Ahlii 
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o6'heKT H cy6'heKT PMCIT HMeeT rno6am,Hhitt HAeHTmpHKaTOp H napy Kmoqefi: 3aKphIThitt H 
OTKph!Thlll. CooTBeTCTBHe Me)K)J.y HAeHTHqmKaTopOM H OTKph!ThIM KmoqoM 

ycTaHaBJIHBaeTC.11 cepTHcj>HKaTOM cj>opMaTa X.509, IlOAilHCaHHhlM AOBepeHHhIM ueHTPOM 

cepTHcj>HKaUHH. Bee cy6'heKThI H o6'beKThI PMCIT AOBep.1110T I..(eHTpy CepTHcj>HKaQHH, 

pa3sepHYTOMY B MCI.( P AH; 

aYTeHTucj>uKauu.11 cy6'heKToB H o6'beKTOB PMCIT. B3aHMOAettCTBYJOI.UHe cTopoHhI 

ocymecTBJI.IIIOT B3aHMHYJO ayreHTmpHKaQHIO Ha OCHOBe npOTOKOJia SSL C HCilOJlh30BaHHeM 

KJIJOqefi, COAep)KaI.UHXC.11 B npeA'b.llBJI.lleMhIX CTOponaMH cepTHcj>HKaTax; 

asrnpmauu.11 cy6'heKToB na BC PMCIT. Asrnpu3auu.11 ocymecTBJI.lleTc.11 nYTeM 

OT06p3)Kettirn rno6anhHOro HAeHTmpHKaTOpa cy6'beKTa B JIOKaJihHYJO yqeTHYJO 3anHCh BC, 

KOTopa.11 onpeAen.11eT npasa nonh30BaTen.11 na AaHHOtt BC; 

npHeM 3aAaHHll IlOJlh30BaTeJI.ll H IlOHCK TPe6yeMh!X AJI.11 ero Bh!IlOJIHeHH.11 BhJql{CJIHTeJihHhIX 

pecypcoB B COOTBeTCTBHH C OAHOH H3 peanmyeMhlX CTPaTemti Ha3HaqeHH.ll 3aAaHHll 

(3aAaeTc.11 npu KOHcj>urypuposaHHH ITC «fpaAHeHT») Ha pecypchI PMCIT; 
IlJlaHHposanHe 3anycKa 33AaHHll (npH B3aHMOAettCTBHH C JIOKaJihHOll CHCTeMOll 

IlJlaHHpOBaHH.11 3aAaHHll BC). Ha CTaAHH IlJlaHHpOBaHH.11 3aAaHHe MO)KeT 6hJTh 

nepeHaJHaqeHo Ha APYfYJO BC AJI.11 BhipasnHBaHH.11 BhJqHcJIHTeJihHOtt HarpY3KH Ha BC 

PMCIT; 
ynpasneHHe Bh!IlOJIHeHHeM 33AaHH.ll IlOJih30BaTeJI.ll (3anycK, OCTaHOB, npOAOJI)KeHHe, 

3aBeprneHHe) OT HMeHH H C npaBaMH IlOJlh30BaTeJI.11; 

IlOMep)KKa 3anycKa H Bh!IlOJIHeHH.11 pacnpeAeJieHHOll napaJIJieJihHOll 33Aaqu, OTAeJihHhie 

BeTBH KOTOpoti Bh!IlOJIH.IIIOTC.11 Ha pa3HhlX BC; 

cj>opMHpOBaHHe IlOJlh30BaTeJihCKOll KOffTPOJlhHOH TOqKH, pecTapT 33AaHHll C Ha6opa 

AaHHhJX KOHTpOJihHOll ToqKu; 

nepeAaqa Il0Jlh30BaTeJIIO pe3yJihTaTOB Bh!IlOJIHeHH.11 3aAaHH.ll H cj>allJIOB CHCTeMHOro 

BhIBOAa. 

ITC «fpaAHeHT)) HCilOJih3YeT cepBHChl 6e3onaCHOCTH, nepeChlJIKH cj>allJIOB H 3anycKa 3aAaHHll 

naKeTa Globus Toolkit 2.4.3 H B3aHMOAettcTByeT c JIOKaJihHhIMH CHCTeMaMH IlJlattHposaHH.11 3aAaHHtt 

BC. KoMnoHeHThI ITC «rpaAHeHT» ycTaHaBJIHBaJOTc.11 Ha ynpasn.1110mHe MarnHHhI (YM) BC, 

BKJIJOqaeMhIX B cocTaB PMCIT. 
B ITC «fpaAuenrn B OTAeJihHhie AOMeHhI BhIAenenhI pecypchl Ka)K)J.Ott BC rpHA-cpeAhI H C03AaH 

eme OAHH AOMen, BKJI10qa10mHti pecypchI scex BC, c o6pa3oBaHHeM uepapxuqecKott oqepeAH. B 

3TOtt oqepeAH B03MO)KHO cornacosaHnoe JIOKaJihHoe pacnpeAeJieHHe pecypcos Me)K)J.y 3aAaHH.IIMH B 

Ka)K)J.OM AOMeHe npH BhlilOJIHeHHH CJieAyromero anropHTMa pa60Thl C oqepeA.IIMH: nepeAaqa 3aAaHHll 

Me)K)J.y oqepeA.IIMH HH)l(Hero yposm, uepapxHH B03MO)l(Ha TOJihKO qepe3 oqepeAh sepxHero ypoBH.11, 

HCilOJih3YeMYJO AJI.11 nnaHHpoBaHH.11 33AaHHll Me)K)J.y oqepeA.IIMH Hli)l(Hero ypoBH.11. 

Ka)K)J.hlll BhJAeJieHHhlll AOMeH ynpaBJI.lleTC.11 KOMilOHeHTOM ITC «fpaAHeHT» - MeHeA)KepOM. 

MeHeA)Kep HMeeT na6op CTPYKTYP AaHHhIX, He06XOAHMhlX AJI.11 JIOKaJihHOfO nnaHHpOBI.UHKa: 

- HHcj>opMaQHOHHYJO CHCTeMy (MC), COAep:ll<aI.UYJO Ta6JIHUY pecypcoB ynpaBJI.lleMoro AOMeHa H 

OilHCaHHe, B03MO)KH0 peAYUHPOBaHHOe, COCTO.IIHH.11 rpHA-CpeAhl B uenoM; 

- oqepeAh 3aAaHHll, IlOAJie)K31.UHX nnaHHposaHHIO. 

OcHOBHhlMH cj>yHKQHOHaJihHhlMH npoueccaMH MeHeA)Kepa CJl~T: 

- co6cTBeHHO JIOKaJihHhlll IlJlaHHpOBI.UHK, Bhipa6aTh1Ba10I.UHH perneHH.11 0 Ha3HaqeHHH 3aAaHHll 

na pecypchJ AOMena HJIH nepechJJIKe HX B Apyryro oqepeAh na OCHOBe AaHHh!X MC H oqepeAH 

33AaHHtt; 
- npouecc, IlOMep)KHBaJOI.Ulill aKryaJihHOe COCTOllHHe AaHHhlX MC, KorepeHTHOe C MC ApyrHX 

JIOKaJihHhlX IlJlaHHpOBI.UHKOB; 

- CJI~e6HhJe npouecChl, 06ecneqHsa10mue OTKa30YCTOllqHBOCTh H HHcj>OpMaQHOHHYJO 

6e3onacHOCTh (3aI.UHTY OT HecaHKQHOHHpoBaHHOro AOCryna K pecypcaM). 

MeHeA)Kep, JIOKaJihHhlll IlJlaHHpOBI.UHK KOTOporo npHHHMaeT perneHHe O Ha3HaqeHHH 3aAaHH.ll 

HenocpeACTBeHHO Ha pecypchI BC, Ha3hIBaeTCll MeHeA)KepoM 1-ro yposn.11 - Ml. MeneA)Kep, 

nnaHHpOBI.UHK KOTOporo pacnpeAeJilleT 3aAaHHll Me)K)J.y JIOKaJihHhlMH IlJlaHHpOBI.UHKaMH, Ha3hIBaeTCll 
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MeHe.[l)KepoM 2-ro yponm1 - M2. MeHe.[l)KephI Ml nepe,n,ruoT 3a,namui n oqepe,n,h cwcTeMhI naKeTHOtt 
o6pa6oTKH BC wm MeHe.[l)Kepy M2. Ha YM KIDK,!l,Ott BC o6si3aTeJihHO 3an~eH MeHe.[l)Kep Ml 3Tott 
BC. KorrwqecTBO MeHe.[l)Kepon M2 MO)KeT 6h!Th OT O,!J,HOro H 6orree B 3aBHCHMOCTH OT TPe6yeMhlX 
nOKaJaTerreu Ha,!J,e)KHOCTH w nponyCKHOll cnoco6HOCTH rpw,n,-cpe,n,hl. MeHe.[l)Kephl MOryT 
BhlilOJIHSIThCSI Ha ynpaBJIRIOmHx MaumHax BC HJIH Ha cnelUfaJihHO BhI,!J,eJieHHhIX KOMnhIOTepax BC. 
HmpopMaUHOHHhle CBSl3H Me)K,!J,y MeHeA,KepaMH o6pa3YIQT rpaqi - ,n,epeno. B3aHMO,n,ettCTBHe Me)K,!J,y 
MeHe.[l)KepaMH BhlilOJIHSleTCSI no IP-a,n,pecaM H HOMepaM nopTOB, HCnOJih3yeMhIX MeHe.[l)KepaMH. 

B JIOKaJihHhlX nrraHHponmHKax MeHe.[l)Kepon MOryT npHMeHSIThCSI paJJIHqHhie arrropHTMhl 
BhI,!J,eJieHHSI pecypcon: OT peweHHSI OilTHMH3aUHOHHhlX 3a,naq ,!1,0 3BpHCTHqecKHX arrropHTMOB, qTo 
n03BOJISleT yqHThIBaTh cneuHqJHKY HeO,!l,HOp0,!1,HOCTH KOMnoHeHTOB rpH,!1,-cpe,!1,hl. 

B HacTOsimee speMsi (pwc.l) n PHCII BKJIIOqeHhI BC MBC IOOK (1460 ,n,nyxnpoueccopHhIX 
Y3JIOB Ha 6aJe qeThipexsi,n,epHhIX npoueccopon Intel Xeon - 3 ffu) H KOMnoHeHThI pacnpe.n.erreHHOtt 
BC MBC-15000BMD (574 .n.nyxnpoueccopHhix YJJIOB Ha 6aJe npoueccopon IBM PowerPC 970FX -
2,2ffu), pa3MemeHHhie n MCU: PAH (r. MocKBa), qiHJiwarre MCU: PAH (r. CaHKT-IleTep6ypr) H 
KHu; PAH (r. KaJaHh). IIpo,n,oJI)KfilOTCsi pa60Tu1 no pacwwpeHHIO reorpaqiHH H HapamwnaHHIO 
BhJqHCJIHTeJihHhIX MOII(HOCTett PHCII. 

(MCIIPAH) Gir~~;;:.~.,,:;:<~, s~: f ':1 : 
1'."l-lMMYpOPAH.'.1 

~}J~P~r6iet\1l 

............................................................ 
, .. '.<\,,~/\.":J;;. 1,.1 . . ·,·:::,:tf'l 
:.,.· 'l1nx<l>PAH"""' 

(/a~~i~.~~~f?l 
Pwc. I: CTPYKTYPa PHCII 

fpH,!1, HHqipaCTPYKTypa MCU: P AH wcnorrh3yeTcsi ,!J,JIR peweHHR 3a,n,aq KaK COTPY.!J.HHKaMH 
opramuauwu - yqacrnHKOB npoeKTa PHCII, TaK H npe,n,cmBHTerrsiMH .n.pyrnx HayqHo
wccrre.n.onaTeJihCKHX opraHmauwu H BYJOB. 

B pe3yrrhTaTe npose,n,eHHhIX pa6oT y,n,arroch pewHTh crre,n,yromwe 33,!l,a'IH: 
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1) pa3sepHyrb cerMeHT PH CIT Ha 6a3e pacrrpei:1eneHHbIX BbJqHCJIHTeJibHbIX pecypcos MC[( 
p AH, rrpe)lCTaBJieHHblX qeTblpbMJI KJiacTepaMH, pa3MemeHHblMH B pa3HbIX ropoi:1ax H 
CBJI3aHHblMH CeTbIO Internet; 

2) o6ecrreqHTb )l0CTYfIH0CTb )lJIJI I10Jlb30BaTeJibCKHX 3a)laHHH scex reppHT0pHaJibH0 
pacrrpei:1eneHHbIX BbJqHcJIHTeJibHbIX pecypcos PHCIT; 

3) Yi:I0BJieTB0pHTb see TPe6osaHHJI K 6e3orraCHOCTH, Ha)le)l(HOCTH H OTK!l.30YCTOHqHBOCTH, 
rrpe)lbJIBJIJieMbie K opraHtt3al{HH BbJqHcJieHHH s PHCIT; 

4) coxpaHHTb rrpHBbJqHym M0)leJib opraHHJal{HH BbJqHcJieHHH H rrpHBbJqHblH 
I10Jlb30BaTeJibCKHH HHTepq>eHC. 

JIHTepaT)'pa 
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HH<l>OPMA:QHOHHA.H OliPA30BATEJibHA.H CPE,[(A HA 
OCHOBE WEB 2.0, CEPBHC-OPHEHTHPOBAHHOH 

APXHTEKTYPbl H TEXHOJIOrHH IBM 

,n:. B. Ce,n;oBa 

Y11uBepcumem «/{y61w», 141980, J{y611a, PoccWl, dsedova@yandex.ru 

8 CTaThe npe,n:CTaBJJeH KpaTKHH aHaJJl13 3B0JIJOUHH npHMeHeHHJI 11mj>opMaUHOHHhIX H 

TeJJeKOMMYHHKaUHOHHhIX TexHoJJornil (HKT) B ,n:HCTaHUHOHHOM o6yqeHHH (AO), npe.n:nolKeHa 

MeTO,QHKa opraH113aUHH npouecca ,n:HCTaHUHOHHOro o6yqeHl1JI C npHMeHeHHeM COUHaJJhHhIX 

cepBHCOB Web 2.0 11 SOA, npe,n:CTaBJleHa o6o6meHHal! MO,n:eJJh B3aHMO,n:eilCTBHJI yqacTHHKOB 

yqe6Horo npouecca, npe,n:CTaBJJeHa MeTO,QHKa KOHTPOJJJI aKTHBHOCTH yqaCTHHKOB BHPTYaJJhHOro 

KoJIJleKTHBa, np11se,n:eH np11Mep peanmau1111 MeTo,n:11K11. 

11mpopMaTif3aIJ,Hll o6pa30BaHHJI H pacrymtte rpe6osaHHJI K KalJeCTBY H K0JJHlJeCTBy 

BbICOK0KBaJJHQ)HU,HpOBaHHbIX crreIJ,HaJJHCT0B [I] rrpttB0):IJIT K Heo6XO):IHMOCTH pa3pa6oTKH tt 

BHe.n:peHHll HHH0BaIJ,H0HHbIX o6pa3oBaTeJJbHblX MeT0):IHK tt TeXHOJJOfHH, crroco6cTBYJOI.I.IHX 

qiopMttpOBaHHIO H0BblX qiopM o6yqeHHll, He orpaHHlJeHHhlX rrpocrpaHCTBeHH0-BpeMeHHhlMH 

paMKaMH. IlO'.)TOMY II0CJJe):IHHe TJ)H):IIJ,aTb JJeT xapaKTeptt3YJOTCJI 6ypHbIM pa3BHTHeM ):IHCTaHIJ,H0HHbIX 

o6pa30BaTeJJbHbIX MeT0):10B H TeXHOJJOfHH. 

CrpeMttTeJJbHOe pa3BHTHe HHQ)OpMaIJ,HOHHbIX TeXHOJJOrHH II0):ITaJJKHBaeT pa3BHTHe CHCTeMbl 

o6pa30BaHHJI B CT0p0HY BCe 60JJbWero HX rrpHBJJelJeHHJI B o6pa30BaTeJJbHblH rrpou,ecc, oco6eHHO 3TO 

KacaeTCJI ):IHCTaHIJ,H0HH0ro o6yqeHHJI, Be):lb B 3T0M CJJyqae 0CH0BHhlM crroco6oM «LI0CTaBKH» 

yqe6Horo MaTepttaJJa LIO cry.n:eHT0B JIBJJJIIOTCJI HMeHH0 MKT. 
Ilo Mepe pa3BHTHJI 11KT H, B lJaCTH0CTH, ceTH 11HTepHeT, H3MeHJIIOTCJI H rrpttHIJ,Hilbl 

Il0CTpoeHHJI HHQ)OpMaIJ,HOHHbIX CHCTeM ):IJlll ):IHCTaHIJ,H0HH0ro o6yqeHHJI (11C,ll;O). B 3B0J1IOIJ,HH 

rrpttMeHeHttll MKT B ,ll;O asrnp BhIJ:1eJ1J1eT rptt 3Tarra: 

1) Ilpou,ecc o6yqeHHJI Ha 0CH0Be 3JleKTJ)OHHOH II0lJTbl B Ka11ecTBe 0CH0BII0fO cpe.n:cTBa 

B3aHMO):leHCTBHJI «cry.n:eHT-rrperro.n:asaTeJJb)) H ):I0CTaBKH yqe6Hb[X MaTepttaJJ0B [2, 3]; 
2) BHe.n:peHtte aBT0MaTH3Hp0BaHHbIX CHCTeM ynpaBJJeHHJI y11e6HOH .n:ellTeJJbH0CTblO (Learning 

Management Systems, LMS); 

3) BHe.n:peHtte TeXHOJJOrHH BHPTYaJJH3aIJ,HH tt TeXHOJJOrHH, optteHTttpoBaHHblX Ha 

HCTI0J1b30BaHtte IT-cepBHCOB [ 4]. 
Ka11ecTBO J:IHCTaHIJ,H0HH0r0 o6yqeHHJI HanpllMYJO 3aBHCHT OT B03M0)1(HOCTeH CHCTeM 

):IHCTaHIJ,H0HH0fO o6yqeHHJI (C.[1;O). O.n:HaKO HY)l(H0 YlJHTbJBaTb, lJTO C.[1;O - JJHWb Cpe):ICTB0 

06ecrre11eHHJI B3aHM0CBJ13H Me)l(J:ly npeno.n:aBaTeJJeM H 06yqa10I.I.1HMCJI, a 3qJqJeKTHBHOCTb o6yqeHHJI B 

6oJJhWeH CTerreHH 3aBHCHT OT JJHlJH0CTHblX H ne.n:arorttlJeCKHX KalJeCTB npeno.n:aBaTeJJJI H KalJeCTBa 

peaJJH3aIJ,HH MeT0):IHK o6yqeHHll, lJeM OT rrporpaMMHO-annapaTHOH TIJJaTqJOpMbl. CospeMeHHblH 0ilblT 

B cqiepe ):IHCTaHIJ,H0HH0ro o6yqeHHJI TI03B0J1JleT qiopMyJJttposaTb Tpe6oBaHHJI [5] K 

QlYHKIJ,HOHaJJbHOCTH 3qiqieKTttBHOH 11C,ll;O. 

C y11eT0M BblC0K0ro BHHMaHHJI K Bonpocy 06 ynpasJJeHHH 3HaHHJIMH, B ):I0II0JJHeHHe K 

CKa3aHH0MY B [5] aBTOp .n:aHHOH pa60Tbl ClJHTaeT u,eJJecoo6pa3HblM cqiopMyJJttpoBaTb 

):I0TI0JJHHTeJJbHbJe rpe6oBaHHJI rrporpaMMHO-MeTO):IOJJOrttlJeCKOH TIJJaTqiopMe LIJlll opraHH3aIJ,HH ,ll;O: 

wttpOKHH cneKTp qiopM B3aHMO):leHCTBHJI yqacTHHK0B o6pa30BaTeJJhHOro npou,ecca, B 

TOM lJHCJJe H cpe.n:cTBa KOJJJJeKTHBHOH pa60Tbl, ):IJJJI qiopMttpoBaHHJI roptt30HTaJJhHhIX 

CBll3eH BHYTJJH 06y11a10merocJ1 K0J1J1eKTttBa; 

B03M0)1(HQCTb H3BJJeKaTb 3HaHHJI H3 HHqJOpMaIJ,HOHHblX HCT0lJHHK0B ceTH l111TepHeT, 

CHCTeMaTH3Hp0BaTb H o6pa6aThJBaTb HHQ)OpMaIJ,HIO, xpaHHTb H npttMeHJITb 
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noJiytJeHHbie 3HamtJI Ha npaKTHKe C ueJibIO qiopMHpOBaHHJI npoqiecCHOHaJibHbIX 

HaBbIKOB; 

HHCTJ)yMeHTapHtt AIIJI C03)],aHHJI HOBOrO 3HaHHJI, )],OCTYIIHOro AIIJ! )].pymx ytJaCTHHKOB 

KOJIJieKTHBa; 

)],ocryn K yt1e6HOMY KOHTeHry (HHqJOpMaUHH " nporpaMMHOMY o6ecneqeHHIO) a 

JII06oe apeMJI He3aBHCHMO OT MeCTOnOJIO:lKeHHJI. 

B3rJIJI)], aaTOpa Ha B03MO:lKHOCTb peanmaUHH YKa3aHHblX TJ)e6oaaHHll K 11c.n;o Ha pa3Hb!X 

3Tanax npttMeHeHHJI HKT B ,ll;O npe)].cTaBJieH B Ta6n. 1. HY:lKHO ytJHTbIBaTb, qTo Hanwqwe 

COOTBeTCTBYJOIUHX nporpaMMHblX TeXHOJIOmii rapaHTttpyeT peanmaumo Toro HJIH HHOro 

TJ)e6oaaHHJI TOJlbKO npH HaJIHqHH COOTBeTCTBYJOIUHX MeTO)],HK " npaBHJibHOM HX HCfiOJib30BaHHH. 

Ta6JIHUa 1. O6ecneqeHHe QJYHKUHOHaJibHbIX TPe60BaHHH K 11c.n;o 
Ha pa3Hb!X 3Tanax pa3BHTHJI HKT B .n;o 

E-mail LMS HcnOJib30B8HHC 

BHPTYaJIH38QHH H IT-
CCPBHCOB 

~OCTyn K Y'le6HOMY TOJibKO YMK npenocTaBJIJ1eTcJ1 B noJIHoii Mepe, noczyn K 
K0HTeHyY (nporpaMMHOe T0JibK0 YMK. ~OilOJI· no 06ecneqnaaeTCJ1 

o6ecneqeHne n MaTepHaJibI HHTeJibH0e nO ycra- IinpzyaJinJauneii 
YMK) HaBJIHBaeTCJI Ha K0M- npHJioJKeHnii n Saas 

IlbIOTepe Y'laIUeroCJI 

aBT0H0MH0 

<I>opMHp0BaHHe HeB03MOlKHO l13Y'laeMOe nO B Il0JIHOH Mepe. ~OCTyn K 

npo4JeCCHOHaJibHbIX ycTaHaBJIHBaeTCJI Ha no 06ecneqnaaeTcJ1 

HaBbIK0B pa60Tbl C K0MilbIOTepe Y'laIUerocJI anpzyaJinJauneii 
nporpaMMHo-annapaTHbIM aBT0H0MH0 npHJIOlKeHHH H Saas, 

o6ecneqeHneM aBT0H0MH0H ycTaH0BKH He 

TJ)e6yeTcJ1 

<I>opMHpOBaH11e HaBblK0B HeB03MOlKHO B orpaHnqeHH0M lllnpoKnii cneKYp 

npo4JecCHOHaJibHOro 061.eMe H3-3a Y3Koro HHCYpYMeHT0B (noczynHbIX B 

o6IUeHHJI (KaK MHHHMYM, Ha6opa cpencTB KaqecTBe ae6-cepaucoe) nJIJI 
0CB0eHue TepMUHOJIOrHU) B3aUMoneiiCTBHJI (Hanp., MH0r0CTOp0HHero 

rpynnoaoro roJiocoeoro B3auMoneiiCTBHJI B peaJibH0M 

o6IUeHUJI) apeMeHu, Hanp., ae6uHapb1. 

<I>opMupoaaHue HaBbIK0B HeB03MOlKHO HeB03M0lKHO, T.K. B noJIHoii Mepe 

COBMeCTHOH pa6oTbl C00TBeTCTBYJOIUUe 06ecnequaaeTcJ1 

TexHoJioruu a B03M0lKH0CTbIO 

coapeMeHHbIX LMS He nonKJI10qeHHJ1 Ype6yeMbIX 

peaJIH3YJOTCJI TeXH0Jioruii (Hanp. wiki) a 

KaqecTBe ae6-ceoaucoa 

HHCYpYMeHTapuii nJIJI HeB03MOlKHO OrpaHnqeHHbIH lllnpoKuii cneKYp 
H3BJieqeHHJI 3HaHUH U3 ceTH UHCTpYMeHTapuii HHCTpYMeHT0B 
HHTepHeT, ux CUCTeMaTH-

3auuu u co3naHHJ1 3HaHHJI 

CuHXpOHHoe/acuHXpOHHOe TOJibKO npeuMyIUeCTBeHHO CuHXpOHHOe " acUHXp0HH0e 
B3auMoneiicTBue c npenona- acuHXp0HH0 aCHHXp0HH0 B3aUMoneiiCTBUe 

BaTeJieM " o6paTHaJI CBJl3b 

HHTepaKTUBHall CBll3b C HeB03MOlKHO 3aTpynHUTeJibHO JI106b1e C00TBeTCTBYJOIUHe 
npenonaaaTeJieM TeXH0JI0rHU H nO, 

nonKJI10qaeMbie KaK cePBHCbl 

Yqey ycneeaeM0CTH u HeB03MOlKHO TecTnpoaaHue,aeneHue JI106b1e C00TBeTCTBYJOIUHe 
K0HYp0Jib 3HaHHH 3JieKYp0HHhlX TeXH0JI0rHU U nO, 

nHeBHUK0B nonKJI10qaeMhie KaK cepaucw 
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E-mail LMS HcnoJILJoBauue 
uupryaJiu1auuu u IT-

CCPBHCOB 
CucTeMa u,neHTmj>uKauuu HeB03MOlKHO 3aYpy,nHUTCJlbHO DllOMCTIJWICCKllC CllCTCMbl 

yqaiuerocJI u u,neHrn(j>uKauuu, 

nepC0HaJIH3aUllll nepcoHaJimaullJI 3a cqey 

nopTaJibHbIX TCXH0Jioruii If 

mashup 

MoTHBaUHJI yqe6Hoii HeT 3aYpy,nHllTCJlbHO BbICOKaJI, o6ecnequsaeTCJI 

,llCJITCJibH0CTll cry.neHTa B03M0lKH0CTbIO pa6on, C 

nepe.nOBblMll TCXH0JI0rllJIMll 

B03MOlKHOCTb 6bICTIJOH HeB03MOlKHO HeB03MOlKHO B Il0JIH0H Mepe 

MO,llll!pUKauuu o6ecnequsaeTCJI SOA 

o6pa30BaTeJibHOrO 6ll3Hec-

npouecca no Mepe 
Il0JIBJICHllJI H0BbIX 3a,naq 

OnepaTttBHoe no,nKJIJOqeHue HeB03MOlKHO ToJibKO B CJiyqae B Il0JIHOH Mepe 

H0BblX KypC0B If Il0,ll,IICplKKll o6ecnequsaeTCJI SOA 

o6pa3oBaTeJibHbIX cepBHC0B C00TBCTCTBYJOIUUX 

CTaH,napTOB pa3pa60TKll 

MaTepuaJIOB (Hanp. 

SCORM) 

BcecTOpOHHee TOJibKO ITpettMyIUeCTBCHHO B noJIHoii Mepe 

B3aUM0,neil:CTBlle MelK,ny «npeno,nasaTeJib- «npeno.nasaTeJib -

BCCMll yqacTHUKaMU CTy,neHT» cry.neHT» 

npouecca o6yqeHttJI 

TaKHM o6prooM, BHe.npeHtte BttpryaJitt3aUHH H SOA B rrporpaMMHO-TexHoJiomqecKyio 

rrJiaT<popMy .[(O cymecrneHHO pacumpHeT qiyHKUHOHaJibHhie B03MO)KHOCTH rpa.nttUHOHHhIX LMS H 

.naeT B03M0)KHOCTh rrptt6JIH3HTh )].HCTaHUHOHHOe o6yqeHtte K oqHoii qiopMe o6yqeHHH ITO xapaKTepy 

B3aHMO)].eHCTBHH Me)K)].y rrperro.naBaTCJIHMH H yqamttMHCH. TeM He MCHee, opraHmau1rn TaKOfO 

o6pa.30BaTeJibHOrO rrpouecca rpe6yer HOBhlX IIO)].XO)].OB K yrrpaBJICHHIO H MeT0)].0B o6yqeHHJI, 

KOTOpbie 6y.nyr pewaTb rrpo6JieMhl 3<p<peKTHBHOfO HCIIOJih30BaHHJI cpe.ncTB COBMeCTHOH pa60Thl B 

rrpouecce o6yqeHHH H yrrpaBJieHHH reorpaqiwqecKH-pacrrpe.neJieHHhIM 06yqa10mHMCJI KOJIJieKTHBOM. 

B Kaqecrne .TeXHOJiomqecKoro HHCTPYMCHTapm, )].JIH peweHHH BhIIIICyKa.JaHHhIX rrpo6JieM 

aBTOp )].aHHOH pa6oThl BM,!J,HT rrpHMeHeHHe COUHaJihHhIX cepBHCOB B paMKax KOHUeITUllH Web 2.0, 
OCHOBHhIMH M,!J,CHMH KOTOpOH HBJIHIOTCH [6]: 

opueHTaUHH Ha HCIIOJih30BaHHe Be6-cepBHCOB (COUHaJihHhie ceTH, 6Jiom, qiopyMhl, 

wiki-crpaHHUhl, rem, 3aKJia)].KH H rrp.) H pacrrpe.neJICHHOe HCIIOJih30BaHHe pecypcoB; 

COUHaJIH3aUHH, qyo rro.nproyMeBaeT qiopMHpOBaHtte coo6mecTB tt IIO)].)].ep)l(Ky 

o6meHHH, rrpttMeHeHHC «KOJIJICKTHBHOro Pa.JYMa» K peIIICHHIO npo6JieM; 

pOJih IIOJih30BaTeJIH rpaHC<popMHpyercH H3 rraCCHBHOfO qHmTeJIH B C03)].aTeJIJI 

KOHTCHTa (3HaHHJI); 

«<pOJIKCOHOMHH» - CHCTeMaTH3aUHJI HH<pOpMaUHH C IIOMOIIlhlO KJIIOqeBbIX CJIOB 

(T3f0B); 

rrpHMeHeHtte crreuHaJIH3llpOBaHHhIX TeXHHqecKHX cpe.ncTB (CHH)].HKaUUJI KOHTeHTa 

(RSS, Atom), TeXHOJIOrHH AJAX, mash-up). 

COUHaJihHhie cepBHChl Web 2.0 aKTHBHO rrpHMCHHIOTCH s 6mHece. CornacHo HCCJie)].OBaHHHM 

KOMITaHHH Cisco [7], 75% orrpoIIIeHHhIX KOMITaHUH HCIIOJih3YJOT COUHaJihHhie CeTH B 6H3HCC-UCJIHX, a 

50% aKTHBHO rrpHMeHHIOT MHKp06Jiom. JfHcrpyMeHTapHH Web 2.0 CTaHOBHTCH HCOTheMJICMhlM 

arpu6yroM .neHTeJibHOCTH COBpeMeHHOro rrpe.nrrpHHTHH. qTO KacaeTCJI BHe.npeHHH COUHaJihHhlX 

cepBHCOB B rrpouecc o6yqeHHJI, TO 3TO o6ecrrequT IlIHpOKHH crreKrp qiopM m6Koro BCeCTOpOHHero 
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B3aHMO,neil:CTBHll acex yqacTHHK0B npo1-1ecca o6yqeHHll, a TaJOKe M0THBHpyeT yqamuxcll K 
aKTHBH0MY npo1-1eccy nonyqeHHll 3HaHHH. 

TaKHM o6pa3oM, c yqeToM BhilllenepequcneHHhIX TPe6oaaHHil: K opraHH3allHH HC)];O H, 
npHHHMal! BO BHHMaHHe 0CH0BHbie, K0HL1enL1HH BHpryanhH0f0 YHHBepcttTeTa, ccpopMynupoaaHHbie 
a [l], npuMeHeHHe cpe,ncTB Web 2.0 a KaqecTBe ocH0BhI o6pa3oBaTenbHoro npo1-1ecca B BOC H 
yrrpaaneHHll BHpryanbHhIM K0JJJJeKTHB0M CTaH0BHTCll onpaa,naHHhIM. 

Ha cero,nHlllllHHH .neHh }')Ke eCTb onbIT npHMeHeHHll C0LIHanhHblX CeTeil: B o6pa30BaHHH KaK B 
PoCCHH (HanpttMep, C0L1HanbHal1 ceTb ,1lnll lllK0JlhHHK0B www.dnevnik.ru), TaK H 3a py6e)KOM 
(http://www.educationalnetworking.com/List+of+Networks). IlollBHnCll TepMHH eLeaming 2.0, 
CBl!3aHHb!H C npHMeHeHHeM C0L1HanhHhlX cepBHC0B ,1lnll pellleHHM o6pa30BaTeJlbHblX 3a,naq B 
BHpryanbHOH cpe,ne. 

O,nHaKo npo6neMbl ynpaaneHHll pacnpe,neneHHbIM o6yqaJOIUHMCll K0MeKTHB0M 
He,n0CTaTQqHQ npopa6oTaHbl H MeT0,1lHK opraHH3allHH 3<p<peKTHBHOro B3aHMO,neil:CTBHll yqacTHHK0B 
TaKHX K0JJJJeKTHB0B npaKTuqeCKH HeT. B .naHHOH CTaThe npe,nnaraeTCll MeT0,1lHKa ynpaaneHHll, 

BKnJOqaJOlllal! cne.nYJOILIHe 3TanhI: 

1. O6be,nHHeHHe acex yqaCTHHK0B a C0LIHanbHYJO ceTb, 
2. IlocTPoettue rpacpuqecKoil: Mo.nenu ceTH c npttMeHettueM cne1-1HanH3ttpoaaHHoro ITO, 
3. AHanH3 CTeneHH H xapaKTepa aKTHBH0CTH yqaCTHHK0B, onpe,neneHHe OCHOBHb!X napaMeTPOB 

COLIHanhHOH CeTH, 
4. Ha 0CHOBe nonyqeHHOH HH<pOpMaL1HH npHHllTHe Toro HnH HHOfO yrrpaaneHqecKoro pellleHHl!. 

3KcnepHMeHT no n0CTPOeHHJO o6pa30BaTeJJhHOH COLIHanhHOH ceTH 6bm npoae,neH B 
Me)K):lyttapo.nttoM yttuaepcHTeTe npupo,nh1, o6mecTBa H qenoaeKa «)];y6tta». Co1-1uanbHal! ceTh 6hma 
nocTP0eHa Ha rrnaT<popMe IBM Lotus Connections, KOTOpal! BKnJOqaeT ace OCHOBHhie cepBHChI Web 
2.0. )l;ocryn K co.nep,KaHHJO 3KCnepHMeHTanbttoro Kypca ocymecTanl!eTCll no cchmKe 
https://greenhouse.lotus.com/communities/service/html/communityview?communityUuid=Scc0839a-
649b-4 le0-a635-leac366e43fc (,nnll 3apemcTPttpoaaHHhIX nonh30BaTeneil:). B KaqecTae 
HHCTPyMeHTapHll ,1lnll B3aHMO,nettCTBHll npeno,naBaTeJlll H cry,neHTOB HCnOJlh30BanHCb cne.nYJOIUHe 
cepBHCbl YKa3aHHOH nnaT<pOpMbl [9]: npo<pttnH, cpopyMhl, 6nom, CHCTeMa MrH0BeHHbIX coo6meHHH, 
3arpY3Ka H xpaHettue cpaiinoa, aKTHBH0CTH (activities), o6MeH 3aKna,nKaMH (dogear). 3m 
HHCTPYMeHTbl MOryT npHMeHl!TbCll KaK nepcoHanbH0, TaK H ,nnll KonneKTHBHOH pa60Tbl. Bech 
KOHTeHT M0,KeT 6h1Tb CHa6,KeH HH<pOpMallHOHHbIMH TeraMH ,1lnll 6bICTPOH HaBHfallHH u noHcKa 

HH!pOpMallHH. 
B Ta6n. 2 c,nenaHa nonhITKa npHBeCTH B CO0TBeTCTBHe 3JleMeHThl yqe6Horo npo1-1ecca H 

HH<pOpMaL1HOHHbie pecypCbl, CJJy,Kamue cpe,ncTBOM o6ecneqeHHll o6pa30BaTeJJbHOro npo1-1ecca B 
co1-1HanbHOH CeTH. 

Ta6nu1-1a 2. 3neMeHThI yqe6ttoro npo1-1ecca H cooTBeTCTBYJOILIHH HHCTPYMeHTapuil: Web 2.0 

3neMeHTL1yqe6uoro IIHcTpyMeHTapuii COQHaJJbHOH CCTH 
nponecca 

JleKl.\1111 Be6-Ko11<bepe11u1111 a Lotus Sametime 
811J1eo3an11cn neKu11i1 

TTpaKT11qecK11e3aHl!Tllll Cecc1111 KOJIJieKTl!BHOrO np IIHllTllll pewe1111i1 Ha <iJopyMe Lotus 
Connections 
Be61111ap B Lotus Sametime 
Wiki-cTOa11111\l,1 

KoHTponh Kaqecrna 06yqett11ll Tecrnpoaa1111e c np11Me11e1111eM qam Lotus Sametime 
KoHTPOJibHble BOilPOCbl B <booVMe Lotus Connections 
MOHIITOPIIHr 6noroa yqaw11xcll 
3arpY3Ka CTY)leHTaMII BbITIOJIHeHHblX 3a)laHIIH qepe3 cepBIIC <l>aHJibl 
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3JieMeHTL1yqe6uoro IIucTpyMeHTapuii COl(HMLHOH ceTH 
1100Qecca 

(Files) Lotus Connections 

KoHCYJJb TaUllll <l>OPVM Lotus Connections 

OJIOfH 

KoMMeHTapnn K pa6oTaM yqaiunxcll B cepance <l>alirrbI (Files) Lotus 
Connections 

Lotus Sametime 

Be,aeHne IDiaHa yqe6Horo Kypca AKTHBHocrn (Activities) B Lotus Connections 
( ,UllCUllllJJllHbl) 

Yqe6Ho-MeTO,UW!eCKllH KOMilJieKC 3arpy:3Ka, xpaHeHne ll CKa'IHBaHne yqe6HO-MeTO,UW!eCKllX 
MaTepnanoa 'lepe3 cepanc <l>alirrbI (Files) Lotus Connections 

3aKJJa.QKll (Bookmarks) ,QJJJI pa3Me[UeHllll CCblJJOK Ha ITOJJe3Hbie 
pecypCbl B HHTepHeTe 

TTpnBll3Ka MaTepllaJJOB ,QJJJI ceMnHapoa ll JJeKUllH K 

COOTBeTCTBYJOIUllM 3anHCJIM B Co6h!TllJIX (Activities) 

Wiki-crpaHHUbI 

,ll;onOJJHHTeJJbHOe B3allMO,UeHCTBlle CncTeMa MrHOBeHHbIX coo6iueHntt Lotus Connections 

Y1IaCTHHKOB Y1Ie6Horo npouecca 

CTOHT 3aMeTHTb, 'ITO 3q>q>eKTHBHOCTh npo1..1ecca o6yq:eHHJI o6ycJJOBJJeHa B03Mo:lKHOCTbJO 

Til..laTeJibHOfO KOHTPOJIJI H aHaJJH3a npo1..1ecc0B COUHaJJbHOH ceTH. ~UI ocyiuecTBJieHIUI KOffTPOJIJI B 

nepBYJO O'Iepe.ab Hy,i<eH MeXaHH3M B1'13YaJIH3aUHH H aHaJIH3a, KOTOpbIH IT03B0JIHT HarJill.!l;HO 

npe.D;CTaBHTb CTPYK'fYPY ceTH H npoaHaJIH3HpOBaTb xapaKTep B3allMO.D;eHCTBHJI ee yq:acTHHKOB. B 

cnyq:ae o6pa30BaTeJibHOH COUHaJJbHOH ceTH no.ao6HblH MeXaHH3M Il03BOJIHT npeno.aaaaTeJIJO 

onepaTHBHO PYKOBO.!l;HTb pa60TOH BHPTYaJJbHOfO cry.aeH'leCKoro KOJIJieKTHBa H CBOeBpeMeHHO 

npHHHMaTb COOTBeTCTBYJOI.UHe ne.aarorttqecKHe peweHID!. AHaJJH3 COUHaJJbHOH ceTH MO)KHO 

npoBO.D;HTb c npttMeHeHHeM Mem.aa SNA (Social Network Analysis) [9], KOTOpbIH no3BOJIHeT 

BbIHBHTb OCHOBHb!e Il0Ka3aTeJIH COUHaJJbHOH ceTH, xapaKTepH3YJOI.UHe HHTeHCHBHOCTb, nJIOTHOCTb H 

HanpaBJieHHOCTb CBH3ett Me)K.D;y yq:acTHHKaMH ceTH, a npe.D;CTaBJieHHe COI..IHaJJbHOH ceTH B BH.D;e rpaq>a 

Il03B0JIHeT YBH.!l;eTb ceTb H c.aeJiaTb BblBO.!l;bl O xapaKTepe B3aHMO.D;eHCTBHH yq:acTHHKOB ceTH. 

CyiuecrnyeT pH.a nporpaMMHbIX npo.ayKTOB [9] .!l;JIJI IlOCTPOeHHH rpaq>ttqeCKHX MO.D;eJiett H aHaJJH3a 

ceTett. 

,[(.rm BH3YaJJH3aUHH (T.e. nOCTPOeHHH MO.D;eJIH ceTH B BH.D;e rpaq>a) 3KCnepttMeHTaJJbHOH 

o6pa3oBaTeJibHOH couttanbHOH CeTH npttMeHJ1eTCJ1 naKeT Condor [ I OJ. AHaJJH3 CTeneHH tt xapaKTepa 

noae.aeHttH yq:acTHHKOB ae.aeTCH no ttH.D;eKcy BKJia.D;a (contribution index), KOTOpb1tt onpe.aen»eTCH 

TaK [10]: 

contribution index 
no.11y•u1u1we coo6~1t11HJl. oTnpu.,eeHwe coo61Il1t11HJl 

llO.>ry'ieHHwe COOiSIIlltllHJl + OTnpl.l.,.HHWe C006!IlltllHJl 

To eCTb, HH.D;eKCBKJia.D;a CTPeMHTCH K -1 B TOM cJiyq:ae, eCJIH yq:aCTHHK cent 

npettMyiuecTBeHHO nonyq:aeT coo6I.UeHHH, K 1- ecJIH yq:acTHHK B OCHOBHOM OTnpaBJIHeT C006I.UeHirn, 

0 - ecJIH KOJittqecrno npttHHTbIX tt OTnpaaJieHHblX coo6I.UeHHH paBHO. 

B .aaHHOM 3KcnepttMeHTe )"IHTblBaJJHCb TOJibKO coo6I.UeHHH Ha q>opyMe, TaK KaK OCHOBHal! 

aKTHBHOCTb yq:aCTHHKOB CeTH npottCXO.D;HJJa ttMeHHO TaM. 

Ha pttc. 1 npe.acTaBJieH rpaq>ttK, r.ae no octt op.attHaT npe.acrnBJieH HH.D;eKc BKJia.D;a, a no ocn 

op.D;HHaT aKTttBHOCTb yq:acTHHKOB, paBHal! CYMMe nonyq:eHHblX tt OTnpaBJieHHbIX coo6I.UeHHH. 

KaK BH.!l;HO H3 pttc. I, OCHOBHal! rpynna cry.aeHTOB npoHBJIHeT He60JiblllYJO aKTHBHOCTb 

(nopH.D;Ka 25 C006I.UeHtttt), npH 3TOM B OCHOBHOM ornpaBJIHeT coo6I.UeHHH. HeKOTOpbie yq:acTHHKll 

CeTH HMeJOT HH.D;eKC BKJia.D;a 6onee nptt6JIH)KeHHblH K 0, OHH noCbIJiaJOT coo6I.UeHHH HeMHOfHM 

60Jibllle qeM nonyq:aJOT, qTo fOBOpHT O c6anaHCHpOBaHHOM noae.aeHHH 3THX yq:acTHHKOB B ceTH. 

BbI.D;eJIHJOTCH H3 061.Uett MaCCbl .D;Ba yq:acTHHKa, HH.D;eKC BKJia.D;a KOTOpb!X CTpeMHTCH K -1, T.e. OHH B 
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ocHOBHOM nonyqa10T coo6memrn. CornacHo uccJie)];oeamrnM COIN [10), TaKIUI MaHepa nose)];emrn 
CBOHCTBeHHa JIUL{epaM ceTH: JIH)];ep 3a)];aeT HOBbJe aKT)'aJibHbJe TeMbl )];JI.II o6cy,K.lleHUH, UHTepeCHhJe 

1,00 ,--~""""="ce·""""'=·•ee··'!!L-______________ ~ 

0,50 

0,00 

·0,50 

.vasillsa udoratna 

f"d-•alex-• 
•mar'r(abtqova -~~--

~•>ho"""""" 

.•xander_sorob, 

Puc. I: I1HL{eKc BKJIMa 

darya~ edova 

Bmyanmaum1 COUUaJibHOH CeTU M0)KeT 6bJTb BbJTTOJIHeHa Ha pa3HbIX :nanax o6yqeHHH, lffO 
TT03B0JIUT TTOJI)'11UTb L{UHaMH'IeCKYIO KapTUHY aKTUBHOCTU yqaCTHUKOB U CBOeBpeMeHHO npUHUMaTb 
COOTBeTCTBYIQmue ne)];aromqecKue perneHm1. B npouecce npoae)];eHHH 3KcnepuMeHTa nocTPoeHue H 
aHaJIH3 rpaqmtJ:eCKUX MOL{eJieH COUUaJibHOH CeTU npOBOL{HJIUCb no Mepe npoxo)K)];eHml OCHOBHbIX 
K0HTPOJibHbIX ToqeK Kypca, YKa3aHHbIX e yqe6HOM TTJiatte cepsuca «AKTUBHOCTU» Lotus Connections. 

O6m1UI MOL{eJib B3aUMOL{eHCTBU.ll yqacTHUK0B yqe6Horo npouecca cxeMaTuq110 mo6pameHa 
Ha J)UC. 2: -------------------------------

Puc. 2: Mo)];eJib B3aUMOL{eHCTBU.ll yqacTHUKOB yqe6Horo npouecca B COUUaJibHOH ceTU 
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TaKflM o6p!l30M, B COBOKynHOCTfl C q>yttKQflOHaJlbHb!Mfl B03MO)KH0CT.S!Mfl flHCTpyMeHTapm1 
Web 2.0, TeXHOJIOfflJI amyanma111m ,lJ,aeT B03M0)KH0CTb KaqecTBeHHOfO fl orrepaTflBHOfO KOHTpOJIJI 
aKTflBHOCTfl acex yqaCTHflKOB BflPTYaJJbHOrO o6p!l30BaTeJlbHOro KOJIJleKTflBa, qTo JIBJIJleTCJI 0,lJ,HflM H3 
IIOK!l3aTeJleH rrpfl OQeHKe KaqecTBa o6yqeHflJI a QeJIOM. Ilpe,1J,cTaBJ1eHHaJ1 KOHQeIIQHJI IIOCTPOeHflJI 
BflPTYaJJbHOH 06pa3oaaTeJ1bHOH cpe,!lbI pewaeT YK!l3aHHbie 3a)],aqf1 rrporpaMMHO-MeTo.z:1orrornqecKoH 
rrrraTq>OpMbI BOC fl o6ecrreqttaaeT KOMrrrreKCHYJO IIOMep)KKY Bflpryanbttoro o6p!l30BaHflJI, BKmoqaJI 
o6yqetttte, ynpasrrettfle o6p!l30BaTeJ1bHbIM rrpm-1eccoM fl KOHTPOJlb ero Kaqecrna. 
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HHTErPAI(HJI CHCTEMhl METAKOMIIhlOTHHrA 
X-CoM C CHCTEMAMH YIIP ABJIEHHJI IIPOXO'.}l(,l:t;EHHEM 

3A,l:t;AHHH CYIIEPKOMIIhlOTEPHhIX KOMIIJIEKCOB1 

C. l1. Co6orreB 

HHBJ..I MrY UM. MB. JloMoHoco6a 
sergeys@parallel.ru 

CttcTeMa MeTaKOMIThlOTHHra X-Com [l], pa3pa6aThrnaeMaJi s HI1BQ MrY ttMeHH 

M.B. JlOMOHOCOBa, rrpe,11,CTaBJUleT co6oi1 rrporpaMMHhlH HHCTPYMeHTapHtt ,nJ]Jl opraHH3aUHH 

pacrrpe,11,eJieHHhlX He0,11,HOp0,11,HhlX BhJqHCJIHTeJihHhlX cpe,11, H rrpose,11,eHHll pacqeTOB B TaKHX cpe,11,ax. 8 
Kaqecrne BhlqHCJIHTeJihHhIX pecypcos, . COCTaBJllllOJ.l.lHX OCHOBY pacrrpe,11,eJieHHhlX cpe,11,, MOryT 

HCITOJih30BaThCll KOMflhlOTepbl rrpaKTHqecKH JII06oro THrra, OT ,11,0MalllHHX H Oq>HCHhlX MalllHH ,11,0 

BhlCOKOITpOH3B0,11,HTeJihHhlX MHororrpoueccopHhIX cepsepos. qaCTO pacrrpe,11,eneHHhie cpe,11,hl CTPOJITCJ'I 

Ha OCHOBe Y3JIOB H cerMeHTOB cynepKOMIThlOTepHhIX KOMITJieKCOB. 3-ro fl03B0JIJieT 3a,ll,ettcTBoBaTh 

cpa3y HeCKOJlhKO BhICOKOnpOH3B0,ll,HTeJihHhIX CHCTeM ,ll,Jlll pa6oThl Ha,11, 
11
TlllKeJihlMH 11 3a,11,aqaMH B Tex 

cnyqaJIX, KOr,ll,a pecypcos 0,ll,HOfO KOMnJieKca OKa3bIBaeTCJl He,ll,OCTaTQqffo. 0,1),HOTHnHall CTpyKrypa 

nporpaMMHo-anrrapaTHOH rrnaTcpopMhl TaKHX Y3JIOB ynpomaeT HX HCITOJlh30BaHHe B COCTaBe 

pacrrpe,1:1eneHHOH cpe,1:1hl KaK B ITJiaHe ycTaHOBKH rrporpaMMHOro o6ecneqeHHJI, TaK H rrptt 

opraHH38UHH Henocpe,ll,CTBeHHO BhlqHCJIHTeJihHOro npouecca. 

l13HaqaJihHO B X-Com 6bIJIO 3aJIOJKeHO HeCKOJlhKO 6a30BhlX cueHaptteB HCITOJlh30BaHHll 

BhJqHCJIHTeJihHhlX Y3JIOB B paMKax KJiaCTeptthIX CHCTeM. 8 npocTefiweM cnyqae rrpe,1:1nonaranoch, qTo 

Y3Jihl ,nJ]Jl pacnpe,1:1eJieHHOro pacqeTa BhI,[leJIJIIOTCJl MOHOITOJihHO. TaKOH cnoco6 onpaB,ll,aH B cnyqae 

OTHOCHTeJibHO tte60JihlllOH 3arpy3KH BhlqHCJIHTeJihHOH CHCTeMhl. 0,1:1ttaKO B HaCTOJII.l.lee speMJI TaKHX 

cttryauttfi npaKTHqecKH He 6hrnaeT - 60JihlllHHCTBO cynepKOMIThlOTepHhIX KOMITJieKCOB pa6oTalOT co 

crnnpoueHTHOH 3arpy3KOH. ITo TOH lKe rrpHqHHe 0Ka3hIBaeTCJl MaJiorrpttMeHHM If 3anycK 

pacnpe,1:1eJieHHhlX pacqeTQB Ha y3nax B MOMeHThl npOCTOll, KOr,ll,a OHH He HCITOJlh3YIOTCJl ,nJ]Jl ,1:1pymx 

npttnoJKeHttfi. KpoMe rnro, o6a crroco6a HeJIBHO rrpe,1:1nonara10T np0se,1:1etttte orrpe,1:1eneHHhIX 

,1:1ettCTBHH HJIH nonyqeHHe pa3peweHHH co CTOpOHhl a,11,MHHHCTpaUHH BhlqlfCJIHTeJihHhIX KOMITJieKCOB. 

3arrycK KJitteHTCKOH qacTH X-Com qepe3 lllTaTHhie CHCTeMhl yrrpaBJieHHll npoxolK,ll,eHHeM 3a,1:1aHHH 

(CYIT3) TaKJKe HMeeT CBOH orpattttqeHHll - B03MOlKHOCTh 3arrycKa TOJlhKO 0,ll,HOnpoueccopHhIX 3a,1:1aq, 

Heo6XO,ll,HMOCTh OTCJielKHBaTh COCTOJ'IHHe oqepe,ll,H 3a,ll,8HHH CTOpOHHHMH cpe,ll,CTBaMH, ITOBhillleHHhlH 

pacxo,1:1 TPaq>HKa ( eCJIH HeCKOJlhKO KJIHeHTOB pa6oTalOT Ha O,ll,HOM y3ne, TO KalK,ll,hIH 113 HHX 

He3aBHCHMO OT ,1:1pymx CKaqaeT C cepsepa HCITOJIHHMhlH KO,ll, 3a,1:1aqtt If T.,ll,.). 

TeM He Mettee, oqestt,ll,HO, qTo pa6oTaTh sce-TaKH ttylKHO qepe3 WTaTHhJe CYIT3 - 3TO 

e,ll,HHCTBeHHhlH cnoco6 np03paqHQ H 3cpcpeKTHBHO HCITOJlh30BaTh ,ll,OCTYITHhie pecypcbI. KpoMe Toro, 

ttcnoJih30Batttte CYIT3 no3BOJIHJIO 6h1 3arrycKaTh s paMKax X-Com He TOJihKO o,1:1HonpoueccopHhJe 

3a,1:1aqlf, HO H rrpttJIOlKeHHll, HCITOJlh3YIOIUHe MPI H ,1:1pyrtte TeXHOJIOfHH rrapanneJihHOro 

nporpaMMHposaHHJl. IT03TOMY B CHCTeMy X-Com 6bIJIH ,1:106asJieHhl MO,ll,YJIH B3aHMO,ll,ettCTBHll H 

HHTerpaUHH c ttatt6onee pacnpocTPaHeHHhIMH CYIT3 KJiacreptthIX cttcTeM Torque, Cleo, 

LoadLeveler, a TaKJKe c ITO npoMeJKYToqHoro ypoBHJI Grid-cpe,1:1 Unicore. ITocne,1:1tttti1 Mo,1:1ynh ,1:1aeT 

B03MOlKHOCTh ITO,ll,KJIJOqlfTh K pacqeTaM cerMeHThl Grid-cpe,1:1, HCITOJlh3YIOI.l.lHe COOTBeTCTBYIOI.l.lee ITO 

,ll,Jlll ,1:1ocryna K y,1:1aneHHhlM Bh(qHCJJHTeJlhHhJM pecypcaM. 

C TOqKlf 3peHHll apxttTeKryphI X-Com pa3pa60TaHHhie Mo,1:1yn11 ttcnoJJh3YJOT HHTepcpettchI, 

MexaHH3Mhl H cpyHKUHH rrpoMelKYTOqHhJX cepsepos X-Com [2]. B qaCTHOCTH, MOLIYJJH 

ocymecTBJllllOT 6ycpepH3aUHIO BXO,ll,llJ.l.lHX tt HCXO,ll,llJ.l.lHX noputtfi MelK,ll,y ueHTpaJihHhIM 

I Pa6orn BblO0JIHlleTCll np11 Il0A)lep)l(Ke HayqH0-TeXHll'leCK0tt nporpaMMbl COI03HOro rocy)].apcrna CKH<l>
fPH,[( 11 rpattrn ITpe311)].eHTa P<l> )].Jill M0JI0)].bIX yqettbIX MK-3040.2009.9. 
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(BbJIIIeCTOHl.l.\HM) cepaepoM H L(eJleBOH CHCTeMOH. Cepaep X-Com MO)KeT 6bJTb 3anymeH B pe)KHMe 
B3aHMO,!l.eHCTBHH C CYIT3 nyreM YKa3aHHH COOTBeTCTBYJOl.l.\HX HaCTpOeK B qiaHJle HHHL(HaJ1H3al(HH, 
npH 3TOM 3anycK ocymecTBJlHeTCH Ha fOJlOBHOH MallIHHe L(eJleaoro KJlaCTepa {Pttc. I). OTMeTHM, qrn 
KJlHeHT X-Com npH TaKOH opraHH3al(HH pacqeTOB He HCITOJlb3YeTCH - ero <pyHKL(HOHaJlbHOCTb 
qiaKTHqecKH 6epeT Ha ce6» npoMe)KyroqHbIH cepaep. 

CepeepHa• 
'-18CTb 

npMKna,AHOM 

38,D,81.!M 

CepeepHa. 
'-18CTb 

npMKllaAHOM 
38,D,Sl.fM 

L1eHTpat1bHbllll cepeep X-Com 

Jlor>1,ca 
npoMe>«y
T04Horo 
cepeepa 

Iloriuca B38.MMOAeMcreMR c 
CMCTeMaMM ci«e_e_e,qe• 

MOAyilb B3SIIIMOA8MCTBMR C 
38,D,SHH~H cvicr~t.10M 04epeAeM 

Jlor••a 
Op0M"'"}'· 

TO'-IHOro 

cepeepa 

MOHMTOPMHr O'-lePeAM nOCTaHOBKa B 04ep13Ab 

npoMemyTO'IHb1111 cepeep X-Com Ha ronoeH0111 MaWMHe K11acTepa 
--------------------------------+-----------------------------------------------------------------------------------------------------------

Kn•eHT X-Com 

Km,eHTCKSR '-ISCTb 

npMK118,!\H0M 38A8SM 
Bbl'IMCnMTenbHbllll yJen KJlaCTepa 

Kn M8HTCKSR '-ISCTb 

npMK118,!\H0M 38,!\BSM 

ApxumeKmypa cpeob/ C «06bl'IHblM» 
npoMe)l(}'mo'IHblM cepeepoM 

ApxumeKmypa cpeo&1, ucnon&Jy10~eii 
npoMe)l(}'mO'IH&lii cepeep e peJKUMe 

eJauMooeiicmeuR c cucmeMoii O'lepeoeii 

Pttc. I: ApxttreKTYpa pacnpe.n.eneHHOH cpe.n.b1 X-Com c HCITOJlb30BaHtteM "o6bJqHoro" 
npoMe)KyroqHoro cepaepa H pe)KttMa B3aHMo.n.eiicTBH» c KJ1acTepHOH CYIT3 

~rn Henocpe.n.cTBeHHoro B3attMo.n.eiicTBH» c CYIT3 Mo.n.yntt X-Com BbI3bIBaIOT yrHJ1HTbI 
KOMaH,!l.HOH CTpOKH COOTBeTCTBYJOmeii CYIT3. TaK, ,!l.JlH Torque MOHHTOpHHr H ITOCTaHOBKa 3a,!l.aqH B 
oqepe.n.b ocymecTBJl»eTc» KOMaH,!l.aMH qstat H qsub, ,!l.Jl» LoadLeveler - KoMaH,!l.aMH liq H llsubmit, ,!l.Jl» 
Unicore BO Bcex cnyqa»x HCITOJlb3YeTCH Bbl30B KJlHeHTa ucc C HY*Hb!MH OITL(HHMH. IloCTaHOBKa 3a,!l.aq 
B oqepe,!l.b Cleo npOH3B0,!l.HTCH C ITOMOl.l.\bIO KOMaH,!l.bl mpirun, MOHHTOpHHr C L(eJlbIO 3KOHOMHH 
pecypcoB peanH30BaH qepe3 qTeHHe CJ1Y*e6HblX <paHJlOB, aBTOMaTHqecKH C03,!l.aBaeMbIX 3TOH CYIT3. 
~» K~OH CYIT3 reHepHpyeTc» qiaHJl OITHCaHHH 3a,!l.aHHH B HY*HOM qiopMaTe. 

~» J1I06oii no,!l.,!l.ep)KHBaeMoii CYIT3 npttMeHHMbI cne.n.yiomHe HaCTpoiiKH: 
• MaKCHMaJlbHO .n.onyCTHMOe apeM» cqem 3a,!l.aqH; 
• qHCJlO npol(eccopoa, Ha KOTOpbIX 6y.n.eT 3anymeHo 3a,!l.aHtte; 
• HHTepaan o6HOBJleHHH .n.aHHbIX O COCTOHHHH oqepe.n.H; 
• qHCJlO ITOITb!TOK ITOCTaBHTb 3a,!l.aHHe B oqepe,!l.b, no HCTeqeHHH KOTOporo 6y.n.eT 

ocymecTBneH nepexo.n. K cne.n.yiomeii nopl\HH. 
TaK)Ke ,!l.Jl» K~oii no.D..D.ep)KHBaeMoii CYIT3 cymecTByeT Ha6op co6crneHHbIX HacTpoeK. 

HanpHMep, ,!l.Jl» Cleo MO)KHO YKa3aTb Ha3BaHtte oqepe.n.H, ,!l.Jl» Unicore - L(eneayio CHcTeMy H T.,!J.. 
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l1MeeTC.II p.11.n HaCTpoeK, orneqa!Oll\HH 3a 6y<f>epH3aUHIO BX0.[1.1111.\HX H HCX0.[lllll\HX nopUHH; 
3TH HaCTPOHKH npttMeH.1110Tc.11 KaK ,wrn "06h1qHoro" npoMe)l(}"foqHoro cepaepa, TaK H .[IJl.11 pe:llmMa 
pa6oTbI coaMecTHo c CYIT3: 

• MaKCHMaJibH0e qHCJI0 BX0.[1.1111.\HX noputtfi B 0.[IH0M 3anpoce, 6y<f>epH3yeMhIX 
npoMe)l(}"foqHblM cepaepoM. 3To ,Ke 3HaqeHHe B HaCT0.1111.\HH M0MeHT HCn0Jih3YeTC.II KaK 
MaKCHMaJlbH0 .nonycTHM0e qHCJI0 3a.[laHHH B oqepe.ntt; 

• MHHHMaJlbH0e qHCJI0 noputtfi BO BX0.[IH0M 6y<f>epe, nocne .[I0CTH,KeHH.11 K0T0poro 
npoMe,KYT0qHblH cepaep nonoJIHHT 6y<f>ep; 

• MaKCHMaJlbHbIH pa3Mep 6y<f>epa HCX0.[1.1111.\HX noputtfi, nocne .[I0CTH,KeHH.11 K0T0poro 
HaqHeTc.11 0TnpaaKa noputtfi BhIIIIecTo.11meMy cepaepy; 

• qHCJI0 HCX0.[1.1111.\HX noputtfi, 0TnpaBJI.lleMbIX BbIIIIeCT0.1111.\eMy cepaepy B 0.[IH0M 3anpoce. 
,[vi.11 anpo6aUHH pa3pa6omHHbIX MO.[lyJieH H H0BbIX pe,KHM0B pa60Tbl X-Com np0B0.[IHJIHCb 

cepHH pacnpe.neneHHbIX 3KCnepttMeHT0B C HCn0Jib30BaHHeM npHJI0,KeHH.11 John the Ripper [3], 
ocymecTBJI.1110mero nepe6op naponefi, 3aIIItt<f>poBaHHhIX cmH.napTHhIMH cpe.ncrnaMH UNIX. ITptt 
HaJIHqHH .[I0CTaTQqHQ 60JibIIIOro Ha6opa 3aIIItt<f>poBaHHbIX naponefi Ka,K.z:lbIH H3 HHX M0,KeT 
pacIIItt<f>poBhIBaThC.11 0T.[leJihH0 H He3aBHCHM0 OT .npyrnx, no3T0MY 3a.z:1aqa 3JieMeHmpH0 .neJIHTC.11 Ha 
nopuHH .[I0CTaTQqHQ BbICOKOH BbJqHCJIHTeJihHOH CJI0,KH0CTH, npH 3T0M pa3Mepbl nepe.naaaeMhIX 
.naHHbIX KpafiHe HeBeJIHKH (.nec.llTKH 6afiT Ha Ka,K.z:lyIO nopUHIO ). TaKHM o6pa30M, BhI6paHHa.11 3a.z:1aqa 
H,[leaJihH0 0TBeqaeT cxeMe MeTaK0Mnh!OTepHblX BbJqHcJieHHH. 

,[vi.11 npoae.neHH.11 pacqeTQB 6bIJIH 3a,[leHCTBOBaHhl 4 cynepK0Mnh!OTepHbie CHCTeMbI: 
• CKM<I> MfY "qe6b1IIIeB" (r. MocKBa); 
• CKM<I> Ypan (r. qen.116ttHCK); 
• CKM<I> Cyberia (r. ToMcK); 
• BhJqttcJIHTeJihHhIH KJiacTep YfATY (r. Y<f>a). 
11,eHTPaJihHhIH cepaep X-Com 6bIJI 3anymeH Ha ronoaHofi MaIIIttHe KJiacTepa CKM<I> MfY 

"qe6bIIIIeB". Ha r0JI0BHbIX MaIIIHHax Ka,KA0ro H3 KJiaCTepoB 3anycKaJIC.II npoMe)l(}"foqHblH cepaep X
Com B pe,KttMe B3aHMo.neficTBH.II c cttcTeMofi oqepe.nefi KJiacTepa. Ha KJiacTepe CKM<I> MfY 
"qe6buuea" 11cnoJih30Banc.11 Mo.nynh B3attMo.neficTBH.II c Cleo, Ha KJiacTepax CKM<I> Cyberia H CKM<I> 
Ypan - Mo.nyntt B3attMo.neficTBH.II c Torque, Ha KJiacTepe YfATY - Mo.nynh B3attMo.neficTBHH c 
LoadLeveler. 

Ha Bcex KJiaCTepax 6bIJIH ycTaH0BJieHbl 0.[IHHaK0Bbie HaCTPOHKH 6y<f>epH3aUHH noputtfi. 
Pa3Mep 0KHa BX0.[l.1111.\HX noputtfi C0CTaBJI.IIJI 20 noputtfi, pa3Mep 0KHa HCX0.[1.1111.\HX noputtfi - 5 
noputtfi. CornacHo 3THM napaM~aM, H3HaqaJihH0 Ka,K.z:lhIH npoMe,KYTOqHhIH cepaep 3anpaIIIttBaJI y 
ueHTPaJihH0ro cepaepa no 20 noputtfi H .nanee acer.na no.n.nep,KHBaJI 3anac B 20 noputtfi K o6pa6oTKe, 
nptt 3T0M qHCJI0 3a,[laq B oqepe.ntt KJiaCTepa He3aBHCHM0 OT HX C0CT0.IIHH.11 TaK,Ke no.n.nep,KHBaJI0Cb 
paBHblM 20. ITptt npeBhIIIIeHHH qttcJia roT0BbIX noputtfi, paBH0ro 5, np0H3B0,[IHJiaCh ompaBKa 
pe3yJihTaT0B naKeTaMH no 5 noputtfi. OTMeTHM, qTQ qHCJI0 noputtfi B naKeTHblX 3anpocax Ha 
o6pa60TKY 6bIJIO nJiaBa!Oll\HM ( OT I .[10 20), qJICJI0 ,Ke roT0BbIX noputtfi B 0TBeTHhIX naKemx Bcer.na 
6bIJIO <f>ttKCHpOBaHHblM (5). 

EbIJIO npoBe,[leH0 .nae cepHH BbJqHCJIHTeJibHhIX 3KCnepttMeHT0B Ha .nayx pa3JIHqHblX Ha6opax 
naponeii. B Kaqecrne nepaoro Ha6opa ttcnoJib30BaJIC.II <f>aHJI co cnoaapeM, pa3MemeHHhIH Ha caiiTe 
John the Ripper" cocman.1110mttfi ocHoay ero BffYTPeHHefi 6a3bI [4]. Batt.ny Toro, ~o no.n6op TaKHX 
naponefi, oqeatt.nHo, He Mor npe.ncTaBJillTh 6oJihIIIOH CJI0,KH0CTH, Ka,K.z:la.11 nopuH.11 co.nep,Kana 50 
naponefi, a BpeM.11 o6pa60TKH 0.[IHOH nopUHH 6bIJIO orpaHHqeH0 15 MHHYTaMH. OrpaHttqeHH.11 6bIJIH 
3a,[laHbl KaK npH n0CTaH0BKe 3a.z:1aqH B oqepe.ntt KJiaCTepoB, TaK H Henocpe.ncTBeHH0 B CKpttnTe, 
BhI3hIBaIOmeM John the Ripper. B cnyqae Hey.naqtt (HeB03MO,KHOCTH 3a YKa3aHHoe apeM.11 nonH0CTh!O 
pacIIItt<f>poBaTh 3a.[laHHhIH Ha6op) B Kaqecrne pe3yJihTam B03Bpamanc.11 nycrnfi <f>aHJI. TaK,Ke 15-
MHHYTH0e orpaHttqeHtte no3B0JIHJI0 ttcnoJib30BaTb oqepe.nh test Ha KJiacTepe CKM<I> MfY 
"qe601IIIeB", K0T0pa.11, KaK npaaHJio, 6onee cao6o.nHa, qeM .npyrtte oqepe.ntt Ha 3TOH MaIIIttHe. ITepaa.11 
ceptt.113KcnepttMeHTOB npo.noJI)KaJiach 15 qacoa, H3 129000 naponefi 6hIJIO pacIIItt<f>poaaHo 95.7%. 
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Pwc. 3: fpaq>HK B03Bpamettml pe3yJJhTaTOB npoMe)Kyr011HhIMH cepaepaMH B 
pacnpe.i:1eJJeHHOM 3anycKe John the Ripper 
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.6onee HHTepeCHOH OKR3aJiaCh BTOp!Ui cepm1 3KCnepttMeHTOB. Ha6op napoJJeH ,LI.JUI Hee 6hlJI 

creHepwpoBaH C nOMOIIlblO nporpaMMbl Ha .!13bIKe Cw. rettepttpOBaJIHCb napoJJH ,L(JIHHOH OT 4 AO 10 

CHMBOJJOB, ):lOnOJJHHTeJJbHbIM ycJJOBHeM nptt reHepaUHH 6blJJa YKaJaHa B03MO)l(HOCTb JJerKOfO 

npomtteceHH.!I H 3anoMHHaHH.!1 naponeii, nptt 3TOM OHH He ):lOJl)l(Hbl 6h!J1H COBna):laTb co CJJOBapHbIMH 

Bblpa)l(eHH.!IMH. B Ka)l(J:lOH nopUHH CO):lep)l(aJIC.!1 TOJlbKO 0):lHH napoJJb, a BpeM.!I no):l6opa 6b!J10 

orpattwqeHo 1 qacoM. 3KcnepttMeHT npoAOJJ)l(aJICH 6onee 45 qacoB, nptt 3TOM H3 3000 naponeii 6hmo 

no):lo6paHo Bcero 728, T.e. 24.3%. 

rpaqmKH HHTeHCHBHOCTH 3anpocoB BTOpOH cepHH 3KcnepttMeHTOB npttBe):leHhl Ha pttc. 2 H 3. 

Ilo roptt30HTaJlbHOH OCH OTJJO)l(eHO BpeM.!I, no BepTHKaJlbHOH - q11CJJO 3anpoCOB 3a ):laHHblH HHTepBaJI 

BpeMeHH. BHAHO, qTO B ):laHHOM 3KcnepttMeHTe CJJO)l(HOCTb o6pa6oTKH Ka)l(J:lOH nopUHH 6b1Jla 

npttMepHO 0):lHHaKOBOH. PocT cyMMapHblX rpaqrnKOB HaqwHa.!I co 2-ii noJJOBHHbl 3KCnepttMeHTa 

MO)l(HO o6'h.!ICHHTb OCBo6o)l(J:leHHeM pecypCOB cynepKOMnhlOTepa CKH<l> YpaJI. Peryn.11pHblH 

"nHJJoo6pa3HblH
11 

xapaKTep JJHHHH Ha rpaq:JttKe BbIXO):lHblX pe3yJJbTaTOB {pttc. 3) Bbl3BaH 

q:JHKCHpOBaHHblM pa3MepOM BblXO):lHOfO OKHa. Ha pttc. 4 H306pa)l(eH BKJJM Ka)l(J:lOfO H3 

BblqHCJJHTeJJhHblX KOMnJJeKCOB B peweHHe 3a):laqw (no q11cny o6pa60TaHHbIX H noJJyqeHHbIX 

cepBepoM nopuwii). 

YrATY 
37% 

"4e6blwee" 
36% 

Pttc. 4: BKJJM Ka)l(J:lOfO 113 BbJqHCJJHTeJJhHbIX KOMnJJeKCOB B 3a):laqe pacnpe):leJJeHHOfO 

3anycKa John the Ripper 

.6e3yCJJOBHO, B paMKax npoBe):leHHbIX 3KcnepttMeHTOB pacwttq:ipoBKa napoJJeH HMeJJa JlHIIlb 

aKaaeMwqecKHH xapaKTepe. TeM He Mettee, peweHtte TaKoii 3Maqw MO)l(eT 6h1Th none3HO Ha 

npaKTHKe ,L(JI.!I npoBepKH CTOHKOCTH napoJJeH noJJb30BaTeJJeH 60JJblIIHX CHCTeM KOJJJJeKTHBHOfO 

):lOCryna B Tex cnyqa.11x, KOf):la napOJJH q:iaKTHqecKH .!IBJJ.!IIOTC.!I e):lHHCTBeHHbIM MeTO):lOM 3aWHTbl 

):lOCryna. CTOHKOCTb naponeii HMeeT KpaiiHe Ba)l(HOe 3HaqeHtte nptt o6ecneqeHHH 6e3onacHOCTH 

TaKHX CHCTeM. 

11cnOJJb30BaHtte MO):lyJJeH B3aHMO):leHCTBH.!I X-Com C CHCTeMaMH oqepe):leH, KaK ~e 

fOBOpHJJOCb Bblille, B HaCTO.!IWee BpeM.!I BH):lHTC.!I KaK OCHOBHOH cnoco6 nO):lKJJIOqeHH.!I K 

pacnpe):leJJeHHblM pacqeTaM pecypcoB BblCOKonpOH3B0):lHTeJJhHblX Bb1q11CJJHTeJ1bHbIX KOMnJJeKCOB. 

O):lHaKO TaK!UI MO):leJJb nO):lKJJJOqeHH.!I pecypcoB CTaBHT nepeA CHCTeMOH X-Com PHA HOBblX BonpOCOB 

H 3a):laq, O):lHa 113 TaKHX 3a):laq - noHCK HOBblX oueHOK 3q:Jq:JeKTHBHOCTH npoBe):leHH.!I pacnpe):leJJeHHblX 

pacqeToB. ,ll;onroe BpeM.!I B KaqecTBe TaKOBblX B X-Com npHMeHHJIHCb }];Be xapaKTepHCTHKH, ycJJOBHO 

Ha3hIBaeMhie "cepBepHOH
11 

H 
11

KJJHeHTCKOH
11 

3q:Jq:JeKTHBHOCTblO. "CepBepH!U111 3q:Jq:JeKTHBHOCTb 

n03B0Jl.!IJJa oueHHTb HaKJJa):lHbie pacXO):lbl CHCTeMbl MeTaKOMnblOTHHra H BblqHCJl.!IJJaCb KaK 

OTHOIIleHHe BpeMeHH pacqem nopUHH Ha Y3J1e KO BpeMeHH, 3aTPaqeHHOMY cepBepHOH qacThlO X

Com Ha nOJJtty!O o6pa60TKY TIOH nopu1111, BKJJJOqa.11 reHepaUHIO, o6pa60TKY KJJHeHTCKHX 3anpoCOB, 

nepe):laqy ):laHHbIX. Ilptt pa6oTe qepe3 CYI13 K HaKJJa):lHblM paCXO):laM CHCTeMbl MeTaKOMnhlOTHHra 
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,D.06aBJUIIOTClI HaKJJa,D.Hbie paCX0,!l.bl CHCTeMbl O'Iepe,D.ett, BKJJIO'IM BpeMJI Q)l(H,D.aHHlI 3a,D.aHHlI B 

0'Iepe.D.H, K0T0poe M0)l(eT 6bITb ,!J.0CTaTO'IH0 BeJJHK0. O'IeBH,!l.HO, 'ITO ,D.aHHM 01..\eHKa rrpH rrpo'IHX 

paBHb!X 6y,D.eT rrpHHHMaTb ,!l.0CTaTO'IH0 BbIC0KHe 3Ha'leHHlI ,!l.JllI 0TH0CHTeJJbH0 CB060,D.HOH 

Bbl'IHCJJHTeJlbHOH CHCTeMbl H ,!J.0CTaT0'IH0 HH3KHe 3Ha'leHHlI ,!l.JllI 3arpJ)l(eHHOH CHCTeMbI, 0,!l.HaK0 06 
113cp<peKTHBHOCTH

11 
B TaK0M K0HTeKCTe fOB0pHTb 6y,D.eT J)l(e HeKoppeKTH0. 

BTopa,i: HCII0Jlb3YeMM 01..1eHKa -
11
KJJHeHTCKalI 3cpcpeKTHBHOCTb

11 
- Bbl'IHCJJlIJlaCb KaK 

0THOIIIeHHe 'IHCJJa IIOpl.\HH, p03,D.aHHblX KJJHeHTaM, K 'IHCJJY II0JJyqeHHbIX pe3yJJbTaTOB. 3Ta 01..\eHKa 

xapaKTepH30BaJia II0TepH rrop1..111ii, Bbl3BaHHbie, KaK rrpaBHJJ0, c60JIMH pa60Tbl KJJHeHTCKOH 'laCTH X

Com Ha Bbl'IHCJJHTeJJbHblX Y3J1ax. B CJJyqae CTa6HJJbHOH pa6oTbl Bcex KJJHeHT0B TaKM 01..1eHKa HMeeT 

Bb!C0KHe 3Ha'!eHHJI, rrpH HaJIH'IHH c6oeB (rrepe3anycK KJJHeHT0B, o6pb1Bbl CBJI3H H T.,D..) 3Ha'leHHe ee 

CHH)l(aeTCJI. CJJe,D.yeT 0TMeTHTb, 'ITO BCJJe,D.CTBHe oco6eHHOCTeH CTaH,D.apTH0ro aJiropHTMa 

pacrrpe,D.eJJeHHJI rrop1..111ii B X-Com (rrocJJe 0T.D.a'IH rrocJJe,D.Heii rrop1..11111 cepBep X-Com Ha'IHHaeT 

3aH0B0 pa.3.D.aBaTb Te II0pl.\HH, pe3yJJbTaTbl o6pa6oTKH K0T0pblX ,!l.0 CHX rrop He IIOJJyqeHbi) ,!l.aHHM 

01..1eHKa II0'ITH HHK0r,D.a He ,!l.0CTHraeT I 00%, xorn rrpH rpaM0THOH opraHH3al.\HH Bbl'IHCJJHTeJJbH0ro 

3KCrrepHMeHTa ee 3Ha'!eHHJI ,!J.0CTaT0'IH0 Bb!C0KH. IlpH HCII0Jlb30BaHHH MexaHH3M0B B3aHMO,D.eHCTBHlI 

C CY113 B03HHKaeT HOBblH IIOTeHI..\HaJlbHblH HCT0'IHHK 
11
II0Tepb

11 
rrop1..111ii - BX0,!J.Hble H Bb!X0,!l.Hble 

6ycpepbl rrpoMe)l(yr0'IHb!X cepBep0B. 

Eme 0.D.Ha HHTepecHa,i: 3a,D.a'la - .D.HHaMH'!ecKoe orrpe.D.eJJeHHe pa.3MepoB 6ycpepoB 

rrpoMe)f(JT0'IHblX cepBep0B, pa60Truom11x C0BMeCTH0 C CY113, pa.3MepoB 0K0H rrptteMa H rrepe,D.a'IH 

rrop1..111ii, a TaIOKe 'IHCJla 0,!l.H0BpeMeHH0 rro.D.,D.ep)l(HBaeMblX B 0'Iepe,D.H 3a,D.aHHH, rrptt K0T0pb!X M0)l(eT 

6b!Tb ,!l.0CTHfHYTb 0IITHMYM Me)l(,!l.y HaKJJa,D.HblMH pacxo,D.aMH Ha o6MeH ,D.aHHblMH, Hem6e)l(HblMH 

II0TeplIMH IIOpl.\HH, oce,D.ruom11x B 6ycpepax, H 3arpY3KOH KOHKpeTHOH Bbl'IHCJJHTeJJbHOH CHCTeMbl. 

PeweHHeM 3TOH 3a,D.a'IH M0)l(eT 6b!Tb yBeJJH'leHHe 'IHCJJa pyqHblX HacrpoeK rrapaMerpoB 

6ycpepma1..11111, B03M0)l(H0CTb MeHJITb HX B X0,D.e pa60Tbl rrpoMe)f(JT0'IH0ro cepBepa, a TaK)l(e 

HCII0Jlb30BaHHe HHq>OpMal.\HH 0 ,!J.0CTYIIHbIX pecypcax, rroJJyqeHHOH OT CY113. 

JluTeparypa 
[I] CttcTeMa MeTaI<0MIIblOTHHra X-Com (ocpHI..\HaJibHbIH caiiT rrpoeKrn), http://x-com.parallel.ru 

[2] BoeBO.D.HH BJJ.B., )l{oJJy.D.eB IO.A., Co6oJJeB C.H., CTecpaHoB K.C. 3BOJJIOI..\HJI CHCTeMbI 

MeTaK0MIIblOTHHra X-Com JI BecTHHK HH)l(eropo.D.cKoro rocy.D.apcTBeHHoro YHHBepcttTeTa 

HM. H.11. Jlo6a'!eBcKoro • .N'24. 2009. C 157. 
[3] John the Ripper, http://www.openwall.com/john/ 

[4] John the Ripper (6116JJHOTeKa craH,D.apTHbIX rrapoJJeii), 

http://download.openwall.net/pub/wordlists/all.gz 
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HH<l>OPMAU;IIOHHAJI CHCTEMA rPH~HHC1 

c 

M. M. CTerrattoaa, 0. JI. CTeCHK, ,ll;. C. KacTepHH, C. JI . .51:Koanea 

CaHKm-Ilemep6yp2cKuii 20cyoapcmeeHHb1ii y,weepcumem, 
qJU3U'JeCKUU <jJaKyflbmem, Kapeopa 6bl'JUCJIUmeJlbHOU qJU3UKU 

mstep@mms. nw. ru, stes@mms. nw. ru, dmk.pre@gmail.com, sl-yakovlev@yandex.ru 

CTa6HJJhHaH, Macwrn6ttpyeMM H )].HHaMHlJHaH HH<pOpMaUHOHHM CHCTeMa He06XO)].HMa )].Jrn 

ycTOHlJHBOro <pyHKUHOHHpOBaHHH mo6oli KalJeCTBeHHOH rpH.ll-CHCTeMbl. B )].aHHOH pa6oTe 

npe)].CTaBJJeH MO.llYJJb 11.HH<pOpMaUHOHHM CHCTeMa" (HC), KOTOpblH pa3pa6oTaH .llJlH HCITOJlb30BaHHH B 

paMKax npoeKTa HauttoHaJJhHOH HaHoTexHonomqecKoli ceTH (fpH.llHHC) [1]. 
Ha3HalJeHHe :noro MO.llYJJH - c6op, arpempoBaHHe tt )].HHaMHlJeCKOe o6HOBJJeHHe 

HH<pOpMaUHH O COCTOHHHH pecypcoB cattTOB, ITO)].KJJJOlJeHHbIX K rpH.ll-Cpe.lle, H npe)].OCTaBJJeHHe 

aKTYaJJhHbIX )].aHHbIX B OTBeT Ha KJJHeHTCKHe 3anpOCbl. Bee OCHOBHbie cepBHCbl fptt.llHHC 

B3aHMO)].eHCTBYJOT C HC )].JJH nonyqeHHH onepaTHBHOH HH<pOpMaUHH O TeKymeM COCTOHHHH rpH.ll

HH<ppaCTPYKTYPhl. OcHOBHhIM noTpe6ttTeJJeM HH<popMaUHH HC HBJJHeTCH CttcTeMa ynpaBJJeHHH 
BbIITOJJHeHHeM 3a)].aHHH (CYB3) B npouecce ITOHCKa H BbI6opa pecypca .llJlH BbIITOJJHeHHH 

KOHKpeTHOrO 3a)].aHHH. KpoMe Toro, )].aHHbie HC Heo6XO)].HMbl .llJlH pa60Tbl CHCTeMbl MOHHTOpHHra, 
ITOJlb30BaTeJJbCKOro HHTep<pettca, CHCTeMhl nepe)].a'IH )].aHHbIX H .llpymx ITO)].CHCTeM. 

EoJJbUIHHCTBO npOH3BO)].CTBeHHbIX rpH.ll-HH<ppacTPYKTYP noKa HCITOJlh3yeT OCHOBaHHbie Ha 

LDAP HH<popMaUHOHHbie cttcTeMhI, TaKHe KaK BDII (gLite) [2] H MDS2 [3]. O)].HaKo, B Ka1JecTBe 

6a3oBoro middleware npoeKTa fpH.llHHC 6bIJJ Bb16paH cepBttc-optteHTttpoBaHHhIH Globus Toolkit 4 

(GT4) [4], no3TOMY ocHOBOH peanH3aUHH HC cTan KOMnoHeHT Monitoring and Discovery System 

(MDS4) H3 3Toro naKeTa. Cne)].yeT TaIOKe OTMeTHTh, 'ITO MDS4 ycneUIHO ttcnOJJh3yeTCH B pH.Ile 

.llpymx KpynHhIX npoeKTOB, HanpttMep, TeraGrid [5], APAC[6]. 

Ocuoua peaJiuJaQHH - MDS4 

l1H<pOpMaUHOHHaH CHCTeMa fptt.llHHC peaJJH30BaHa Ha 6a3e Be6-cepBHCHbIX KOMITOHeHTOB C 

ttcnoJJb30BaHtteM cneutt<pHKaUHH WSRF [7]. l1cnoJJb30BaHtte MDS4 ynpomaeT C03.llaHtte 
HH<pOpMaUHOHHOro rpH)].-cepBttca, ITOCKOJlbKY OH npe)].OCTaBJJHeT pa6oTocnoco6HhlH 

BbICOKoypoBHeBblH cepBHC arpempoBaHHH )].aHHbIX, CTaH.llapTHbIH HHTepqielic ll MllHHMaJJbHYJO 

cxeMy .llJlH )].Ocryna K llH<pOpMaUHH O pecypcax. Ilptt 3TOM OH IT03BOJ1HeT C03)].aBaTb co6cTBeHHbIX 

ITOCTaBll\llKOB, eCJJll TPe6yeTcH ny6JJHKOBaTb )].OITOJJHHTeJJbHYJO HH<pOpMaUHJO, KOTOpaH OTCYTCTByeT 

B HCXO)].HOH peanH3al.lllll. 
MDS4 BKJJJ01JaeT )].Ba BhICOKoypoBHeBbIX cepBttca - l1H.lleKc (Index Service) " CepBHC 

Co6b1mli (Trigger Service), Ha6op nocTaBll\HKOB HH<popMaUHH (InformationProviders), a TaIOKe 

llHTep<peHCbl )].JJH npe)].CTaBJJeHHH )].aHHbIX. l1H)].eKC o6ecnelJHBaeT c6op )].aHHbIX OT pa3HbIX 

ITOCTaBll\llKOB ll npe)].OCTaBJJeHHe llH<pOpMal.lllll B BM.Ile CBOHCTB pecypca .llPYrHM cepBHCaM H 

KJJHeHTaM. B03MO,KHO nocTpoeHHe ttepapXH'leCKOH CTPYKTYPbl l1H)].eKCOB C arpempoBaHHeM )].aHHbIX 
Ha HeCKOJlbKHX ypoBHHX, nptt 3TOM ITOMep,KHBaeTCH perynHpHoe o6HOBJJeHHe H K3WHpOBaHHe caMbIX 

nocJJe)].HllX Bepcttli. CepBHC Co6bJTHH MO,KeT ll3BJJeKaTb HH<pOpMaUHJO H3 liH)].eKca H .llpymx 

HCTO'IHHKOB, a TaIOKe HHlll.lllllpOBaTh HeKOTOpbie )].eHCTBHH, KOr)].a BbIITOJJHHJOTCH onpe)].eJJeHHbie 

YCJJOBHH. 
,[{aHHbie .llJlH perHCTPal.lllll B l1H<pOpMaUHOHHOM CepBHCe (l1H)].eKCe) nocTynaJOT OT 

ITOCTaBll\llKOB llH<pOpMal.lllll (lnformationProviders). B KalJeCTBe npoBatt)].epa MO,KeT BbICTynaTI, KaK 

WSRF-cepBHC, )].aHHhie OT KOToporo nocTynaJOT no 3anpocy, TaK ll BHeUIHHH nporpaMMa, KOTOpM 

I Pa6oTa 6b1Jla 1JaCT111JH0 Bbin0JIHeHa np11 Qll!HaHCOBOli nonnepJKKe MllHIICTepcrna o6pa30BaHHH ll HayKll P<l> 
(KOHTPaKT N2 01.647.11.2004). 
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. I ., 

rrepuo,nir'leCKH orrpaIImBaeT rrpoH3BOJibHblH pecypc H BblBO,[{HT HHcjJOpMal.\UIO B XML-cpopMaTe, 
COOTBeTCTBYJOl.l.\eM cxeMe rry6JIUKal.\HH B HC. 

B HC GT4 )')Ke BXOAHT Ha6op CTaH,napTHbIX rrpoBaii,nepoB ,nm, KJiacrepoB, JIMP u HeKoTopbIX 
He WSRF-cepBucoB. Ilo yMOJI'laHHIO, peanu3al.lH» MDS4 MO)KeT rry6JiuKoBaTb nHcjJopMal.\HIO TOJibKO 
Ha OCHOBe BCTPOeHHOH cxeMbl GT4. 3Ta cxeMa, KaK rrpaBHJIO, He.[{OCTaTO'IHa AA» HCIIOJib30BaHH» B 
peaJibHOM rrpoeKTe, KpOMe Toro, He Bee B03M0)KHOCTH KOppeKTHO peanmoBaHbl B KO,ne. Ho B MDS4 

cymecTBYJOT ,nBa HHTepcpeiica AJI» BHe,npeHu» HOBblX rrpoBaii,nepoB: Usefu!RP u Execution 
Aggregator Source [8]. Ilpu ucrroJib30BaHuu Usefu!RP ,naHHb1e OT Ka)K.[{oro ucTO'IHHKa 6y.nYT 
rry6JIUKOBaTbC», KaK OT,neJibHa» rpyrrrra (CBOHCTBO pecypca), B TO BpeM» KaK Execution Aggregator 
Source II03BOJI»eT rry6JIUKOBaTb ,naHHble B 0,[{HOH rpyrrrre HH,neKca. TaKa» pacump»eMa» IIO,[{CHCTeMa 
,naeT B03MO)KH0CTb ,[{HHaMH'leCKH reHepupoBaTb 3Ha'leHU» XML AA» 0,[{HOfO UJIH 6onee CBOHCTB 
pecypca u rry6nnKOBaTb JII06YJO nHcpopMal.\HIO no n106oii cxeMe. 

IImI>opMan:uouuau cxeMa rpu,.HHC 

,!vrn orrucaHn» u rrpe,ncTaBJieHu» nHcpopMal.\HH o rpu,n-pecypcax Heo6xo,nuMa cmH,napTHa» 
cxeMa. B rpu.n rrpnH»To ucrroJib30BaTb GLUE-cxeMy, KOTOpa» rro.n,nep)KHBaeTc» pa6o'leii rpyrrrroii 
OGF (GLUE Working Group). OHa orrpe,neJilleT o6beKTbI, K0Topb1e orrncbrnaIOT opraHH3al.\HIO u 
CTPYKTYPY caiiTa, KJiaCTepa, roMoreHHbIX rro,nKJiaCTepoB, Y3JIOB, CHCTeMbl oqepe,neii, rrporpaMMHOfO 
o6ecrre'leHH» " ,np. CMbICJI HCIIOJib30BaHH» B pa3JIH'IHblX rrpoeKTax MaKCHMaJibHO CTaH,napTHOH 
cxeMbl orrucaHu» pecypCOB COCTOHT B TOM, 'IT06bl yrrpOCTUTb B3aUMO,neiiCTBUe Me)K,[{y 
rrpOH3BO,[{CTBeHHbIMH rpu,n-CHCTeMaMH, C03,[{aHHblMH Ha OCHOBe pa3HOfO ITO. 

B HacTollmee BpeMll AJI» fpu,nHHC pa3pa6omHa u ucrroJib3yeTc» XML-peanmal.lH» Mo,nenu 
nHcpopMal.\HOHHoro rrpocTPaHCTBa Ha ocHoBe GLUE Bepcuu 1.3 [9]. Ha MOMeHT cmpm Hamero 
rrpoeKTa eme He 6bma rrpnH»Ta OK0H'laTeJibHa» crreL1ncpnKaL1n» GLUE 2.0 [JO], a BCTPOeHHall B 
MDS4 XML-peanmaL1n» GLUE 1.1 nMeeT cymecTBeHHbie orpaHn'leHn» - B qacTH0cTH, B Hett 

HeJib3» rry6JIUKOBaTb .naHHbie 0 caiiTe, BHPTYaJibHblX opraHH3al.lH»X " nporpaMMH0M o6ecne'leHUH, a 
TaK)Ke KOA BCTP0eHHoro npoBaii,nepa GRAM4 He ,naeT a,neK-BaTHoii uHcpopMal.\HH 06 0'lepe,n»x. 
Ilo3TOMY, KaK u 6oJibilIHHCTBO rpu,n-cucTeM, MbI ucnoJib3yeM BapnaHT GLUEI.3, 
MOAHcjJHLIHPOBaHHblH c yqeT0M oco6eHHOCTeii u TeKymux noTpe6HOCTeii CB0ero npoeKTa. 

Ha puc. l npe,nCTaBJieHbl 0CHOBHbie o6beKTbl cxeMbl. 
O6beKT SITE co,nep)KUT o6mue a,[{MHHHCTpaTUBHbie CBe,neHU» 0 rpu,n-caiiTe " cnucoK Bcex 

cepBHCOB, K0T0pbie no.n,nep)KUBaIOTC» 3THM caiiTOM. 
Ba)l(Heiimeii 'laCTbIO onucaHHll BbI'IHCJIUTeJibHoro pecypca »BJilleTC» o6beKT GLUECE (HJiu 

ComputingElement), KOTOpbitt, no CYTH, ,naeT o6o6meHHoe npe,ncTaBJieHue oqepe.nu cncTeMbI JIMP. 
GLUECE co,nep)KHT CTaTH'lecKue xapaKTepucrnKu (Info), napaMeTpbI, 'lacrn MeH»10mue cmzyc 
(State), " n0JIHTHKH oqepe,nu (Policy). TaK)Ke OH M0)KeT BKJIIO'laTb Ha6op aBTOpH30BaHHblX 
noJib30BaTeneii HJIH rpynn (ACL), aTpu6YTOB rpynn (VOViews) u TeKymue 3a,naHHll (Jobs). 

O6beKT Service CJI)')KHT Mll npe,nCTaBJieHHll aTPH6YTOB rpu,n-cepBHCOB. B 3aBHCHMOCTH OT 
Tuna cepBuca, MO)KHO ucnoJib30BaTb onucaHue, Hau6onee nonHo OTPa)Ka10mee ero KOHKpeTHYJO 

cneL1ncjJuKy. 
O6beKT Cluster npe,nHa3Ha'leH ,[{JI» KOMnJieKCHOfO onucaHU» Bbl'IUCJIHTeJibHOfO pecypca, 

BKJIIO'laIOl.l.\ero np0H3BOJibHOe KOJIH'lecTBo o,nHopo,nHbIX no,nKJiacTepoB (SubCluster). B CBOIO 
oqepe,nb, SubCluster onpe,neJilleT o,nHopo,nHbltt Ha6op Y3JIOB, o6be,nuHeHHbIX 0AHHM JIMP. 
CooTBeTCTBeHHO, OH BKJIIO'laeT B ce6» o6beKTbl Queue, Host u Software. Cne,nyeT OTMeTHTb, 'ITO 
o6beKT Queue HaM npHilIJIOCb BBeCTH B onucaHue no,nKJiaCTepa, 'IT06bi ycTpaHHTb HeO,[{H03Ha'IHOCTb 
B cmH,napTHoii cxeMe GLUE 1.3, B03HHKaIOl.l.\YJO npu onucaHuu caiiToB c Ha6opoM oqepe,neii u 6onee 
qeM O,[{HUM no,nKJiaCTepoM. B HCXOAHOH cxeMe He 6bIJIO CBll3KH Me)K,[{y oqepe,nbIO H no,nKJiacTepoM, 
Ha KOT0pOM OHa pa6omeT. O6beKT Queue co,nep)KHT ,[{OMeHHOe HMll Y3Jia C JIMP, Ha3BaHue oqepe.nu, 
u orpaHn'leHu» ,noczyna K oqepe,nu (ACL). 
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SITE 
1 1 .. • 

UniquelD Cluster 
Name 1 1 .. • 

Description 
UniquelD SubCluster 1 O .. • Queue 
Name 

EmailContact WNTmpDir UniquelD CElnfo 
UserSupportContact +<ACL> 
SysAdminContact Name 

PhysicalSlots Security Contact 
PhysicalCPUs 1 1 .. • 

Location 1 1. • I Host 
Latitude +<GLUECE> LogicalCPUs 

Longitude WNTmpDir OperatingSystem.Name 
Web I, OperabngSystem.Release 
+<ServiceEndPoint> 

1 O .. •, 
OperatingSystem. Version 

+<Service> o .. • Architecture PlatformType 
Architecture. SMPSize 

Software MainMemory. RAMSize 

LocallD 
MainMemory. V1rtualSize 
Processor.ClockSpeed 

Name Processor. lnstrucbonSet 
Version Processor. Model 
lnstalledRoot Processor. Vendor 
+<EnvironmentSetup> + <LocalFileSyste m> 
+<ACL> +<RemoteFileSystem> 

PHc. 1: HmpopMaUHOHHM cxeMa fpH,D,HHC - Mo.nmpHUHposaHHhii-i: sapHaHT GLUE 1.3 

OrMeTHM eme pH,n oco6eHHOCTei-i: CTPYKTYPhI o6neKTa Software, onHchrnaIOmero ITO Ha 
no,nKJiaCTepe. Bo-nepBbIX, 3TO no.n,nep)KKa ny6JIHKaUHH Hll3BaHHH HCnOJIHHeMoro Mo,nyJIH, KOTOpaH 
pewaeT npo6JieMy cai-i:TOB, r.ne npHCYTCTByeT HeCKOJihKO CKOMnllJ!ttpOBaHHhIX sepctti-i: naKeTOB, 
ycTaHOBJieHHhIX s pa3Hble KaTaJIOfH. BO-BTOpbIX, OH co,nep)KHT BJIO)KeHHhlll o6'heKT 
EnvironmentSetup, KOTOpb!H HCfiOJlh3YeTCH ,nJIH ycTaHOBKH cpe,nhl OKp~eHHH nptt 3anycKe H 
BhinOJIHeHtttt nporpaMMhI, ecJitt GRAM cai-i:Ta ttMeeT no.n,nep)KKY Mo,nynH SoftEnv. HaKoHeu, 

,no6aBJieH BJIO)KeHHhlll 3JieMeHT ACL, nOCKOJihKY npllJIO)KeHHH MOfYT HMeTh JIHUeH3HOHHbie 
orpaHttlJeHHH tt K HHM fiOTPe6yeTCH orpaHHlJeHtte .nocryna s paMKax VO. 

PeaJJu1aunH Hu4>opMauuouuoii cncTeMLI B rpu.nHHC 

ApxnTeKrypa. <l>yttKUHOHttposaHue HC 06ecne11ttsaeTcH B3aHMOCBH3aHHoi-i: pa6oToi-i: 
KOMnOHeHTOB, nocTaBJIHIOJUHX HHq>OpMaUHIO, H KOMnOHeHTOB, 06ecne11ttBaIOIUHX ee c6op H 
o6'be,nttHeHHe. B3aHMO,nei-icTBHe OT,neJibHhlX 11acTei-i: HC OCHOBaHO Ha TeXHOJIOrHH se6-cepBHCOB H 

npottCXO./lHT nYTeM o6MeHa coo6meHHHMH, KOTOphie co,nep)KaT CTPYKT)'IJHpoBaHHbie ,naHHh!e s Btt,ne 
XML ,noKyMeHTOB. O6MeH coo6meHttHMtt ocymeCTBJIHeTCH no npoTOKony SOAP, KOTOphIH B 
Ka11ecTse TpaHcnopTHoro npoToKoJia ttcnoJih3yeT HTTPS. 

l1Hq>OpMaUHOHHWI CHCTeMa fpH,D,HHC HMeeT .nsa ttepapxtt11eCKHX ypoBHH - HH)KHHH yposeHh 
pecypcHoro ueHTPa ( COOTBeTCTByIOIUHi-i eMy HHq>OpMaUHOHHhlll cepBHC s ,naJibHei-i:IIIeM 6y,neM 
Hll.3bIBaTh JlOKaJihHhlM HHq>OpMaUHOHHhlM cepBHCOM (JIHC)) H sepXHHH yposeHh, KOTOpblll 
arpempyeT ,naHHhie scex JIHC (,nanee IJ;eHTPaJihHhii-i: ttHcpopMaUHOHHhii-i: cepsttc (IJ;l1C)). 
HmpopMaUttOHHhie cepsttChI (KaK JIHC, TaK tt IJ;l1C) nocTPOeHhI Ha ocHose MDS4, KOTOpb1i-i: 
3anycKaeTcH B Globus-KOHTei-i:Hepe. 

HC co6ttpaeT ttHq>OpMaUHIO o rptt,n-pecypcax tt ,nenaeT ee ,nocrynHoi-i: B BH,ne csoi-icTs pecypca. 
Tiptt 3TOM no.n,nep)KttBaeT K3IIIttposaHtte CaMblX nocne,nHHX Bepctti-i: ,naHHbIX, HCnOJih3YH MexaHH3M 
"caMOOlJHCTKtt". Ony6JIHKOBaHHhlll B HC o6'beKT HMeeT onpe,neJieHHOe BpeMH )Kll3HH H 3anttCh 
aBTOMaTHlJeCKH y,naJIHeTCH, eCJIH 3a 3TO BpeMH He npOH30IIIJIO o6HOBJieHtte. 
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CPPrc 

? ~~ ~ ~~ •" < 

SR-check t----.., l..11'1C "devel" I request 

reque
st 

(gr4.phys.spbu.ru) l..11'1C "production" 
(cis-backup.jinr.ru) 

X86_64 

~ 
upstream 

n1-1c 
[§] [§] [§] 

WebMDS 
(secure) 

SR-check 

l..11'1C "production" 
(cis.ngrid.ru) 

1386 

Pttc. 2: CxeMa B3attMo,neiicTBm1 HHcpopMaUHOHHhIX cepattcoa rpw,nHHC 

TeKymrui cxeMa pa6oThI HC npe,ncTaBJJeHa Ha pttc.2. KIDK.Uhiii caiiT .non)KeH HMeTh JIHC, 
KOTopb1ii 06ecne1maaeT arpempoBaHHe ,naHHhIX o acex pecypcax caiiTa H ny6nttKaumo B l.U1C. B 
HaCTO}lmee apeM}I HHcpopMaUHOHHruI HHcppacTpYKTYPa rpw,nHHC co.nep)KHT TPH l.U1C: ,nea H3 HHX 
o6ecneqwamoT pa6ory production-30HhI, o,nHH (l.U1C "<level") - ny6JJHKYeT HHcpopMaumo o acex 
pecypcax, B TOM qwcne TecTOBhIX. JIHC Ha acex caiiTax HacrpattBaIOTC}I Ha ny6nttKaumo B devel
l.U1C, HCnOJJh3Y}I MeXaHlf3M upstream. qT06hI caiiT CMOr ny6JJHKOBaTb ,naHHhle Ha cepBepe C 
ycTaHOBJJeHHh!M JIHC ,nOCTaTQqHo HMeTh cepTHcpHKaT Y3J1a, no,nnHCaHHh!H y,nocToBep}liOll..lHM 
ueHrpOM rpw,nHHC. Production-QHC caM onparrmaaeT JIHC H 3a6wpaer c HHX ,naHHhie, ttcnoJJh3Y}I 
MexaHH3M downstream. ITptt 3TOM BO3MO)KHa ny6nttKau1rn ,naHHhlX TOJlhKO ,nJl}I TeX JIHC, KOTOphie 
npe,nOCTaBJJ}IIOT KOppeKTHYIO HHcpOpMaUHIO O pecypcax H cepBttcax caiiTOB, ocpHUHaJJhHO 
3apemcrpttpoaaHHhIX B Cepawce pemcrpautttt (CPPrC). TaKrui cpHJJhTpaUH}I o6ecneqwaaeTC}I 
pa3pa6oTaHHhIM Mo,nyneM SR-check. 

Moi:.yJih B3aDMoi:.eiiCTBHH C CPPrC. KIDK,IJ,hlll caiiT rpw.nHHC ,nOJJ)KeH 6hITh 
3apemcrpwpoaaH e Cepattce pemcrpauww. Mo,nynh B3attMo,neiicTBH}I c CPPrC BhinOJJH}leT 3a_naqy 
KOppeKUHH .naHHh!X production-l.U1C no ,naHHhlM cepBHCa pemcrpaUHH. A HMeHHO, neptto,nuqeCKH 
,nenaeTC}I npoaepKa Ha cooTBeTCTBHe ,naHHhIX, KOTOph1e ny6nttKyeT JIHC caiiTa B devel-l.U1C, c 
HHcpopMauweii o caiiTe H3 CPPrP, B TOM qwcne npoeep}leTC}I cTaryc H cocTO}IHHe caiiTa 
(working/testing/downtime, etc). ITo pe3ynhTaTaM npoaepKH cpopMttpyeTC}I cnwcoKJIHC caiiTOB (CIS
downstream-list), KOTOpbie 6y.nyr onparrmaaTbC}I l.U1CoM. ,[(HarHOCTHqecKa}I HHcpopMaUH}I c 
pe3yJJhTaTaMH KIDK,UOH npoaepKH .nocrynHa ,nJl}I npocMorpa a,nMHHHCrpaTOpaM caiiTOB B BH,ne html
crpaHHllhl. 

Ilposaiii:.epbl n ny6JinKauun. ITepaHqHhlMH HCToqHHKaMH HHcpopMaUHH O COCTO}IHHH 
pecypcoB rpw,nHHC }IBJJ}IIOTC}I a) JlOKaJJhHhie (KJJaCTepHbie) CHCTeMhl ynpaBJJeHH}I, pa6oTaIOIIlHe Ha 
rptt,n-lllJJI03e JI 6) cepBHChl rpw,nHHC, npe,nocTaBJl}IIOll..lHe pa3Hhle THnhI ycnyr (HanpHMep, cepBHChl, 
o6ecneqHBaIO[IlHe nepe,naqy ,naHHhIX, HJJH cepBHC ynpaaneHH}I npoKCH-cepTHcpHKaTaMH). YqHThIBa}I 
rereporeHHOCTh peanhHO cymeCTBYIQIIlHX CHCTeM, KIDK,Uru! H3 KOTOphIX noMep)KHBaeT CBOH 
co6cTBeHHhie HHTepcpeiich! tt npOTOKOJlhl .nocryna K ,naHHhIM, Heo6xo,nHMa pa3pa6oTKa cneUHaJJhHhlX 
nporpaMMHhIX KOMnOHeHT - nocTaBIIlHKOB HHcpopMaUHH {ITH, InformationProvider). ITH 
BhinOJJH}llOT cpyHKUHH c6opa ,naHHhIX O COCTO}IHHH KOHKpeTHhlX pecypCOB, cpOpMHPYIOT BaJJH,nHhlH 
XML-,noKyMeHT H nepe,naIOT ero cnym6e arperaUHH. 
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B peanH3au11io MDS4 BX0A11T Ha6op npoBall):(epoB, 
HO Hl1 0/:(llH 113 Hl1X B llCX0J:(H0M Bll):(e He 

YA0BJieTB0plm HaumM Tpe6oBaHttl!M. OcHOBttyIO 
CJI0)KH0CTb npeACTaBJillJI npoBall):(ep JI0KanbH0f0 
MeHe):()l(epa pecypcoB (TIM GRAM), KOTOphIH 

co6npaeT nmpopMaunio H3 JIMP n npeA0CTaBJilleT ee 
B cepBttc GRAM4. CepBttc 11cn0Jih3yeT :ny 
11Hq>OpMau11io Ml! 3anycKa 3Maq n pemcTp11pyeT ee 
B JIMC. Tip11 cnoco6e ny6n11Kau11n, K0TOphIH 
11cnoJih3yeTCll B MOS no yMonqaH11IO, 0TKJIJOqllTh 
3T0T ITH HeJib3ll, a qacTh nporpaMMH0f0 K0J:(a, 
0TBeqaiomero 3a ny6n11Kau11io, Hepa6oTocnoco6Ha 11 
He n03B0JllleT, B qacTH0CTl1, ny6Jil1KOBaTb 
J:(11HaMllqecKyio 11Hq>OpMaU11IO 0 C0CT0l!Hl1ll 
oqepe):(eii. TioJTOMY nOTpe6oBanOCb 11Cn0Jih30BaTb 
Apyroii cnoco6 ny6n11Kau11n, KOTopb1ii no3B0JilleT 
0TKJIJOqHTh BCTPOeHHhIH GRAM4-npoBall):(ep, 11 
pa3pa6oTaTh HOBhIH TIM Ml! JIPM. B pe3yJihTaTe, 
Mll JIMP PBSfforque [11] 11MeeTCll B03M0)KH0CTh 
KoppeKTH0 ny6miKOBaTb BCIO J:(llHaM11qecKyIO 
11Hq>OpMaUllIO. Ha p11c. 3 )1(11pHblM rnp11q>TOM 
BbIJ:(eJieHbl aTPl16YTbI oqepe):(11, K0T0pbie 6hIJil1 
A06aBJieHbl. 

Co3AaH11e co6cTBeHHOro npoBaiiAepa 
TPe6yeTcl! Mll nio6oro He WSRF-cepB11ca. 
HanpttMep, npoBall):(ep 11Hq>OpMaun11, 
pa3pa6ornHHhIH Ml! cepB11ca GridFTP, coe):(11HlleTCll 
c GridFTP-cepBepoM, q11TaeT 

UniquelD 
Name 

ComputingElement 

lnfo.GRAMVersion 
lnfo.HostName 
lnfo.LRMSType 
lnfo.LRMSVersion 
lnfo.LRMSPort 
lnfo.TotalCPUs 

State.ActiveNode 
State.ldleNodes 
State.Total Nodes 
State.Status 
State.RunningJobs 
State.WaitingJobs 
State.TotalJobs 
State.FreeJobSlots 

Policy.MaxWallClockTime 
Policy.MaxObtainableWallClockTime 
Policy.MaxCPUTime 
Policy.MaxObtainableCPUTime 
Policy.MaxTotalJobs 
Policy.MaxRunningJobs 
Policy.MaxWaitingJobs 
Policy.Priority 
Policy.AssignedJobSlots 
Policy.MaxSlotsPerJobs 
Policy.Preemption 

P11c. 3: l-IHq>OpMau11ll o CE 

3aron0B0K ero oTBeTa n ny6n11KyeT B JIHC. Ecn11 coe):(ttHeHtte He yAaeTCll ycTaH0BHTh B TeqeHtte 30 

ceKyHA 11Jlll np11CYTCTByIOT orntt6K11, cepBep noMeqaeTCll KaK Hepa6oqnii. 3ToT TIM npeACTaBJllleT 
co6oii cKp11m Ha ll3hIKe Perl n KOHq>11rypau110HHhIH XML qiaiiJI. 

KpoMe YKa3aHHhIX Bhlllie AByx 0CH0BHhIX Tlln0B 11CT0qHllK0B J:(llHaMttqecKOH l1Hq>OpMau1111 -
oqepe):(11 11 cepB11ChI, B MC ny6n11KyeTCll CTaTnqeCKal! llHq>OpMaU11ll, llCT0qHl1K0M KOTOpoii llBJilleTCll 
TeKCTOBbIH KOHq>ttrypau110HHbIH qiaiiJI. B qacTH0CTll, OH C0J:(ep)Kl1T J:(aHHbie 06 opraH113au1111, 
noMep)K11BaIOmeii pecypc, nporpaMMH0M 11 annapaTH0M 06ecneqeHtt11 KJiacTepoB 11 AP-

Be6-HHTep4>eiic Ilu4>opMaQHOHHOH CHCTCMbl 

Be6-11HTepqieiic MHq>OpMaunoHHoii CttcTeMbI (BMC) no3B0JilleT noJih30BaTeJIIO nocM0TPeTb 
TeKymyio 11Hq>OpMaU11IO 0 C0CT0l!H1111 pecypcoB. Bl-IC He l!BJllleTCll qaCTbIO MC - 3T0 npocTO Be6-
11HTepqieiic Ml! OT06p~eH11ll l1Hq>OpMau1111 0 CB0HCTBaX pecypcoB, J:(0CTYflHbIX B l.U'IC. 

TiporpaMMHall pean113au11ll BMC npeACTaBJilleT co6oii cepBneT, q>yttKU110Httpyiom11ii B paMKax 
0TJ:(eJihH0f0 cepBepa np11JIO)KeH11ii, KOTOpblH 11Cfl0Jlb3YeT CTaHAapTHbie 3anp0Cbl CBOHCTB pecypcoB K 
U:eHTPanbHOMy llHq>OpMaUllOHHOMy cepB11cy (l.U'IC), q>OpMampyeT llX ll oT06p~aeT B B11):(e 
A11HaM11qecKHX html-cTPaHttU, Pa3pa6oTaHHhie anrop11TMhI nonyqeH11l! J:(aHHhIX H3 MC peanH30BaHhI B 
B11):(e Ha6opa XSL T-npeo6pa30BaH11ii. 

TeKyll\al! pean113au11ll BMC BCTPa11BaeTCll B KOHTeiiHep Tomcat 6. ,lvill o6ecneqeHl1ll 

TPe6yeMoro ypoBHll 6e3onaCHOCTl1 Bbin0JIHeHa HaCTPOHKa cepBepa npttJIO)KeHl1H Ml! pa60Tbl C 
ycTaHOBKOH 3am11meHH0f0 SSL-coe):(llHeHllll C llCn0Jih30BaH11eM cepTllq>11KaTOB YA0CT0Bepl!IOIUero 
ueHTpa fpttAHHC. 

B HacTollmee BpeMll BMC fpttAHHC pa3Mern;aeTcll no Mpecy https://cis.ngrid.ru:4443. 
T11nnqHhie 3anpocb1, no3B0Jil!IOIU11e Bhll!CHllTh o6myio CTPYKTYPY rp11A-K0MnJieKca 11 nonyqttTh 
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flOJIH)'IO 1-rncpopMaQHIO O COCTOJIHHH caihoe, oqepe,!1.ett H ,!1.pyrttx pecypcoe, BbJHeCeHbl B OT,!J.eJibHbie 
CCbIJIKH Ha CTapTOBOH CTpaHHQe. KpoMe TOfO, C03,!J.aH cattT, C ,!l.HHaMtttJeCKH o6HOBJIJleMblMH 
CTPaHttQaMH H B03M0)KH0CTblO npOCMOTPa C0,!1.ep)KHMOfO Bcex Tpex I..U1C, cpyHKQHOHttpyiomnx B 
npoeKTe. 

3aKJJIOlJCHHe 

B pe3yJibTaTe npo,!1.eJiaHHOH pa60Tbl nonyqeHa YCTOHlJHBaJI KOHcpttrypaQHJI 11HcpopMaQHOHHOH 
cttcTeMbJ, KOTOpaJI Janymetta H ncnonbJyeTcJI Ha nonttroHe rpH,!1.HHC. Ilo Mepe paJBHTHJI tt 
HapamHBaHHJI cpyHKQHOHaJibHblX B03MO)KHOCTeH npoeKTa OHa, 6e3yCJIOBHO, 6y,!J.eT ,!1.0pa6aTbIBaTbCJI H 
coeepwettcTeoaaTbCJI, HO ~e cefiqac 3TO anonHe pa60Tocnoco6HaJ1 cncTeMa, npttro,1J.HaJ1 K 
3KCilJiyaTaQHH. 

TeM He Mettee, CTOHT CKaJaTb H O He,!J.OCTaTKax, npttcymnx Be6-cepBHCHOH peanHJaLIHH MDS. 
B nepayio oqepe,!1.b, 3TO CJIO)KHOCTb H 6oJiblIIOH 06beM nporpaMMHOfO KO,!J.a, a rnaBHOe, OlJeHb 
CHJibHaJI HHTerpaQHJI c Globus WS Core H ,!1.pyrnMH KoMnotteHTaMtt GT4. MDS4 ycrnttaBJittBaeTCJI 
BMecTe c GRAM4 B 6moaoii ycrnHOBKe H pa6orneT B Globus-KOHTeiiHepe. BecbMa npo6neMaTHtJHO 
BbllJJieHHTb MDS H3 GT4 H co6paTb B BH,!J.e He3aBHCHMOro naKeTa. 3To 3HalJHT, lJTO HCflOJib30BaTb 
MDS4 e rpH,!1.-cpe,!1.e, r,!J.e B KatJecTBe lIIJIJOJa 6y,!J.eT ncnoJih30BaTbCJI He WS GRAM4 epJI,!1. JIH 
1.1enecoo6paJHO - c O,!J.HOH CTOpOHbl, npH,!1.eTCJI CTaBHTb TJl)KeJibJe 6H6JIHOTeKH ws Core, a c ,!1.pyroii -
pernaTh ,!J.OflOJIHHTeJibHYJO npo6neMy B3aHMO,!J.eHCTBHJI C KJIHeHTaMH H cepBHCaMH, y KOTOpbIX XML 
He JIBJIJleTCJI BHYTPeHHHM cpopMaTOM ,!J.aHHblX. TaIOKe CJie,!J.yeT HMeTb B BH,!J.Y, lJTO npeKpameHa 
noMep)KKa KO,!J.a 3Toro naKeTa pmpa6oTtJHKaMH. 
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I1oc6RU(llemcn 100-J1em11e.My 106Ullel0 I'lla6IIOZO TeopemuKa KOCMOIIU6mUKU QKQOe.MUKa 

M.B. KeJJOblma (J0.02.1911-24.06.1978) u 35-J1emu10 npozpa.wtbl «Co103-AnoJ1J1011». 

M.B. Kerr,11.hIIII - H,11.eorror H opraHmarnp KOCMHqecKHX Hccrre,11.oBaHHii. B 1955 ro,11.y ,11.rrR 
y6e)K)l;eHHR pyKOBO,ll.HTerreii CCCP B He06XO,ll.HMOCTH OCBOeHHR KOCMHqecKoro npOCTPaHCTBa Ii 

3anycKOB KOCMHqecKHX CnyTHHKOB Ii Kopa6rreii M.B. KeJIAhllll Bbl,11.eJIHJI ,II.Be rJiaBHble 33,ll;aqu: 
pa3eemca u ua6JIIO,ll.CHHH 3eMJIH, BOKpyr KOTOpblX cqiopMHpOBaJIHCb MHOrHe HayqHO
HCCJie,11.oBaTeJihCKHe npoeKTur. B llHCTHryTe HM. M.B. Kerr,11.hIIIIa O,11.HH H3 aBTOpoB (T.A. CYIIIKeBuq) 
pa6oTaeT c 1961 ro,11.a, a c 1963 ro,11.a yqacTByeT B KOCMHqeCKHX HCCJie,11.0BaHHH, B TOM qucrre B 
nepBblX HayqHhIX 3KCnep0MeHTax no Ha6rrro,11.eHHRM Ii ,ll.HCTaHI-IHOHHOMY 3OHAHpoBaHHlO H3 KOCMOCa 
opeorra 3eMJIH, 3eMHOH noBepXHOCTH Ii OKeaHa. 

B HaCTORll.leii pa6oTe pe% HAeT O ,11.HCTaHUHOHHOM 3OHAHpoBaHHH CTPaTOcqiepHblX 
a3pO3OJlbHbIX crroeB H 3arpR3HeHHR OKp)')KaIOll.leii cpe,11.bl, BO3HHKalOll-lHX B pe3yJihTare H3Bep)KeHHH 
BYJIKaHOB, MOll-lHbIX IlO)KapOB H nocrre,11.CTBHH BOeHHblX onepauHii (BoiiHa BO BbeTHaMe), KOTOpbie 
yqHThIBaIOTCR npH pacqeTax PMHaUHOHHblX qrreHOB KJIHMaT0qeCKHX Mo,11.erreii H oueHKax 
paAHaUHOHHoro qiopcHHra Ha KJIHMaT. BTIEPBhIE TaKyro npo6rreMy T.A. CYIIIKeBHq np0IIIJ1OCb 
peIIIaTh npH MaTeMaT0qecKoM Mo,11.errHpOBaHHH opeorra 3eMJIH, BTIEPBhIE cqiOTorpaqiHpoBaHHoro c 
IlHJIOTHpyeMblX KOCMHqeCKHX Kopa6rreii (IIKK) B HIOHe 1963 ro,11.a BarrepHeM <l>e,11.opOBHqeM 
bhIKOBCKHM Ha IIKK «BocToK-5» H BarreHTHHoii BacHJibeBHoii TepeIIIKOBoii Ha IIKK «BocTOK-6»: 
KOTOpbte 6nep6ble cq,omozpat/JUp06QllU Olle6IIOU U cyMepe'-lllblU zopU30llfflbl 3eAIJlU U np06eJlU 
nep6blll 11ay'-lllblll 3KcnepUMellm no UCCJle006QIIUIO 3eAIJlU U3 KOCMOCQ npu y'-lacmuu 
KOCMOIIQ6m06 [ 1-11]. 

B 2010 ro,11.y IlOKOpHTeJIH KOCMOCa, HayqHaR H IlOJIHTHqecKaR o6meCTBeHHOCTb OTMeTHJIH 
35-JieTue HCTOpH'ICCKOro co6blTHH, KOr,11.a BnepBbie B HCTOpHH qeJioBeqecTBa KOCM0qecKHe KOpa6JIH 
CCCP H CllIA ocymecTBHJIH c6JIH)KeHHe H CThIKOBKY, 06pa3osaB e,11.HHhiii op6HTaJibHhtii KOMilJieKc. 
15 HlOJlll 1975 ro,11.a s 15 qacOB 20 MHttyT MOCKOBCKOro BpeMeHH CTapTOM KOpa6Jil! «COl03-l9» c 
KOCMo,11.poMa EaiiKoHyp (CCCP) Haqarrcll TIEPBblH B HCTOpHH nHJiornpyeMhtii KocMoHaBTaMH 
Me;imyuapo,11.HblH KOCMH'leCKHii UOJICT no nporpaMMe 3IIAC (3KcnepHMCHTaJibHblH DOJICT 
«AnoJIJiou-Coro3»). B TOT )Ke ,11.eHh B 22 qaca SO MHttyT c KOCMo,11.poMa Ha Mbtce KaHaBeparr (CllIA) 
cmpToBarr KOCMHqecKHii Kopa6rrh «AnorrrroH-18» (aHrn. Apollo-Soyuz Test Project (ASTP)). 
17 HIOJl}l 197 5 ro,11.a, COCTORJiaCb CTbIKOBKa. KoHTaKTHOe B3aHMO,ll.ettcTBHe «Coro3a» Ii «AnoJIJIOHa» 

1 
Pa6oTa BblIIOJIHlleTCll nplI <j>nHaHCOBOii IlO)UleplKKe PoCCHHCKOro <j>oH,ZJ,a <j>yH;i:aMeHTaJibHblX HCCJieJ{OBaHHii 

(npoeKTbl 09-01-00071, 08-01-00024) n ITporpaMMbl <j>yH;i:aMeHTaJibHblX HCCJie;i:osaHHii PAH (npoeKT IT<l>H 

N2 3 (3.5) OMH PAH). 
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6h!JJO m1:maHO HCTop11qeCKHM 11 .!IBHJlOCb npoo6p!l.30M 6yAym11x Me)K,[lyHapOAHhlX KOCMHqecKHX 

cTaHUHtt (MKC). «CoJOJ-19» n11noT11poBan11 KoMaHAHP Kopa6n.11 fepoif CoBeTcKoro Co10Ja, neTq11K

KOCMOHaBT CCCP nonKOBHHK AneKceif Apx11noB11q JieoHoB 11 6opTttIDKeHep fepott CoBeTCKoro 

Co10Ja, neTq11K-KOCMOHaBT CCCP, KaHAHAaT TexH11qecKHX HayK Baneptttt H11KonaeB11q Ky6acoB, 

«AnonnoH» - acTpoHaBThI CIIIA ToMac CrncpcpopA, B:mc EpaHA 11 .n;oHMhA CnettTOH. 

ITo coBeTcKoif nporpaMMe 3ITAC c 2 no 8 AeKa6p.11 1974 ro.!(a 6hm ocymecTBneH noneT ITKK 

«Co10J-l 6» c 3KHnaJKeM - AHaToJ111tt Bac11nheB11q <l>11n11nqeHKO (KoMaHAttp) 11 HttKonaif H11KonaeB11q 

PyKaBHUIHHKOB (6opTHH)f(eHep ), Ha KOTOpOM KpoMe HCnhITaHHH CTblKOBOqHoro ycrpottcTBa, 

HeO,!(HOKpaTHO HCnhITaHHOfO 11 npoBepemmro Ha 3eMJle, 6hm11 npoBe,!(eHbl aTMOccpepHo-onT11qecKHe 

HayqHh1e 3Kcnep11MeHThI. B paMKax 3ITAC Ha ITKK «ColOJ-16» 11 «ColOJ-19» 3KcnepUMeum no 
11a6mooe11W1M noc11eocmauu zaJOBblX u a1poJOllbllblX Bbt6pocoa U3 ay11«a11a u nomapoa (aoe1111b1e 
oeucmaua ao BbemuUMe a 1961-1975 zz.) a cmpamoc'rpepy noArOTOB11J111 reopmif BJ1aAHM11poB11q 

P03eH6epr 11 AHaTOJlHH EopHCOBHq CaH.!(OMHpCKHH, a TeopeTHKO-pacqeTHhle HCCJle,!(OBaHH.11 11 

MO.!(en11poBaH11e 06ecneq11J1a TaMapa AneKceeBHa CyUIKeBHq [12]. 

3TH nttOHepcKHe pa60Tbl 3aJJO)f(HJlH cpyttAaMeHTMhHhie OCHOBhl B COBpeMeHHhie MeTO,!(hl 11 

cpe,!(CTBa AHCTaHUHOHHOfO 30H.!(HpOBaHH.!I 3eMJJH 113 KOCMOCa 11 MOHHTOpHHra nocne,!(CTBHH 

ecTeCTBeHHO-npttpOAHhlX 11 attrponoreHHhlX Karncrpocp, a TaK)f(e nO,!(TBep.!(HJlH mnoTe3bl 0 

crpaToccpepHbIX a3p030JlbHhlX CJlO.!IX, HX npoHCXO)K,[leHHH 11 peJ1aKcau1111. 

MoOellUpOBUIIUeM noClleocmauu UJaepmeuuu BYIIKUII08 3aHHMMC.!I aKa,!(eMHK HttKHTa 

HttKOJ1aeB11q MottceeB co CBOHMH yqeHHKaMH. CrpaToccpepHbie a3p030JlhHhle CJlOH BYJ1KaH11qecKoro 

npoHCXO)K,[leHH.11 o6bJqHo yqHTblBaJOTC.11 npH pacqeTax PaAHaUHOHHbIX qJleHOB B KJlHMaT11qecKHX 

MO,!(eJl.!IX. 3aMeTH, qTO HMeHHO OnhIT, np1106pereHHblH nptt MO.!(eJJHpoBaHHH Bb16pocOB BYJlKaHOB, 

OK!l.3MC.!I qpe3BbJqaifHO noJle3HhIM npH MO,!(eJ111poBaHHH nocne,!(CTBHH ((JlOKMhHOfO .11.!(epHOro YAapa» 

no Meranon11cy, BCJle,!(CTBHe KOTOporo B03HHKalOT MOmHhie no)f(apbl 11 repMHKH, BhlHOC.!lmtte «caJKy» 

B crpaToccpepy 11 npHBOAAmtte K 3cpcpeKTY, H!l.3BaHHOMY B CIIIA ((.11,!(epHa.!I HO%», H, KaK CJle,!(CTBHe, B 

HTOre peanmyeTC.11 H3BeCTHhlH cueHaptttt «.11.!(epHOH 3HMhI», paccqHTaHHhlH B 1983 fOAY 8Jla,!(HMHpOM 

BaneHTHHOBHqeM AneKcaHAPOBhlM (nom6 B 1985 roAy). A3p030Jlh, KaK ,!(blMHa.11 neneHa, 3a .!(Ba 

Mec.11ua MO)f(eT pacnpocrpaHHThC.11 no BCett 3eMJJe. B KaKOH 6bI crpaHe HM B30pBMHCh 6oM6hI - Bee 

nepeMeUiaeTC.11. Jlyqtt ConHua noqTH He 6YAYT ,!(OXO,!(HTh AO noBepxHOCTH 3eMJlH, TeMnepaTypa 

B03,!(yxa B p!1.3HhIX MeCTax yna,!(eT Ha 10-50 rpaAycoB. B ClliA H.!(elO no,!(06Hh1X HCCJle,!(OBaHHH 

BhIABHHyn acrpoHOM Kapn CaraH. 

B xpOHOJlOfHH nHOHepcKHX pa6oT COBeTCKHX yqeHblX no ,!(HCTaHUHOHHOMY 30HAMpOBaHHIO 

aTMOCcpepbl 11 3eMHOJf noBepxHOCTH 3eMJlH oco6oe MeCTO 3aHHMaJOT ,!(OCTH)f(eHH.11 COBeTCKOH 

nHJ10T11pyeMOH KOCMOHaBTHKH, CB.!13aHHbie C orpOMHOH pOJlhlO ITKK 11 ,n;OC (AOJlfOBpeMeHHbie 

op6HTMhHhle CTilHUHH) C '.)KHnaJKaMH KOCMOHaBTOB, KOTOpbie npOBO,!(HJlH n110HepCKHe YHHKMhHhie 

KOCM11qecKHe 3KcnepHMeHThl B KOHTpon11pyeMhIX ycJJOBH.!IX. ClliA npeAnoqTeHHe OT,!(aBMH 

HCKYCCTBeHHhIM cnyrHHKaM 3eMJlH, pa60TaJOmHM B aBTOMaT11qecKOM pe)f(HMe. 

IToneT IO.A. farap11Ha 12 anpen.11 1961 r. Ha ITKK «BocTOK», KOTOph1tt coBepUIHJ1 OAHH 

BHTOK 3a 108 MHH. BOKpyr 3eMJlH, - 3TO 6h1Jl nepBblll 83ZllHO U3 KOCMOCU IIU 3eM1110, m.e. nep8ble 
aUJyllllbllble 11a61110oe11UR noaepxuocmu u opeo11a 3eMllu, anepabte yauo@u ««oCMu11ec«y10 Jap10». 

ITOJleThl r.c. TttTOBa Ha ITKK «BocTOK-2» (aBrycT 1961 r.), Ar. HttKOJlaeBa Ha ITKK 

«BocToK-3» 11 IT.P. ITonoB11qa Ha ITKK «BocTOK-4» (aBrycT 1962 r.) pacU111pHJ111 npeACTaBJ1eH11.11 o 

B03MO)f(HOCT.!IX 8U3YllllbllblX 11a611100e1IUU. f.C. THTOB 6 aBrycTa 1961 r. B Haqane BTOpOro BHTKa 

ITKK «BocTOK-2» anepab1e a .Mupe npoae/l «u110CbeMKY 3e.Mllu U3 «oCMoca. 
Baneptttt <l>e.!(opoB11q EhIKOBCKHH Ha ITKK «BocToK-5» 11 BaneHTHHa BacHJ1beBHa TepeUIKOBa 

Ha ITKK «BocToK-6» (HIOHh 1963) anepab1e c<J,omozpa<J,upoall/lu 011ea11ou u cy.Mepe1111b1u 
zopUJ011mb1 (opeo11) 3eMllu - npoae11u IIEPBb/H 11ay1111b1u 1«cnepUMe11m UJ «oCMoca. Ehmo 

nono)f(eHo 11a11ll/lo u11cmpy.Me11mll/lbllbl.M ucCJ1eooaa111m.M onmu11ec«u a«mua11b1x «o.Mno11e11moa 
am.Moc<J,epb1. Teoper11qecKoe 06ocH0BaH11e 3THX 3KCnep11MeHTOB npoBen r.B. P03eH6epr [5-7], a 

reopeTHKO-pacqeTHhie pe3yJlhTaThl M.11 aHMH3a 11 HHTepnpeTaUHH KOCMHqecKHx ,!(aHHhlX nonyqHJ1a 

T.A. CyUIKeB11q, 3TOMY ,!(OCTH)f(eHHIO nocB.11meHa CTaTh.11 «K HCTOpHH nepBOro HayqHoro 
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3KCnep11MeHTa no .!UICTaHI . .\ll.OHHOMY 30H,1-11l.pOBaHmO 3eMJJll. Ha nliJJOTHpyeMOM KOCMll.4eCKOM 

Kopa6ne» [2]. CmTbR nocBSIII-laeTcsi mJOKe 45-nernIO ocymecTBJJeHHR B CCCP B HIOHe 1963 ro.1-1a 

IIEPBOI'O 6 ucmopuu 3e.11mou l{UBllllUJal{uu nay<tnozo 11<.cnepUMeuma no oucma,11<uon110My 
30ll0Up06UllUIO 3e.MJ1U 1<.0CM0HU6mll.lftU Ha llllll0mupyeMblX ««opa6m,x-cnymuu«ax», KaK Ha3blBaJJ 

KOCMH4eCKHil: Kopa6nb c KOCMOHaBTaMH Ha 6opry Cepreil: IlaBJJOBll.4 KoponeB. 

B 1moM nay<tH0M J«.cnepuMe11me 6bmu BIIEPBbIE 0611apyJ1ce11bt m «.oCMoca 
ll3p030/lbllbte cmpamoctj,epllbte C/I0U, 603IIUl<.UlUe 6 pe3yllbmame M0ll{II0ZO U36epJ1CellUR 6Yll«aua 
Azyuz 6 Mapme 1963 zoi>a (fyHyHr AryHr - ropa-ByJJKaH Ha ocTpoBe EanH, l1H.1-IOHe3HR). 

14 anpensi 2010 ro,1-1a Haqanocb H3Bep:lKeHHe BYJJKaHa, pacnoJJo:lKeHHOro B IO:lKHoil: qacTH 

ne,1-1HHKa 3il:siqibsiTJJail:oKy.1-IJJb (Eyjafjallajoekull) B 200 KHJJOMeTPax K BOCTOKY OT Peil:KhSIBHKa, 

l1cJJaH,1-lll.SI. 3TO co6b!Tll.e CTaJJO HOBOCTblO HOMep 0,1-lll.H Ha .1-IJJll.TeJJbHOe BpeMSI ll. HaceJJeHll.e nJJaHeTbl 

MOrJJO Ha6JJI0,1-laTb Bll.3YaJJbHO (B ll.HTepHeTe ll. Ha 3KpaHax TeJJeBH30p0B) 3a pa3Bll.Tll.eM npouecca 

li3Bep:lKeHHSI. l13Bep:lKeHHe npHBeJJo K o6pa30BaHll.lO 6oJJbllIOro o6naKa nenJJa H BYJJKaHH4eCKOH nbIJJll. 

Bb!COTOH 6 KM, KOTOpoe CHaqana noHeCJJO BeTPOM Ha IOrO-BOCTOK K EpHTaHCKll.M OCTpOBaM, a 3aTeM 

CMeCTll.JJOCb B CTopoHy CeBepHOH EBpOnbI ll. ceBepo-3ana,1-1HOH qacTH PoccHH, a 16 anpensi ,1-IOCTll.rJJO 

MocKBbI Ha BbICOTe 10 KM. J1306pa:lKeHHSI co cnyTHHKa TERRE/MOD IS MO:lKHO 6bmo YBH.1-leTb Ha 

cail:Te NASA http://earthobservatory.nasa.gov. focy.1-1apcTBeHHoe yqpe)K,1-leHtte HayqHbIH ueHTP 

a3poKOCMtt4ecKoro MOHHTOp1mra A3POKOCMOC no.1-1 pyKOB0.1-ICTBOM aKa,1-1eMHKa B.r. EoHAyp 

onepaTll.BHO npe,1-1cTaBliJJO KOCMH4eCKHe CHHMKll. Ha CBOeM cail:Te http://www.aerocosmos.info/ ll. 

.1-1ocmT04HO cKopo B A3POKOCMOC 6bmH npoBe,1-1eHbI oueHKH llIJJeil:qia ,1-1110KcH,1-1a cepbI S02 .1-IJJSI 

Bb!COT 6onee 5 KM. fa30Bble H a3p030JJbHbie Bbi6pocbl ,1-IOCTll.rJJll. CTPaTOcqiepbl ll. Ha'l.aJJaCb 

penaKCaUHSI HOBOro CTpaTocqiepHoro a3p030JJbHOro CJJOSI. ' 

Bym.:a11uqecK11e npo,1-1yKTbl, J1a6a - 3TO MarMa, ll.3JJll.BaIOII-1aRCSI Ha 3eMHYIO noBepXHOCTb 

nptt H3Bep:lKeHHRX, a 3aTeM 3aTBep,1-1eBaIOII-1aSI, Cocmae J1aeb1: TBep,1-1b1e nopo,1-1b1, o6pa3YlQII-1Hecsi npH 

OCTbIBaHll.H JJaBbl, co,1-1ep:lKaT B OCHOBHOM ,1-IHOKCll.,1-1 KpeMHll.SI, OKCll.,1-lbl aJJlOMll.HHSI, :lKeJJe3a, Marmrn, 

KaJJbl-lHSI, HaTPHR, KaJJll.SI, Tll.TaHa H Bo,1-1y. 06bi4HO B JJaBax co,1-1ep:lKaHHe Ka:lK,1-IOro ll.3 3THX 

KOMnOHeHTOB npeBbilllaeT 0,1-lll.H npoueHT, a MHorne .1-1pyrne 3JJeMeHTbl npll.CYTCTBYIOT B MeHbllleM 

KOJJll.4eCTBe. 

CymecTByeT MHO:lKeCTBO Tll.nOB BYJJKami.qecKHX nopo.1-1, pa3JJH'l.al01I-1ll.XCSI no XHMll.4eCKOMY 

COCTaBy. qame Bcero BCTPeqaIOTCSI qeTbipe Tll.na, npHHa.1-IJJe:lKHOCTb K KOTOpbIM ycTaHaBJJll.BaeTCSI no 

co,1-1ep:lKaHll.lO B nopo.1-1e ,1-lll.OKCH,1-la KpeMHHSI: 6a3aJJbT 48-53%, aH,1-le31l.T 54-62%, .1-1a1-1HT 63-70%, 

pHOJJHT 70-76%. Ilopo,1-1bI, B KOTOpblX KOJJH4eCTBO ,1-lll.OKCH,1-la KpeMHll.SI MeHbllle, B 60JJbllIOM 

KOJJll.4eCTBe co.1-1ep:lKaT MarHll.H ll. :lKeJJe30. IlpH OCTbIBaHll.ll. JJaBbl 3Ha41l.TeJJbHaSI qaCTb pacnJJaBa 

o6pa3yeT BYJJKaHH4eCKOe CTeKJJo, B Macce KOTOporo BCTPeqalOTCSI OT,1-leJJbHbie Mll.KpOCKOnJl.qecKHe 

Kpll.CTaJJJJbl. l1cKJJI04eHll.e COCTaBJJS!lOT T.H. qieHOKpll.CTaJJJJbl - KpynHble Kpll.CTaJJJJbI, o6pa30BaBlllll.eCSI 

s MarMe eme s He,1-1pax 3eMJJll. H BbIHeCeHHble Ha noBepXHOCTb IlOTOKOM )KH,1-IKOH JJaBbl. qame BCero 

qieHOKpll.CTaJJJJbl npe,1-1cTaBJJeHbl noneBb!Mll. lllnaTaMll., OJJHBll.HOM, nHpOKCeHOM ll. KBapueM. Li;BeT 

BYJJKaHH4eCKOro CTeKJJa 3aBll.Cll.T OT KOJJll.4eCTBa npHCYTCTBYlQII-1ero B HeM :lKeJJe3a: 4eM 60JJbllle 

)KeJJe3a, TeM OHO TeMHee. TaKHM o6pa30M, ,1-la:lKe 6e3 Xll.Mll.4eCKll.X aHaJJll.30B MO:lKHO ,1-1ora,1-1aTbCSI, 4TO 

CBeTJJOOKpallleHHaSI nopo.1-1a - 3TO pHOJJll.T HJJll. .1-1a1-1HT, TeMHOOKpallleHHaSI - 6a3aJJbT, ceporo 1-IBeTa -

aH,1-le31l.T. Ilo pa3JJll.41l.MbIM B nopo.1-1e MHHepanaM onpe,1-1eJJSilOT ee Tll.n. TaK, Hanpll.Mep, OJJll.Bll.H -

MHHepan, co,1-1ep:lKaII-1HH :lKeJJe30 ll. MarHHH, xapaKTepeH .1-IJJSI 6a3aJJbTOB, KBapu - .1-IJJSI pHOJJll.TOB. 

By11«allU'leC«.Ue Zll3bl. Ilocne MOII-IHOro ll.3Bep:lKeHHSI B BepXHll.e CJJOll. aTMOCqJepbl 

n0,1-IHHMalOTCSI MHOrll.e MliJJJJHOHbl TOHH BYJJKaHH4eCKOH nbIJJll. ll. ra30B. 8 OCHOBHOM 3TO cepHHCTbie 

fa3bl, KOTOpbie o6pa3YlQT B CTpaTocqiepe o6JJaKO H3 MeJJb'l.aHlllll.X qaCTll.4eK cepHoil: KHCJJOTbl. fa3bl, 

Bbl,1-leJJRlOII-1HeCSI ll.3 MarMbl ,1-10 ll. nocne ll.3Bep:lKeHHSI, ll.MelOT Bll.,1-1 6eJJbIX CTPYH B0,1-ISIHOfO napa. Kor.1-1a 

K HHM npH H3Bep:lKeHHH npttMelllttBaeTcsi Teqipa ( OT rpeq, n:cppu liJJH tephra - nene.1, 30.w -

co6ttpaTeJJbHbltt TepMll.H .1-IJJSI OTJJO:lKeHll.H oceBlllero BYJJKaHH4eCKoro nenJJa), BbI6pocbI CTaHOBSITCSI 

cepb!Mll. ll.Jlll. qepHb!Mll.. Cocmae BYllKQIIUl/eCKUX 2moe: ra3, BbI,1-leJJSilOII-lll.HCSI ll.3 BYJJKaHOB, Ha 50-85% 

COCTOHT ll.3 B0,1-ISIHOro napa; CBbillle 10% npHX0,1-lll.TCSI Ha ,1-IOJJlO yrneKll.CJJOro ra3a, OKOJJO 5% 

COCTaBJJSieT cepHHCTbltt ra3, 2-5% - XJJOpHCTblH B0,1-IOpo.1-1 ll. 0,02-0,05% - qJTOpll.CTblH B0,1-IOpo,1-1. 
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CepoBo.nopo.n 11 ra:mo6pa:rnrui cepa 06b1qtto co.nep)KaTcll B MaJibIX KOJmqecTBax. Httor.na 

ITpHC)'TCTBYJOT BO,Llopo.n, MeTaH H OKCH,LI yrnepo.na, a TaK)Ke He60Jiblilall ITpHMeCb pa3.rrnqHblX 

MeTaJIJIOB. 8 fll30Bb!X BbI,LleJieHHlIX C ITOBepXHOCTH JiaBOBOro ITOTOKa, ITOKpblTOro paCTHTeJibHOCTblO, 

MO)KHO o6ttap~Tb aMMHaK. 

ByJIKatt11qecK11e fll3bl, BbI,LleJilleMhie BYJIKattaMH JIJ06oro THITa, ITO,LIHHMaJOTCll B aTMOC<pepy 11 

06b1qtto He ITp11q11Hl1IOT Bpe.na, 0,LIHaKo qacTHqHo OHH MOryT B03BpamaTbCll' Ha ITOBepXHOCTb 3eMJI11 B 

BH,Lle KHCJIOTHbIX ,LIO)K,LleH. Httor.na peJibe<p MeCTHOCTH CITOCo6cTByeT TOMY, qro BYJIKaH11qecK11e fll3bl 

( cepHHCTbIH fll3, XJIOpHCTblH BO,Llopo.n HJIH yrneKHCJibIH fll3) pacITpOCTPaHlIIOTCll 6JIH3 ITOBepXHOCTH 

3eMJIH, ytt11qTO)Kal1 paCTHTeJibHOCTb HJIH 3arpll3Hllll B03,Llyx B KOHl..leHTPal..lHlIX, ITpeBbIIIlaJOm11x 

ITpe,LleJibHbie ,LIOITYCTHMbie HOpMbl. ByJIKaHHqecKHe fll3bl MOfYT HaHOCHTb H KOCBeHHbIH Bpe.n. TaK, 

co.nep)Kam11ecl1 B HHX coe,LIHHeHHll qnopa, ll30Ta H cepbl 3aXBaTbIBaJOTCll ITeIIJIOBbIMH qaCTHl..laMH, a 

ITPH BblITll,LleHHH ITOCJie,LIHHX Ha 3eMHYJO ITOBepXHOCTb 3apll)KaJOT ITacT611ma H BO,LIOeMbl, Bbl3b!Ball 

Tl(')KeJibie 3a60JieBaHHll CKOTa. TaKHM )Ke o6pll30M MOfYT 6bITb 3arpl13HeHbl OTKpbITbie HCToqHHKH 

BO,LIOCtta6)KeHHll ttaceJieHHll. 

Bym.:aubl H KJIUMaT. TeopeT11qecKHe pacqeTbl H HeITocpe.ncTBeHHbie H3MepeHHll 

ITOKll3bIBlllOT, qTO cpe,LIHllll TeMITepaTypa Ha IIJiaHeTe ITOCJie MOmttoro BYJIKaH11qecKoro H3Bep)KeHHll 

ITOBbl1IIaeTCl1 ITPHMeptto Ha ITOJirpa.nyca. 3ttaq11T JIH 3TO, qTo B Ka)K,LIOH TOqKe 3eMHOf0 rnapa 3HMOH, 

JieTOM, oceHblO H BeCHOH .nenaeTCll TeITJiee? qT06bI OTBeTHTb Ha 3TOT BOITpoc, qT06bl BbllICHHTb, KaK 

H3Bep)KeHHe MettlleT ITOfO,LIHbie ycJIOBHll OT,LleJibHblX perHOHOB B pll3JIHqHbie ce30Hbl ro.na, 

Heo6XO,LIHMO 01..1eHHTb MOmHOCTb Toro HJIH HHOro H3Bep)KeHH», H~Hbl ,LlaHHbie O KOJI11qecTBe 

BbI6porneHHbIX B CTPaTOC<pepy fll'.30B, HJIH, KaK ITPHH»TO fOBOpHTb, 0 KOJI11qeCTBe cepHOKUCJIOZO 
a3p030.!l5l. Ha cero,LIHlllIIHHH .nettb cymecTByeT JIHIIlb 0,LIHH KOCBeHHblH MeTO,LI «B3BeCHTb» a3p030Jib. 

3ToT MeTO,LI IT03B0JilleT 01..1eHHTb MOmHOCTb ,Llll)Ke Tex H3Bep)KeHHH, KOTOpbie ITpOH301IIJIH COTHH JieT 

Hll3ll,LI. C 3TOH 1..1eJiblO attaJIH3HPYJOT fO,LIOBbie CJIOH Jlb,Lla B Kepttax, B3ll'Tb!X B rpeHJiaH,LIHH. 

ATMOcq>epttrui 1..111pKyJilll..1Hll' Ha.LI 1..1eHTPaJibHblMH pattoHaMH rpeHJiaH,LIHH HMeeT Bll)KHYJO oco6eHHOCTb: 

3,LleCb o6JiaCTb ITOCTOlIHHOfO aHTHI..IHKJIOHa, HH,LIYCTPHaJibHbie 3arp»3HeHHll' 3,LleCb ITpaKT11qeCKH He 

BJIHlIIOT Ha COCTaB aTMOCq>epbl H OCll,LIKOB. ,[{aHHbie O KHCJIOTHOCTH OITpe.nenettHOro CJIOll' Jlb,Lla, 

KOTOpblH COOTBeTCTByeT TOMY HJIH HHOMY ro.ny, xapaKTepH3YJOT KOJI11qeCTBO cepHOKHCJIOfO 

ll3p030Jlll', KOTOpbIH ITOCJie H3Bep)KeHHll' BYJIKaHa ITOITaJI B CTPaTOC<pepy, a ITOTOM oceJI Ha ITOBepXHOCTb 

Jlb,Lla. EcTeCTBeHHO, qTo OCa)K,LleHHe ll3p030Jlll ttepaBHOMeptto ITO 3eMJie H 3TOT MeTO,LI .naeT TOJibKO 

ITpH6JIH3HTeJibHbie 01..1eHKH ITOCJie,LICTBHH H3Bep)KeHHll BYJIKaHOB. 

IlonaraJOT, qTo ITOCJie H3Bep)KeHHH BYJIKaHOB cpe,LIHllll TeMITepaTypa aTMOC<pepbl 3eMJIH 

ITOHH)KaeTCll 3a cqeT. BbI6poca MeJibqalirnHX qacTHQ (Mettee 0,001 MM) B BH,Lle a3p030JieH H 

BYJIKatt11qecKOH ITbIJIH (ITpH 3TOM CYJib<paTHbie a3p030JIH H TOHKall ITbIJib ITPH H3Bep)KeHHlIX ITOITll,LlaJOT 

B CTPaTocqiepy) H coxpattlleTCll TaKOBOH B TeqeHHe 1-2 JieT. IlpoBe,LleHHbIH attaJIH3 KJIHMaTOJIOraMH 

ITOKll3aJI, qTO y Ka)K,LIOro pemotta CBOll' HH,LIHBH.LIYaJibHall peaKQHll Ha H3Bep)KeHHe. 

MaTeMaTU'ICCKOe MO,LICJIHpOBauue 

,[{ll)Ke TaKOH KpaTKHH ofoop ITpo1..1ecCOB 3arpll3HeHHH OKp~aJOmeli cpe,Llbl KaK ITOCJie,LICTBHH 

BYJIKatt11qecKHX H3Bep)KeHHH ITOKll3bIBaeT, HaCKOJibKO CJIO)KHO H,LleHTHq>HI..IHPOBaTb KOMITOHeHTbl 

3arpll3HeHHH, a TaK)Ke HX KOJIHqecTBeHHbIH COCTaB H ITpOCTPaHCTBeHHOe pacITpe.neJieHHe. TeM 6onee 

3TO CJIO)KHO C,LleJiaTb OITepaTHBHO C MOMeHTa Haqarra H B ITpo1..1ecce H 6JIH)Kattrn11e cpOKH ITOCJie 

H3Bep)KeHHll, KOf,Lla lle/lbYI 63Rmb npo6bt U npoBecmu U3MepeuUR in situ! Ha ITepBHqHoM 3TaITe 

,LIOITYCTHMbl JIHIIlb KOCBeHHbJe {KottcepBaTHBHhie) MeTO,Llbl. Y)Ke C03,LlaeTCll H <pyHKI..IHOHHpyeT 

Me)K,Llyttapo,LIHa» KOOITepa1..1H» ITO opraHH3al..lHH OITepaTHBHoro o6ttap~eHHll oqaroB H HCTQqHHKOB 

B03ropaHHll (MHHHCITYTHHKH ,LIJill tta6JIJO,LleHHll 3a ITO)KapaMH). Attarromqttble CITel..lHaJIH3HpOBaHHbie 

CJiy)K6bI tteo6xo,LIHMbl ,LIJill MOHHTOpHHra 3a BYJIKaHaMH H ITOCJie,LICTBHlIMH HX H3Bep)KeHHH. HaH6onee 

3<p<peKTHBHbJM ll'BJilleTCll ITO,LIXO,LI, OCHOBaHHblH Ha a:Jp0K0C.MUl/eCK0M oucmalll{UOIIIIOM 

30110Up06QIIUU amMocrj,epbl U 3eMIIOU noBepxuocmu C HCITOJib30BaHHeM zunepcneKmpaJlbllOZO 

Memooa ,LIJill H,LleHTH<pHKaQHH KOMITOHeHT BbI6pocoB H 3arpll3HeHHH ITO HX ITornomaTeJibHblM HJIH 
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OTJ)IDKaTeJJhHh!M xapaKTepHCTHKaM, nOCKOJlhKY 3apaHee XHMHtleCKHH COCTaB H3Bep)Kemrn BYJJKaHOB 

He maecTeH. 3To H ecTh 11a11oi>uaz11ocmuKa. 
3JJeKTJ)OMarHHTHOe H3JJy<IeHHe, perHCTJ)HpyeMOe pa3Hh!MH cpeACTBaMH, »BmleTc» OCHOBHh!M 

HCToqHHKOM HH<pOpMaUHH O CTJ)OeHHH H <pH3HqecKHX CBOHCTBax IIJJaHeTHhlX aTMOC<pep H 

noaepXHOCTett npH AHCTaHUHOHHOM 3OHAHpoBaHHH. ,Lvi» nacCHBHhlX CHCTeM Ha6mo.L(eHHll 

HCTOqHHKaMH H3JJy<IeHH» »BJJ»IOTC» BHellIHHll COJJHeqHhlll nOTOK KOpOTKOBOJJHOBOro ,L(Hana3OHa 

cneKTJ)a (yJJhTJ)a<pHOJJeTOBhlll, BHAHMhIH, 6JJH)KHHH HH<ppaKpaCHhltt) 11 co6cTBeHHOe H3JJyqeHHe 

IIJJaHeThl AJ]HHHOBOJJHOBOrO AHana3OHa cneKTpa (HH<ppaKpaCHhlll, MHJJJJHMeTJ)OBhitt), KOr,L(a 

npHMeHHMO KBa3HOnT11qecKOe npH6JJH)KeHHe TeOpHH nepeHOCa H3JJyqeHH». 

,Lvi» KOCMHqeCKHX npoeKTOB H a.3pOKOCMHqecKHX CHCTeM AHCTaHUHOHHOro 3OHAHpOBaHH» H 

3eMJJeo63opa C nepBhlX lllaroB OCBOeHH» KOCMHqecKoro npOCTJ)aHCTBa Heo6XOAHMO 6hIJJO 

pa3pa6aTbIBaTh HH<pOpMaUHOHHO-MaTeMaTHqecKyIO CHCTeMy 11 MeTOAOJJOrHIO pellleHH» AByx 

OCHOBHhlX KJJaCCOB MHOrOMepHhlX 3a,L(aq TeOpHH nepeHoca H3JJyqeHH» [13-18]: 
- AJJ» 3D HJJH 2D cqiep11qecKoii o6onoqKH (cqiep11qecKa» 3eMJJ» c aTMocqiepow), 

- M» 3D nJJOCKoro CJJO» (aTMOC<pepa Ha,[( M03aHqHOH 3eMHOH noaepXHOCThIO), 

C ABYM» THnaMH HCTOqHHKOB: 

- BHellIHHH napanJJeJJhHhlH nOTOK COJJHeqHoro (KOpOTKOBOJJHOBOro) H3JJy<IeHH», 

- co6cTBeHHOe (MHHHOBOJJHOBOe, HH<ppaKpacHoe) H3JJy<IeHHe. 

0 cynepBbJqHCJICHHHX u napaJIJieJibHbIX aJiropHTMax 

,nIDKe Ha coapeMeHHhlX BhlCOKOnpOH3BO,L(HTeJJhHhlX BhJqncmlTeJJhHhlX CHCTeMaX Ii 

cynepKOMnhIOTepax pa3HOH apXHTeKTYPhI CTO»T npo6JJeMhl CKOpocnI BhJqHcJJeHHH 11 onTHMaJJhHOll 

opraHH3aUHH pacnapanneJJHBaHH» pacqeTa npH 60JJhllIHX pa3MepHOCT»X pa3HOCTHOH CeTKH, a TaK)Ke 

nepeAaq11 60JJhllIHX MaCCHBOB pe3yJJhTaTOB pacqem no CeT»M OT cynepKOMnhIOTepa K pa6oqew 

CTaHUHH onepaTOpa M» nocJJe.L(yIOll..leH o6pa6oTKH. 3a OCHOBY npHH»TO q11cJJeHHOe pellleHHe KpaeBOll 

3a,L(aqH M» CTaUHOHapHoro ypaBHeHH» nepeHoca MOHOXpoMaT11qecKoro HJJH 

KBa3HMOHOXpoMaTttqecKoro H3JJy<IeHH» B pacce11BaIOll..lett, nornomaIOll..leH, H3JJy<IaIOll..lett aTMOC<pepe 

CJJO)KHOH npocTpaHCTBeHHott CTJ)YKTYPhl, orpaH11qeHHOH HeOAHOPOAHOtt OTJ)~IOll..lett 

nO,L(CTHJJaIOll..leH noaepXHOCThIO, poJJh KOTOpoii MOfYT HrpaTh 3eMHa» noaepxHOCTh (cYIIIa, OKeaH), 

BepxH»» rpatt11ua o6naqHOCTH HJJH fHAPOMeTeopOB (OCa,L(KH). 

Pa3pa60TaHHhle aaTOpaMH MeTOA <pyHKUHH BJJH»HH» Ii TeOpH» nepe,L(aToquoro onepaTopa 

o6JJa.L(aIOT YAHBHTeJJhHhlMH CBOHCTBaMH pacnapaJJJJeJJHBaHH» BhJqHcJJeHHH 11 nOCTJ)OeHH» HOBhlX 

anropHTMOB ,L(eKOMnO3HUHH MeTOAOM BeKTOpHhlX <pyHKUHH BJJH»Htt»: HCXOAHyIO 3a,L(aqy C o6JJaCThIO 

onpeAeJJeHH» pellleHH» 60JJhllIOH pa3MepHOCTH H 60JJhllIHM pa3MepoM pa3HOCTHOH ceTKH <pa30B0ro 

npOCTJ)aHCTBa 3a.L(aq11 MO)KHO <paKTOpH30BaTh Ha PM MaJJOpa3MepHhlX no,[(3a,L(aq, onpe,L(eJJeHHhlX Ha 

nO.L(06JJacrnx H pa3HOCTHhlX CeTKax MeHbllleH pa3MepHOCTH. IlpH '.lTOM nO.L(06JJaCTH MOfYT 

OTJJHqaThC» pMHaUHOHHhlMH pe)KHMaMH H B HHX MO)KHO HCnOJJh3OBaTh pa3Hhle npH6JJH)KeHH» H 

MeTOAhl pellleHH» KpaeBhIX 3a,L(aq TeopHH nepeHoca H3JlyqeHH». 

l1cnOJJh3yIOTC» CJJeAyIOll..lHe npHeMhl pacnapanJJeJJHBaHH» BhJqHcJJeHHtt: 

1) pacnpeAeJJeHHhie BhJqHcJJeHH» no <pH3ttqecKHM MO.L(eJJ»M: 

- MHOrocneKTJ)aJJhHhie, B TOM q11cJJe mnepcneKTJ)aJJhHhie (no AJ]ttHe BOJJHhI); 

- no om11Ko-reoqi11311qecKott noroAe (no K03<p<pttUHeHTaM o6meii Kpaeaoii 3Maqtt); 

- no HCTOqHHKaM H3JJyqeHH»; 

2) pacnpeAeJJeHHhie BhlqHCJJeHH» Ha OCHOBe MeTOAHqecKoro pacnapanneJJHBaHH» - ,L(eKOMnO3Hl.lHH 

KpaeBhlX 3a.L(aq: 

- no MO,L(eJJ»M nepeHOCa H3JlyqeHH», T.e. no npH6JJH)KeHH»M TeopHH nepeHOCa H3JJyqeHH»; 

- no noAo6nacrnM; 

- no napaMeTJ)aM <pyHKUHH BJJH»HH»; 

- no KOMnoHeHTaM BeKTOpOB <pYHKUHH BJJH»HH»; 

- no KOMnoHeHTaM MaTJ)HqHhlX qiyHKUHOHaJJOB - nepe,L(aToqHhlX onepaTopoa; 

3) anropHTMHqeCKOe pacnapanJJeJJHBaHHe M» MHOrOMepHhlX MO,L(eJJett: 
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- O)J.HOKpaTHOe pacceam1e ITO xapaKTepHCTHKaM; 

- MHOfOKpaTHOe pacce»HHe ITO lfHTerpaJiaM CTOJIKHOBeHHtt; 

- ITO KBa)J.paHTaM yrnoBbIX pa3HOCTHb!X CeToK; 

- ITO ITO)J.06JiaCTJIM C pll3Hb!Mlf CeTO1mo-xapaKTepHCTH1JeCKHMH cxeMaMH. 

BbllJHCJIHTeJihHhle MOJI.YJIH «JIHHeapH3OBaHbl)) HaCTOJibKO, HaCKOJibKO ::no BO3MO)KHO, lJTO 

ITO3BOJIJleT ITepeHOCHTb ITporpaMMHOe 06ecITe1JeHtte Ha pa3Hhle THITbl H apxttTeKTypbi 

MHOroITpoueccopHblX BbllJHCJIHTeJihHblX KJiaCTepOB, cyITepKOMITbIOTepoB, GRID-CHCTeM. 

Oc11061tble cocma611b1e 'tacmu MameMamu'tec«ozo 06ecne'le111m: 
- 6aHKH )J.aHHbIX ITO OITTHKO-MeTeoponornqecKHM MO)J.eJIHM aTMocqiepbl H 3eMHOH: 

ITOBepXHOCTH (TeMITeparyphl, )J.aBJieHHJI, BJl~HOCTb, KOHUeHTPaUHH KOMITOHeHT aTMOC<pepbl HT.IT.); 

- ~HCTeMa aBTOMaTH3HpOBaHHOfO pac4eTa CITeKrpo-:mepreTHlJeCKHX H )J.pyrux pa)J.HaUHOHHbIX 

xapaKTepHCTHK aTMOC<pepbl H 3eMJIH B pa3JIH4HblX )J.lfaIIll3OHax CITeKrpa OT YJihTPa<pHOJieTa (YCI>) )J.O 

MHJIJIHMerpOBblX BOJIH (MMB); 

- 6aHKH )J.aHHbIX pa)J.HaUHOHHblX xapaKTepHCTHK ( <pyHKUHH BJIHJIHHJI JIOKaJibHblX B03MyI.QeHHH 

ITapaMerpOB HJIH HCTOlJHHKOB B aTMOC<pepe, )J.bIMax, o6naKax, rtt)J.pOMeTeopax, OKeaHe H Ha 3eMHOH 

ITOBepXHOCTH, ITpOCTPaHCTBeHHO-ymoBhie u CITeKTpaJibHble pacITpe)J.eJieHHJI HpKOCTH CHCTeMhl 3eMJIJl

aTMOC<pepa, <pyHKUHH ITporrycKaHHJI u cqiepuqecKoe aJib6e)J.O aTMOC<pepbl u T.JI..); 

- ITaKeTbl ITporpaMM o6pa6oTKH, BH3YaJIH3aUHH H )J.HarHOCTHKH pe3yJihTaTOB lJHCJieHHOro 

3KCITepttMeHTa H a3pOKOCMH4eCKHX )J.aHHblX. 

Ett6JIHOTeKa ITporpaMM lJHCJieHHOfO peweHHJI KpaeBblX 3a)J.aq TeOpHH ITepeHOCa H3JIY4eHHJI B 

pacceHBaIOI.QHX, ITOfJIOI.QalOI.QHX H H3JIY4a10I.QHX cpe)J.ax (aTMOC<pepa, OKeaH, o6JialJHOCTh, )J.b!Mbl, 

rtt)J.pOMeTeOpbl, BO)J.Hbie 6accettHbl) COCTaBJIJleTCJI H3 Ha6opa ITporpaMM Ha Fortran, Ka)K)J.aJI H3 

KOTOpblX ITO3BOJllleT pacclJHThIBaTb pa)J.HaUHOHHbie xapaKTepHCTHKH ITPH 3a)J.aHHb!X MO)J.eJIH If 

MeTO)J.HKe (KpaeBa» 3a)J.aqa Teopuu ITepeHOCa, reoMeTPHH, lJHCJieHHblH MeTO)J. H T.)J..) B OITpe)J.eJieHHOM 

)J.HaITll3OHe )J.JIHH BOJIH. 

C YlJeTOM HCTOlJHHKOB H ITpoueccoB TPaHc<popMaUHH H3JIY4eHHJ1 BbI)J.eJIJIIOTCJI 'lemb1pe 
OCH06Hble qJU3UKO-MameMamu'leCKUe MOOeJlU, OTBelJaIOI.QHe CITeKrpaJibHbIM )J.HaITll3OHaM: 

- OITTHlJeCKHH )J.HaITll3OH (HCTOlJHHK - CoJIHUe, MHOroKpaTHOe pacceHHHe); 

- 6Jilf)KHlfH 11K-)J.HaITll30H (HCTOlJHHKH - CoJIHUe H co6cTBeHHOe H3JlyqeHtte, MHOfOKpaTHOe 

pacce»Hue); 

- J1K-)J.HaITll30H (HCTOlJHHK - co6cTBeHHOe H3JIY4eHHe, 6e3 MHOfOKpaTHOro pacce»HHH, 

CJIO)KHaJI CTPYKTypa CITeKrpOB ITOfJIOI.QeHHH); 

- MMB )J.HaITll3OH (HCTOlJHHK - co6cTBeHHOe pa)J.HOH3JIY4eHue, MHOfOKpaTHOe pacceJIHHe B 

rtt)J.pOMeTeopax u o6JiaKax, CJIO)KHbie CITeKrpbl ITOfJIOI.QeHHH). 

ITporpaMMHhie KOMIIJieKCbl C03)].aBaeMOH CHCTeMbl aBTOMaTH3HpOBaHHoro pactJeTa, 

o6pa60TKH H aHaJIH3a pa)J.HaUHOHHbIX xapaKTepHCTHK 3eMJIH H peweHHJI 3a)J.aq )J.HCTaHUHOHHOro 

3OH)J.HpOBaHHH pa3pa6aTbIBaIOTCJI Ha MHOroITpoueccopHbIX cyITep3BM C ITapaJIJieJibHbIMH 

BbllJHCJieHHJIMH ITO)]. yITpaBJJeHHeM qepe3 ceTb C «pa6oqero Mecm», opraHH3OBaHHOro Ha PC. 

C03)].aBaeMall CHCTeMa CO)J.ep)KHT mpu cpynnbl npocpaMMHblX KOM1VleKC06. 
IlepeaR cpynna npocpaMM - qiopMttpoBaHtte OIITHKO-MeTeoponornqecKHX MO)J.eneii cpe)J.hI: 

ITporpaMMbl pa60Tbl C apxHBOM H 6ll3aMH )J.aHHbIX MO)J.eneii aTMOC<pepbl, o6JiaKOB, )J.bIMOB, 3eMHOH 

ITOBepXHOCTH, OKeaHa; 6aHK CITeKTPOB ITOfJIOI.QeH!fJI aTMOC<pepHbIX rll3oB; 6aHK xapaKTepHCTHK 

a3pO3OJlbHOro pacce»HHJI If ITOfJIOI.QeHHH; qiopMHpOBaHHe MO)J.eJIH aTMOC<pepbI; ITaKeThl )J.aHHbIX K 

ITporpaMMaM pacqeTa pa)J.HaUHOHHblX xapaKTepttCTHK H T.)J.. 

BmopaR cpynna npocpaMM - qucneHHoe peweHtte cKaJI»pHoro ypaBHeHH» ITepeHoca 

H3JlyqeHHJI 6hICTpbIMH ITptt6JIH)KeHHbIMH H peITpe3eHTaTHBHblMH Bb!COKOTO4Hb1Mlf MeTO)J.aMH )J.JIJI 

IIJIOCKOH reoMerpuu: )J.JIJI CHCTeMbl CB060)J.Hall aTMOC<pepa-)J.blMOBaH 3aBeca, )J.JIJI CHCTeMbl aTMOC<pepa

OKeaH, )J.JIJI CHCTeMbl aTMOC<pepa c MHOroapycHblMH o6JiaKaMH, )J.JIJI <pyHKUHH BJIHJIHHJI aTMOC<pepbl, 

)J.b!MOB, o6JialJHOCTH, rtt)J.pOMeTeopoB, OKeaHa, )J.JIJI qJYHKUlflf ITPOITYCKaHHJI aTMOc<pepbl, 

OTHrOI.QeHHOH MHOrOKpaTHblM pacce»HHeM, If T.)J.. 
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TpembR 2pynna npo2paMM - o6pa6oTKa H AHarH0CTHKa pe3yJibTaT0B pacqeT0B: 

aHanHTHqecKall armp0KCHMal.lHll tt ITapaMeTPH3al.lHll Ta6JmqHbIX q>yHKl.lHtt; K0MITb!OTepHall rpaq>ttKa tt 

BH3YMH3a1.1m1; perueHHe o6paTHbIX 3Maq ITO B0CCTaH0BJieHHIO ITapaM~0B cpeAbl H T.A. 

TipeMO,KeHHall apxHTeKrypa ITporpaMMH0f0 06ecITeqeHHSI c q>yHKl.lHOHMbHblM 

HaIT0JIHeHHeM, optteHTHp0BaHHbIM Ha peweHHe 3Maq M0HHT0pHHra pa3BHTHSI H oueHKH ITOCJieACTBHH 

B03AeHCTBHll TeXH0reHHbIX aaaptttt H ITPHP0AHblX KaTaCTPOq>, a TaK*e ITPHP0AH0-pecypCHbIX, 

3K0JI0mqecKHX, re03KOHHq>OpMal.lHOHHbIX H T.IT. 3Maq, IT03B0JilleT ocymecTBJillTb MOAHq>HKal.lHIO H 

MaITTal.lHIO BbJqHCJIHTeJibHO-HHq>OpMal.lHOHHOH CHCTeMbl ITpHMeHHTeJibH0 K K0HKpeTHblM ITp06JieMaM 

MaTeMaTHqecKoro M0AeJIHpoBaHHSI PMHal.lH0HHblX ITpo1.1eccoB a CHCTeMe 3eMJISl-aTMOCq>epa (CATI) 

HJIH B0CCTaH0BJieHHll Ha6opa ITapaM~0B 30HAHpyeMOH cpeAbl. 

B HaCT0llll.lee BpeMll, a 0TJIHqHe OT M0MeHTa Haqana pa6oT a 60-e f0AbI, 6naroAapll 

aKTHBH0MY pa3BHTHIO Te0peTHqecKHX H 3KCITepHMeHTMbHbIX HCCJieAOBaHHH ITO ITp06JieMaM 

CBeTopacceSIHHSI, a TaK*e CHCTeM K0CMHqecKHX Ha6JIIOAeHHH H aKryanbH0CTH TeMaTHKH, a K0T0PYIO 

B0BJieqeHbl 6onee 100 CTpaH, Mb! pacIT0JiaraeM A0CTaTQqHo A0CT0BepHblMH AaHHbIMH 

- 0 TOHKOH CTPYKTYPe IT0JI0C IT0rJI0il.leHHll B0AllHoro ITapa H fa30Bb!X K0MIT0HeHT aTMOCq>epbl 

H pa3HbIX ITpHMecefi (IDp030Jiett) H CITOC06ax yqem 3THX AaHHbIX Mll MaTeMaTHqecKoro 

M0AeJIHp0BaHHll paAHal.lH0HH0ro ITepeH0Ca B ITOrJIOil.laIOmefi peanbHOH aTMOCq>epe; 

- 0 K03q>q>Hl.lHeHTax H HHAHKaTPHCax paccel!HHSI aTMOCq>epbl C yqeT0M IDp030JibHblX 

ITpttMecefi; 

- 06 0Tpa,KalOil.lHX CBOHCTBax ecTeCTBeHHblX ITOBepXHOCTett H pa3HblX 06'beKTOB; 

- 0 reorpaqittqeCKHX, ce30HHblX, CYT0qHbIX pacITpeAeJieHHSIX, Bapttal.lHSIX H CTaTHCTHqeCKHX 

xapaKrepHCTHKax BJia,KHQCTH, AaBJieHHSI, TeMITepaTYPbI, KOHl.leHTPal.lHH fa30Bb!X H IDp030JibHblX 

K0MIT0HeHT tt o6JiaqHQCTH, HMe!Oll.lHX CJiyqattHblH xapaKTep H Hrpa!Oll.lHX 0CH0BHYIO p0Jib a 

H3MeHqHB0CTH PMHal.lH0HH0ro IT0Jill 3eMJIH. 

Ka,KAasi H3 3THX MOAeJiett 0ITHCbIBaeTCSI C0B0KyrrH0CTblO 0ITTHK0-MeTeoponorHqecKHX 

(reoq>H3HqecKHX) xapaKTepHCTHK aTMOCq>epbl, o6JiaKOB, ITOACTHJiaIOmefi IT0BepXH0CTH, K0T0pble 

llBJllllOTCll BX0AHblMH q>H3HqecKHMH AaHHbIMH Mll ypaBHeHHll ITepeH0Ca (qepe3 K03qJq>\fl.lHeHTbI, 

rpaHHqHble YCJI0BHSI, HCTQqHHKH). CTeITeHb 6JIH30CTH pacqeTHbIX ITOJiett S!pK0CTH CATI K peanbHblM 

0ITpeAeJilleTCSI, C OAHOH CT0p0Hbl, MeKBaTH0CTblO BX0AHbIX ITapaM~0B q>aKTttqecKHM, C Apyrofi 

CTOp0Hbl, - MaTeMaTttqecKofi ttAeanH3al.lttefi ITpo1.1ecca ITepeHoca H3JiyqeHHll, peanH3oBaHHOtt B 

M0AeJIH, MeT0Ae, pacqeTH0M anropHTMe. CoapeMeHHbie M0AeJIH A0CTaToqHQ MeKBaTHbl. 

Pe3yJibTaTbl eAHHHqHbIX pacqeT0B HaKaITJIHBalOTCSI B apXHBaX perueHHH, K0T0pbie 

ITepeoqiopMJilllOTCll B yITpaBJilleMbie 6a3bl AaHHbIX H HCIT0Jib3YIQTCSI B AMbHettrueM MS! pacqeTa 

pa3JIHqHbIX q>yHKl.lHOHMOB H Mll BH3YMbHOH H rpaqittqecKOH o6pa60TKH B HHTepecax K0HKpeTHblX 

ueJieBblX ITPHJIO)KeHHH. TiporpaMMbl (Bb[qHCJIHTeJibHbie MOAYJIH) MS! pacqeTa «eAHHHqHoro» 

sapttaHTa peanH3oBaHbI Ha Sl3bIKe Fortran. CymecTBeHHo, qTQ B ITpo1.1ecce cqeTa aapttaHTa H ITPH 

3aITHCH B apXHB peweHHH HCIT0Jib3YIQTCll 0ITepaTOpbl ITPSIM0ro A0CTYITa Fortran. 

PeanH3al.lHll q>yHKl.lHH · yITpaBJieHHSI H ceTeBoro B3aHMOAeHCTBHll «yHaCJieA0BaHHbIM» 

K0MITJieKC0M ITporpaMM ITp0H3B0AHTCSI C IT0M0il.lblO o6onoqeK (wrapper's), HaITHCaHHblX Ha Sl3bIKe 

0ITHCaHHSI cueHaptteB Perl. ,l(pyrttMH CJI0BaMH, ITP0H3B0AHTCSI yITaK0BKa Fortran-ITporpaMM BHYTPb 

MOAynefi Ha ll3b1Ke Perl (Perl scripts). 

3aK.rnoqeuue 
U,eJib pa60Tbl - Ha 0CH0Be TeopeTHK0-pacqeTHbIX HCCJieAOBaHHH o6ocHOBaTb B03M0,KH0CTH 

H0BblX ITepCITeKTHBHblX fHITepCITeKTpMbHbIX MeT0AHK IDp0K0CMHqecKoro H Ha3eMH0f0 

AHCTaHl.lH0HH0ro 30HAHp0BaHHll CHCTeMbl aTMOCq>epa-3eMJill ITO CITeKTPaM C0JIHeqHoro H 

co6cTBeHHOro H3JiyqeHHSI a HHTepecax HaH0AHarH0CTHKH o6'beKTOB OKpY*alOil.lett cpeAbl tt 

TeXHOCq>epbl. TiepBbie rHITepcITeKTP0M~bl 6blJIH HCIT0Jib30BaHbl B 1981-1983 rr. «CITeKTp-256» 

HCITb!TbIBMCll Ha ,l(OC «Can!OT-7». B 80-ble f0Abl TaKHe pa6oTbl ITP0B0AHJIHCb aKTHBH0... B 
IT0CJieAHHe f0Abl HaMeTHJICSI BCITJieCK HHTepeca K ITOA06HblM pa6oTaM, IT0CK0JibKY IT0SIBHJIHCb H0Bble 
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B03MO)KHOCTH B CBH3H C pa3BHTHeM HaHOTeXHOJJOfHH, HOBOH 3JJeMeHTHOH 6a3hl H 
ycoaepweHCTBOBaHHhIX OIITHK0-3JJeKTpOHHblX cpe,n:CTB perncTpaUHH H3JJyqeHHH. 

HayqHaH H,n:e» OCHOBaHa Ha HCnOJJb30BaHHH cyiuecTBeHHhIX pa3JJHqHH B cneKTpaJJhHOM xo,n:e 
norJJOIUeHHH, pacce»HHH, H3JJyqeHHH H nponycKaHHH OCHOBHhlX KOMnoHeHT CHCTeMbl aTMOcq>epa-
3eMJJH n cneKTpaJJhHhIX xapaKTepHCTHK OTpa)KeHHH ofrbeKTaMH npnpo,n:Ho-TeXHoreHHOH ccpephl ,L\JJH 

Bbl,n:eJJeHHH HHTepBMOB ,L\JJHH BOJJH cneKTpa MHOfOKpaTHO pacceHHHOro COJJHeqHoro n co6cTBeHHOro 
H3JJyqeHHH, HHq>OpMaTHBHhIX B OTHOllleHHH KOHKpeTHhlX KOMnOHeHT, H Ha 3TOH OCHOBe 
H,n:eHTHqJHUHpoaaTh KOMnOHeHThl no HX cneKTpaJJhHhIM xapaKTepHCTHKaM. 

HoBhie nepcneKTHBHbie B03M0)KH0CTH MaTeMaTnqecKoro MO,L\eJJHpoaaHHH aTMOccpepHOH 
pa,n:HaUHH 3eMJJH CBH3aHhl C pa3pa6oTKOH HHq>OpMaUHOHHO-MaTeMaTHqecKOH CHCTeMbl ,n:JJH llIHpOKOH 
o6JJaCTH npHJJO)KeHHH Ha cynepKOMnhIOTepax n KJJaCTepax c pacnapanneJJHBaHHeM BhJqHcJJeHHH n 
pacnpe,n:eneHHeM pecypcoa. B Poccnn, CIIIA, .HnoHHH, KHTae, HH,n:HH, fepMaHHH, HcnaHHH, 
AHrJJHH, <l>paHUHH, Epa3HJJHH H ,n:p. crpaHaX nOHBHJJHCh BhICOKonpOH3B0,L\HTeJJhHhie C MOJUHhlMH 
pecypcaMH naMHTH cynepKOMnhIOTepbl HOBOro nOKOJJeHHH, opneHTHpOBaHHhie Ha MaCCOBhlH 
napaJJ.'!eJJH3M H MaCCOBbie cynepBbJqHCJJeHHH. 3To n03BOJJHeT CTaBHTh 6onee CJJO)KHhie MHOroMepHhie 
3a,n:aqH, KOTOphie 6JJH)Ke H a,n:eKBaTHee HaTypHhlM ycJJOBHHM. 
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2 H11cmumym 6bl'lUCJ1umeJ1bHOU MameMamuKu u MameMamu'lecKou 2eorpu3UKU CO P AH, 
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3 Hoeocu6upcKuu 2ocyoapcmee1111b1u y11u6epcumem, 
yll. Ilupo2oea 2, 630090, Hoeocu6upcK, PoccuR, beal@ngs.ru 

Bnei:i.euue 

Cnpoc Ha nnaTHbie ycnym pacnpe.neneHHblX Bbl'IHCJlHTeJlbHblX CHCTeM (fpH,n-CHCTeM) paCTeT. 

qeM 60JlbIIIe HHTeHCHBHOCTb H HepaBHOMepHOCTb cnpoca, TeM 60JlbIIIee 3Ha'IeHHe npwo6peTaeT Me

xaHH3M pacnpe,nenettm1 pecypcoB cwcTeMbI [I]. Tpa.nm-1110HHb1e MexaHH3Mbl pacnpe.neneHHH pecyp

coB He yqHTbIBalOT roTOBHOCTb nOJlb30BaTeJ1eli nnaTHTb H 3aTPaTbl Ha 3KcnnyaTa1-11110 CHCTeMbl. ITo-

3TOMY, o6ecne'IHBaH Bbl'IHCJlHTeJlbHyIO 3q>q>eKTHBHOCTb pacnpe.neneHHH, OHH He rapaHTHpyIOT ero 

3KOHOMHtJeCKyIO 3q>q>eKTHBHOCTb. 

fpH,n-CHCTeMa, npe,nocTaBJlHlOII-laH nnaTHbie ycnym, nopo,KJJ.aeT pbIHOK Bbl'IHCJlHTeJlbHbIX pe

cypCOB, areHTaMH KOTOporo HBJlHlOTCH nOJlb30BaTeJ1H (noTPe6HTeJ1H) H BJ1a,neJ1bl-1bl (noCTaBII-IHKH) pe

cypcoB. Ha 3TOM pbIHKe MO,KeT ,nelicTBOBaTb 3KOHOMH'IeCKHH MexaHHJM pacnpe,neJieHHH pecypCOB. 

liy,neM npe,nnonaraTb, lJTO Ka,KJJ.b!H areHT pbIHKa C0061I-1aeT CHCTeMe CBOH THn (nOTPe6HOCTH B pecyp

cax, OTnpaBHble 1-1eHbl H np ). Ha OCHOBaHHH 3TOH HHq>OpMal-lHH MexaHHJM onpe,neJlHeT pacnpe,nene

HHe pecypCOB w nnaTe,KH. B pa6omx [2, 3] nepe'IHCJleHbl cne.nyIOII-IHe ,KeJiaTeJibHbie CBOHCTBa TaKOro 

MexaHH3Ma. 

(a) 3</J<peKmU6HOCmb: peJyJ1bTHPyI01I-1ee pacnpe.neneHHe ,L\OJl)f(HO MaKCHMH3HpOBaTb cyMMap

HblH H3JlHIIIeK (,neHe,KHbIH 3KBHBaJleHT noneJHOCTeli, nonyqeHHblX noTPe611TeJ1HMH 3a Bbl'IeTOM Ja-

TPaT noCTaBII-IHKOB). . 

(6) HnoueuoyaJlbHaR palJU0HaJlbH0Cmb (,no6poBOJlbHOCTb, ycnOBHe yqacTHH): B pe3yJ1bTHpyI0-

1I-1eM pacnpe.neneHHH Ka,KJJ.bili areHT pbIHKa nonyqaeT HeOTPHI-1aTeJ1bHyIO noneJHOCTb. 

(B) E,oi);Jl(:emncm c6aJ1ancupoeannocmb: MexaHHJM .non,KeH onpe.nenHTb nnaTe,Ktt TaK, 'IT06b1 

nocTaBII-IHKH B cyMMe nonyqHJlH B TO'IHOCTH CTOJlbKO, CKOJlbKO BblnJlaTHJlH noTpe6HTeJIH. 

(r) HeMaHuny;mpyeMOCmb (caMOBbIHBJleHHe, COBMeCTHMOCTb CTHMYJlOB): areHT pbIHKa He MO

,KeT nonyqHTb Bblro,ny OT npe,noCTaBJleHHH CHCTeMe JlO,KHOH HHq>OpMa1-11111 0 CBOeM THne. 

J,IJ TeopeMbl Maliepcotta-CaTTepCB3HTa [4] c.rie,nyeT, 'ITO B paccMaTpHBaeMOH c11rya1-111H HHKa

KOH MexaHHJM He y,nOBJleTBOpHeT ycnOBHHM (a) - (r) O,L\HOBpeMeHHO. HanpHMep, MexaHH3Mbl, onpe

,neJ1Hl01I-1He pacnpe,neneHHe pecypcoB H ,netter B COOTBeTCTBHH C 3KOHOMH'IeCKHM paBHOBectteM [5, 6], 
HBJlHlOTCH MaHHnynwpyeMbIMH. B 3TOM cnyqae areHT pbIHKa, CTPeMl!Cb yBeJlH'IHTb pe3yJibTHpyIOII-lyIO 

noneJHOCTb, MO,KeT HeBepHO YKaJaTb CBOH THn, BCJle,nCTBHe qero 6y,neT nOCTPOeHO He3cpq>eKTHBHOe 

pacnpe.neneHHe. 

,lvrn pacnpe,neneHHll BpeMeHH 0,L\HOH MallIHHbl MO,KHO HCnOJlbJOBaTb y,nOBJleTBOpHlOII-IHH ycno

BHHM (a) - (B) H HeMaHHIJYJIHpyeMbIH .nm1 noTPe611TeJieli MexaHHJM, npe,L\JlO,KeHHbIH B [7]. AttaJlO

rtt'IHbIH MexaHHJM npH He,neJlHMbIX Ja,naHHllX nOCTPOeH B [8]. B pa6oTe [9] ,L\Jlll MHOfOMaIIIHHHOH 

cwcTeMbI npe.nno,KeH MexaHHJM, wcnoJib3yIOII-lttli noBTOpHbili ayKI-IHOH BttKpH (RV A). ABTOpbI OTMe

qa10T, 'ITO pacnpe.neneHtte, nonyqeHHOe C noMOII-lblO RV A, MO,KeT 6bITb He3q>q>eKTHBHbIM. 0606-
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meHHbttt ayKU.HOH BHKpH (VGA) [IO] YAOBJiernop»er ycnoBHHM (a), (6), (r), HO He rapaHTHpyeT 

6IO.IVKeTH)'IO c6anaHCHpOBaHHOCTb. 
1ho6bt nocTpOHTb npHeMJieMblH MexaHH3M, Heo6XO){HMO CMHfllHTb O){HO H3 Tpe6oBaHHH (a) -

(r). B [3] npeACTaBJieH HCnOJib3YJOIUHii VGA MexaHH3M, KoTOpbttt ocna6n»eT ycnoBHe (r). TipH Bbt

nonHeHHH ycJIOBHH (a) - (B) OH CTpOHT nnaTe)KH, MHHHMaJibHO OTJIH'lal01I.1Hec» OT nnaTe)Kett, COOT

BeTCTB)'IOII.IHX VGA. Mbt npeAnaraeM ocHoBaHHbtH Ha VGA MexaHH3M, KOTOpbttt CTpOHT paBHOBec

HOe pacnpeAeneHHe pecypcoB, 06ecneq1rnaeT BbtnOJIHeHHe ycnoBHH (a) - (B) H HeMaHHnynHpyeM AJI» 

noTpe6HTeneii. 

1. IlocTauoeKa Ja,ll;aqu 

Mbt paCCMaTpHBaeM pbIHOK npou.eccopHoro BpeMeHH B nepHO){e [O, 1]. TTyCTb IM J - MHO)Ke

CTBa HOMepoB noTpe6HTeJieii H IlOCTaBIUHKOB COOTBeTCTBeHHO, In J = 0; K = I u J - MHO)KeCTBO 

HOMepoB BCex areHTOB pbIHKa TToCTaBIUHK j BJia){eeT Bbl'IHCJIHTeJibHOH MallJHHOH ( C TeM )Ke HOMe

poM), KOTopa» 3a e){HHHU.Y BpeMeHH BbtnOJIHHeT S; e){HHHU. pa60Tbl (HanpHMep, MHJIJIHOHOB HHCTpyK

U.HH) C y){eJibHblMH 3aTpaTaMH CJ- TTpe){OCTaBJieHHe I e){HHHU. BpeMeHH MallJHHbl} HeKOTOpOMY IlOTpe-

6ttTeJIIO 3KBHBaJieHTHO BbtnOJIHeHHIO COOTBeTCTBYIOIUeii 3a){a'IH B o6beMe ts). TT03TOMY BMeCTO pac

npe){eJieHHH BpeMeHH B ){aJibHeiiweM 6y){eM rOBOpHTb O pacnpe){eJieHHH 06beMOB pa6oT (MOIUHOCTH 

MalllHH) Me)K){y 3a){a'laMH. 

Ka)K){blH noTpe6HTeJib B Te'leHHe paccMaTpHBaeMoro nepHO){a XOTeJI 6bt BbtnOJIHHTb OAHY 3a

){a'ly. 3a){a'la MO)KeT HCil0Jlb30BaTb pa3JIH'IHble MalllHHbl, HO He O){HOBpeMeHHO. 

1.1. Mo,nem, noTpe6uTe.1H 

TToTpe6HTeJib C HOMepoM iEJ HMeeT 610)l)KeT B; M 3a){aqy o6beMa Q; (eAHHHU. pa6oTbl). BeKTOp 

e, = (B;, Q;) Ha30BeM THilOM noTpe6HTeJIH i. TioTpe6HTeJibCKHH Ha6op Il0Jlb30BaTeJIH i - 3TO BeKTop 

x; = (xu I }E.J), r,ne xu - cnpoc noTpe6HTen» Ha o6beM pa6oTbI MaWHHbt j 3a nepHOA T. PacnpeAene

HHe o6beMoB pa6oTbt Me)K){y noTpe6HTeJI»MH 3aAaeTc» BeKrnpoM x = (x; I iEJ). BeKrnp x, AOJI)KeH 

YAOBJleTBOpHTb CJie){)'IOlUHM ycJIOBHHM: 

"X;; ·" . L, -;--S. T; L,X,; ':::. Q,, Xu?. 0. 
1eJ .I 1eJ 

TTepBoe ycJIOBHe CJie){yeT H3 Toro, 'ITO 3a){aqa B Ka)K){blH MOMeHT MO)KeT HCilOJlb30BaTb He 6onee qeM 

OAHY MalllHHY, BTOpoe H TpeTbe - O'leBH){Hbl. TiycTb X, - MHO)KeCTBO noTpe6ttTeJibCKHX Ha6opoB 

IlOJlb30BaTeJIH i, T.e. MHO)KeCTBO BeKTopoB x,, YAOBJieTBOpHIOlUHX YKa3aHHblM Bblllle ycnoBHHM. 

3a e){HHHIJ.Y pa60Tbl IlOTpe6HTeJib rOTOB 3annaTHTb a, = B, I Q,. ny){eM HHTepnpeTHpOBaTb a; 
KaK ){eHe)KH)'IO ou.eHKY noJie3HOCTH, nonyqaeMOH noTpe6HTeJieM OT e){HHHU.bl pa60Tbl. l136btTO'IHaH 

pa6orn ){JIH IlOTpe6HTeJIH 6ecnone3Ha, Il03TOMY ){eHe)KH)'IO ou.eHKY none3HOCTH Ha6opa x, ( OU.eHOl{

HYIO QJYHKU.HIO noTpe6HTeJIH i) MO)KHO 3anHCaTb CJie){)'IOlUHM o6pa30M: 

v,(0;, x) = a; LX;; , ecnH Ix,; -S. Q,, B npoTHBHOM cnyqae v,(0;, x) = a,Q,, iEI. (1) 
jeJ jeJ 

ny){eM C'IHTaTb, l{TO QJYHKU.HH noJie3HOCTH noTpe6HTeJIH KBa3HJIHHeiiHa (H JIHHeiiHa Ha X,): 
u,(0;,X) = v,(e,, x)- t,, iEI, 

r){e I; - nnarn 3a Ha6op x;. 

1.2. MO/lCJib UOCTaBIUHKa 

TToCTaBIUHK C HOMepoM }EJ 3a paCCMaTpHBaeMblH nepHO):( MO)KeT noCTaBHTb He 6onee s;T e){H

HHU. pa60Tbl C YAeJibHblMH 3aTpaTaMH C;, BeKTOp ej = (c;, Sj) Ha30BeM THilOM IlOCTaBIUHKaj. Ou.eHOl{

HYIO QJYHKU.HIO nOCTaBIUHKaj npH pacnpe,neneHHH X 3anHWeM cne.nyioIUHM o6pa30M: 

vi(01, x) = -c1 LXu, ecnH LX;; -S. s;T, vi(0;, x) = -w B npoTHBHOM cnyqae,}EJ. (2) 
iel iel 

<l>yHKU.HH none3HOCTH (npH6bIJ1b) IlOCTaBII.IHKaj HMeeT BM){ 

ui(0;, x) = vi{01, x) + t1,}EJ, 
r){e t;- cyMMapHblH nnaTe)K, nonyqeHHblH IlOCTaBIUHKOMj. 
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YcJIOBHe 610,!VKeTHOH c6amUICHposaHHOCTH (s) npHHHMaeT BH,!J. 

LI; =Itj. 
iel JeJ 

2. AyKU:HOH JJ:JIH pacnpe,u:eJieHHH MamHHHOro epeMeHH 

KaK YJ(a3aHo Bh!llle, pacnpe.neneHHe speMeHH 3KBHBaJieHTHO pacnpe.neJieHHIO MOlllHOCTeH BXO
.[{.lllllHX B CHCTeMy MallIHH Me)KJJ,y noTPe6HTeJI.IIMH (3a.na11aMH). OueHOlJHbie cpyHKI..IHH (1) H (2) nOJIHO
CTblO onpe.[{eJI.IIIOTC.11 THnaMH areHTOB pbIHKa. 

2.1. O6o6menuhlu ayKUH0H BuKpH 
Ilo npasHJiaM GVA [10] Ka)KJJ.btit areHT pbIHKa 06'b.11BJI.11eT ayKUHOHHCTY csoit THn, npH 3TOM 

3a.llBJieHHblH THn MO)l(eT OTJIHlJaTbC.11 OT HCTHHHOfO. IJyCTb 0k .[{JI.II keK - 3a.llBJieHHhie THnbI arettTOB 

pbIHKa. 3THM THnaM no q>OpMyJiaM (1) H (2) COOTBeTCTByroT Ol..leHOlJHbie cpyHKI..IHH vk(0k,X). 

A}'KI..IHOHHCT HaxO.[{HT pacnpe.neJieHHe x0
, pellla.11 3a.[{aqy 

Ivk(ek,x) ➔ max npHX;EX;M.!!BCexie/. 
keK 

(3) 

IlyCTb 0;= di;.i5;) lit:(= BJ D; .[{JI.II iel, ej = (cj ,sj) M.ll}EJ. JierKO .[{0Ka3aTb, lJTO 3a,[{a11a (3) 3KBH

BaJieHTHa cne.nyromeit 3a.na11e JIHtteiittoro nporpaMMHposattH.11. 

II<a; -c1 )xij ➔ max 
iel jeJ 

npH ycJIOBH.IIX: 

"x. L, :! 'S. T M.11 iel; 
jeJ sj 

Lxif 'S. Q;M.11 iel; 
jeJ 

Ixij 'S. sjT M.ll}eJ; 
iel 

(4) 

(5) 

(6) 

(7) 

xif::: O M.11 iel,jeJ. (8) 
,[(n.11 keK 3a.na11y (4) - (8) c 3aMettoit I, J Ha I\ {k} HJ\ {k} cooTBeTCTBeHHO o6o3ttalJHM P-k• 

IlyCTb x0 
- OflTHMaJibHOe pellleHHe 3a.[{alJH (4)-(8), M~k - onTHMaJibHOe 3HalJeHHe ueneBOH cpyHK

I..IHH B 3a.[la1Je P-k• IlJiaTe)l(H areHTOB pbIHKa BbllJHCJI.IIIOTC.11 cne.nyromHM o6pa30M: 

-I "~ - 0 0 I tk- L, vnee.,x )-M_k. 
neK\{k) 

(9) 

TaKHM o6pa30M, GV A no 3MBJieHHhIM THnaM arettTOB pbtHKa onpe.neJI.11eT pacnpe.nenettHe pe
cypcos H flJiaTe)l(H. 

MexaHH3M pacnpe.neneHH.11 pecypcos, HcnoJib3YIDlllHH GVA, 3<p<peKTHBett (no nocTPoettHIO) H 
tteMaHHnynHpyeM [10]. Il03TOMY MO)l(HO ClJHTaTh, lJTO Ka)KJJ,bIH areHT pbIHKa coo6maeT CBOH HCTHH-

Hb!H THn, TO CCTb ek = ek .[{JI.II scex keK. 

YTBep~euue 1. Mexattll3M GV A HH.[{HBH.LlYaJibHO pauHottanett, uk(0k, x0
)::: 0 M.11 scex keK. 

Ilo reopeMe Maitepcotta--CaTTepcB3HTa [4] paccMaTPHBaeMhIH MexattH3M He rapaHTHpyeT, so
o6me rosop.11, 6!0,!VKeTHyro c6aJiaHCHposaHHOCTb. JierKO nOCTPOHTb npHMepbl, s KOTOpblX 

I1i<I11. 
iel JeJ 

2.2. Mo.nmJmKauuu GV A 
,[(n.11 TOro, lJT06bI o6ecnelJHTb 6!0,!VKeTHyro c6anaHCHpOBaHHOCTb Mexattll3Ma, OCJia6HM ycno

BHe (r): noTPe6yeM, 1JT06bl MexaHH3M 6bIJI HeMaHHnynHpyeM TOJibKO co CTOpOHbl noTPe6HTeJieH. 3a-
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MeTHM, qTo eCJitt nnaTe)Kl{ noTpe6ttTeJJett onpe,ll.eJJeHbl <pOpMyJJOH (9), TO, He3aBttCHMO OT cnoco6a 

Ha3HaqeHttJI nnaTe)Kett IlOCTaBIIIHKaM, MeXaHH3M 3<p<peKTttBeH ll Y.ll.OBJJeTBOplleT ycJJOBHJIM llH)].llBH

.ll.YaJJhHOH pauttOHaJJbHOCrn l{ HeMaHttnynttpyeMOCTH AJIJI noTpe6ttTenett. flo3TOMY MO)KHO cqttTaTh, 

qTO IlOTPe6ttTeJJtt coo6mruoT CBOH HCTHHHhie Tllilhl, 0; = 0; AJIJI iEl. 

IloCTaBII.lttKj, ttMeIOII.lllH Tttn 01 = (cj, sj), He MO)KeT CKpblTb OT CHCTeMhl HCTHHHOe 3HaqeHtte 

napaM~a SJ· O)].HaKO nOCTaBII.IHKY MO)KeT 6btTb BhtrO)].HO coo6mttTh 3aBbIIIJeHHOe 3HaqeHtte Y.ll.eJJh

HhlX 3aTPaT. Il03TOMY 6y)].eM cql{TaTb B ,ll.aJJhHettIIJeM, ~o CJ eCTh OTnpaBHaJI ueHa nocTaBII.IHKaj (Mtt

HllMaJJhHaJI 1.1eHa, no KOTopoif oH cornaceH npo.D.aBaTh pecypc). 

Onpe,ll.eJJHM nnaTe)Ktt noCTaBII.lttKaM TaK, qTo6bl o6ecneqttTh AJ!ll HHX llH)].llBll)].YaJJbttyIO pa

l.lHOHaJJhHOCTh nptt 6t0)].)KeTHOtt c6anaHcttpoBaHHocrn. IlycTh x0 = ( x~ I iE/), x~ = ( xi jjE.J). 

YTsep;K,llenue 2. ~:C1xZ:;; t; :;; a; Z:xi AJJll Bcex iEl. 
JeJ JeJ 

IloJJo)KttM 

113 yrnep)K)].eHttll 2 cne.D.ye-r, qTO A;E[O, 1]. Tenepb onpe.D.eJJttM nnaTe)K noTPe6ttTeJJJ1 i nocTaBII.lttKy j 

tij= (1 -t..;)c1x~+ t..;a;xi 

l{ cyMMapHbIH nnaTe)K nocTaBII.IHKY j: t~ = Z:tij. 
ie/ 

(10) 

YTBep;K,llenue 3. Ecntt nnaTe)Kl{ noTPe6ttTeJJJI i nOCTaBIIIHKaM onpe,ll.eJJeHbl paBeHCTBOM (10), 
TO cnpaBe)].JlttBhl CJ!e)].yi<>II.ltte COOTHOIIJeHttll: 

c1xi:;; tu:;; a;xi AJ!ll Bcex j tt t; = LfkJ. 
JeJ 

.lJ:pymMtt cnoBaMtt, nnaTe)K noTPe6ttTeJJJ1, onpe,ll.eneHHhitt. <popMynoif (9), MO)KHO pacnpe.D.e

JJttTh Me)K)].y noCTaBII.IHKaMtt TaK, qT06hI KOMneHcttpoBaTb 3aTPaTbl Ka)K,ll.Oro noCTaBII.IHKa Ha nony

qeHHbIH OT Hero pecypc tt He npeBbICHTh fOTOBHOCTb noTPe6ttTeJJJI nnaTHTb. 

YTsep;K.llenue · 4. OnucaHHaJI BhIIIIe MO.ll.tt<p11KaI.1ttJ1 GV A nopo)K)].aeT ::iqi<peKTttBHhitt, ttH)].ttBtt

.ll.YaJJhHO pa1.1ttOHaJJhHbIH, 6IO)].)KeTHO c6anaHcttpoBaHHhlH tt HeMaHttnynttpyeMblH AJIJI IlOTPe6ttTeJJett 

MexaHH3M pacnpe,ll.eneHttll pecypcoB. 

3aKmoqeuue 

113 [6, TeopeMa 1] CJJe)].yeT, qTO eCJJH 0k = 0k AJ!ll BCeX kEK, TO 3a,ll.aqa (4) - (8) HaxO,ll.llT paB

HOBeCHOe pacnpe,ll.eJJeHtte pecypcoB Me)K)].y noTPe6ttTeJJJIMH, a 1.1eHa e)].ttHlll.lhl pa60Tbl MaIIJttHhl j B 

paBHOBeCttll onpe,ll.eJJJleTCll no <popMyne PJ = CJ + 1tj, r,ll.e 1tj - )].BOHCTBeHHaJI oueHKa orpaHttqeHHJI (7). 
Ecntt )Ke nnaTe)KH onpe.D.eJJeHhI no <popMyne (10), TO ueHa e,ll.ttHHl.lhI pa60ThI MaIIJttHhtj AJJll nQTPe6tt

TeJJJ1 i eCTb 

t 
p(ij) =-% = (1 - t..;)CJ + A.;Q;. 

Xii 

Cne)].oBaTeJJhHO, MexaHmM, on11caHHhIH B pa3.D.ene 2.2, nopo)K)].aeT paBHOBecHoe pacnpe,ll.eJJeHtte c 

HepaBHOBeCHblMH, Boo6me fOBOpll, nnaTe)KaMtt. 

Anpo6al.lttll MexaHH3Ma Ha ycJJOBHbIX npHMepax nOKa3aJJa, qTO nnaTe)Kl{ IlOTPe6ttTenett He 

npeBblIIIaIOT nnaTe)Ktt, onpe,ll.eJJeHHhte no 1.1eHaM paBHoBeCttll, p(iJ) S:p1• Mb1 npe,ll.nonaraeM, qTo no

cne,ll.Hee HepaBeHCTBO MO)KHO )].0Ka3aTh. 3TO 03Haqano 6bt, qTO PJ - p(iJ) eCTb «npeMllll», KOTOpyio 

CHCTeMa nnaTHT noTPe6ttTeJIIO j 3a «npaB,ll.HBOCTh». 
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