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The nonlinear boundary integral equations that arise in research of nonlinear magnetostatic problems are investigated in combined formulation on an unbounded domain. Approximations of the derived operator equations are studied based on the Galerkin method. The investigated boundary operators are strongly monotone, Lipschitz-continuous, potential and have a symmetrical Gateaux derivative. The error estimates of the Galerkin's approximation in Sobolev spaces of fractional powers are obtained using the abovementioned properties of the operators, too. The problem has been studied on surfaces in two and three-dimensional spaces. We answer also some questions on convergence connected with the discretized systems of equations.
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## 1. INTRODUCTION

This paper is concerned with some problems that appear in the process of solving quasilinear elliptic equations in an unbounded domain with a bounded domain of nonlinearity. One of the problems is how to approximate solutions taking into account the boundary conditions at infinity. Different methods were devised to solve this problem ${ }^{1-12 /}$. One of the most general approaches consists in the coupling of the boundary element method and the finite element method $11,2,3 /$. Though, a number of variants exist in the frame of this concept.

We will discuss the questions of approximation of nonlinear operator equations for the trace of the unknown function on an auxiliary boundary (enveloping the domain of nonlinearity) by the Galerkin method. The equations are formed using a special class of the Poincare-Steklov operators ${ }^{/ 9 /}$. We also mention the iterative methods of solving the discretized equations. The rate of convergence of the given iterative processes for the mentioned class of equations does not depend on the discretization step. At the end we give error estimates of the Galerkin approximations for some spline spaces that are defined on the selected auxiliary surface in $R^{n}, n=2,3$.

## 2. MATHEMATICAL FORMULATION OF THE PROBLEM

We suppose that $\Omega_{1} \subset R^{3}$ is a bounded domain with Lipschitz boundary $\Gamma_{1}$ (it corresponds to the nonlinearity region), $\Omega$ is an auxiliary domain with Lipschitz boundary $\Gamma$ and $\Omega_{1} \subseteq \Omega$.

The function $\mu(x, t)$ is given and fulfills some or all of the following conditions (with $x \in \Omega_{1}, t, \tau \in[0, \infty)$ ):
$\mu(\mathrm{x}, \mathrm{t}) \mathrm{t}-\mu(\mathrm{x}, \tau) r \geq \mathrm{m}(\mathrm{t}-\tau), \quad \mathrm{t} \geq \mathrm{r}, \quad \mathrm{m}>0$,
$|\mu(\mathrm{x}, \mathrm{t}) \mathrm{t}-\mu(\mathrm{x}, \tau) \tau| \leq \mathrm{M}|\mathrm{t}-\tau|$,
$\left|\frac{\partial}{\partial \mathrm{t}} \mu(\mathrm{x}, \mathrm{t}) \mathrm{t}\right| \leq \mathrm{M}$.
Let $g_{0}$ denote the Robin potential on the boundary $\Gamma$. We use the following function spaces: $W_{2, g_{0}}^{1}(\Omega) \equiv V$ is the subspace
of functions $u \in W_{2}^{1}(\Omega)$ with the property that on $\Gamma$ is their trace orthogonal to $g_{0}$, i.e. $\left(\gamma_{0} u, g_{0}\right)=0, W_{2 . \mathrm{g}_{0}}^{1 / 2}(\Gamma) \equiv X \quad$ is the subspace of functions $u \in \mathbb{W}_{2}^{1 / 2}(\Gamma)$ orthogonal to $g_{0}$ and $W_{2,1}^{-1 / 2}(\Gamma)$ is the subspace of functions $u \in \mathbb{W}_{2}^{-1 / 2}(\Gamma)$ orthogonal to unity.

In analogy with the Dirichlet operator $\gamma_{0}{ }^{\prime 11 /}$ the trace operator with the domain of definition $v, \gamma_{0, g_{0}}: V \rightarrow a$ is a linear continuous operator, too. Let us suppose that a linear operator $\mathrm{G}_{1} \in \quad\left(X \rightarrow X^{*}\right)$ is selfadjoint and positively definite, i.e. $\forall u, v \in X$ :
$\left(G_{1} u, v\right)=\left(u, G_{1} v\right),(G u, u) \geq m_{a_{1}}\|u\|_{x}^{2}, m_{G_{1}}>0$.
In the boundary problem that we will investigate in general form, it is necessary to find a function $u \in V$, satisfying the integral identity:
$\int_{\Omega} \sum_{\mathrm{i}=1}^{3} \mathrm{a}_{\mathrm{i}}(\mathrm{x}, \mathrm{w}) \frac{\partial \eta}{\partial \mathrm{x}_{\mathrm{i}}} \mathrm{d} \Omega+\alpha\left(\mathrm{G}_{1} y_{0} \mathrm{u}, y_{0} \eta\right)=\int_{\Gamma_{\ell}} \psi y_{0} \eta \mathrm{ds}+\beta \int_{\Gamma} \mathrm{q}(\mathrm{s}) y_{0} \eta(\mathrm{~s}) \mathrm{ds}$,
for arbitrary $\eta \in \tilde{V}$. The functions $\psi \in W_{2,1}^{-1 / 2}\left(\Gamma_{1}\right)$ and $q \in$ $\in W_{2,1}^{-1 / 2}(\Gamma)$, and also the numbers $a \geq 0, \beta^{1} \geq 0$ and coefficients $a_{i}(x, w), w=\operatorname{grad} u, i=1,2,3$ are given. By $\tilde{v}$ we denote the space $V$, or the space $\dot{H}^{1}(\Omega)$.

If we' set $a=1, \beta=0, \nabla=V$ and $G_{\perp}=L^{-1}(E+K)$, with integral operators $L, K$ defined by the formulas
$K u=\frac{1}{2 \pi} \int_{\Gamma} \frac{\cos \left(r_{\mathrm{r}_{\mathrm{M}}} \mathrm{n}_{\mathrm{P}}\right)}{\left|\mathfrak{r}_{\mathrm{PM}}\right|^{2}} \mathrm{u}(\mathrm{P}) \mathrm{d} \sigma_{\mathrm{P}}$,
$\mathrm{L} v=\frac{1}{2 \pi} \int_{\Gamma}\left|\mathrm{r}_{\mathrm{PM}}\right|^{-1} \mathrm{v}(\mathrm{P}) \mathrm{d} \sigma_{\mathrm{P}}$,
$P, M \in \Gamma$, and $\left|r_{P M}\right|$ is the length of the vector $r_{P M}$ defined by the segment PM , then we obtain combined magnetostatic equations in general form. The solution of this problem can be harmonically extended onto all $\dot{R}^{3}$ under the condition that $|u(x)| \leq 0\left(\frac{1}{|x|}\right),|\dot{x}| \rightarrow \infty$. If we set $a=0, \beta=1, \vec{v}=v$, we get the Neumann problem, and for $\tilde{\mathrm{V}}=\dot{H}^{1}(\Omega)$ we get the homogeneous Dirichlet problem. There holds the following theorem.

Theorem 2.1. Assume that $\mu(\mathrm{x}, \mathrm{t})$ fulfills the conditions (1), (2). Then the boundary value problem (5) of the Dirich-
let, Neumann, or combined ( $\alpha=1, \beta=0, \tilde{\mathrm{~V}}=\mathrm{V}$ ) type has a unique solution $u \in \vec{V}$.

The nonlinear Poincare-Steklov operator $S: X^{*} \rightarrow X$ is defined by the relation ${ }^{18}$, 10 ,
$(\mathrm{Sq}, \eta)=\left(\gamma_{0, \mathrm{~g}_{0}}{ }^{\mathrm{u}, \eta}\right) \quad \forall_{\eta} \in \mathbf{X}^{*}$,
where $\gamma_{0 . g_{0}}$ is the trace of the solution of the Neumann problem (5) on $\Gamma$.

Theorem 2.2. Suppose there hold the conditions (1), (2). Then the operator $\mathrm{S}^{-1}: X \rightarrow X^{*}$ is potential, Lipschitz-continuous and strongly monotone. If the condition (3) is fulfilled, the operator $S^{-1}$ is Gateaus differentiable and there holds the estimate

$$
\begin{equation*}
\left(\left(\mathrm{S}^{-1}\right)^{\prime}(\mathrm{z}) \mathrm{u}, \mathrm{u}\right) \leq \mathrm{M}\|\mathbf{u}\|_{\mathrm{x}}^{2}, \tag{9}
\end{equation*}
$$

and if the function $t \rightarrow \frac{\partial}{\partial t}(\mu(x, t) t)$ is continuous for almost all $\mathrm{x} \in \Omega$, then the operator $\left(\mathrm{S}^{-1}\right)^{\prime}$ is symmetric and positively definite.

## 3. THE DISCRETIZATION METHODS

The properties of the operator $G=(E+K)^{-1} I$ describes Lemma 3.1. The norm $\|v\|_{a}^{2}=(G v, v)$. $v \in X^{*}$ is equivalent to the norm of the space $X^{*}$, the norm $\|u\|_{\mathrm{a}^{-1}}^{2}=\left(G^{-1} u, u\right)$, $y \in X$ is equivalent to the norm $\|\cdot\|_{X}$, and the operator is symmetric.

For $a=1, \beta=0, \overline{\mathbf{v}}=V$ the equation (5) is equivalent to the operator equation
$\Phi u \equiv S^{-1} u+G^{-1} u=0, \quad u \in X$.
According to Theorem $2.2 \Phi$ is Lipschitz-continuous and strongly monotone and therefore the equation (10) has a unique solution $u^{*} \in X$.

We will study a finite dimensional approximation of the operator equation (10), thus creating new equations, and formulate a theorem on the convergence of the iterative processes that solve the created equations.

Let $X_{n} \subset X$ be a linear subspace in $X$ with the induced norm, and $h_{1}, \ldots, h_{n}$ complete, linearly independent system of base functions in $X_{n}$. The operator $I_{n} \in L\left(X_{n} \rightarrow X\right)$ is the inclu-
sion operator and it's adjoint is the operator $I_{n}^{*} \in L\left(X^{*} \rightarrow X_{n}^{*}\right)$. We will study a system of equations with Galerkin type solution $u_{n} \in X_{n}$ :
$\left(S^{-1} u_{n}, h_{i}\right)+\left(G^{-1} u_{n}, h_{i}\right)=0, \quad i=1, \ldots, n$,
that, following ${ }^{/ 9 /}$, can be written as an operator equation in $X_{n}$ :
$\Phi_{\mathrm{n}} \mathrm{u}_{\mathrm{n}}=0, \quad \Phi_{\mathrm{n}}=\mathrm{I}_{\mathrm{n}}^{*} \Phi \mathrm{I}_{\mathrm{n}}, \quad \Phi_{\mathrm{n}}: X_{\mathrm{n}} \rightarrow X_{\mathrm{n}}^{*}$.
The identity $\left\|I_{n} u_{n}\right\|=\left\|u_{n}\right\|$ implies ${ }^{19 /}$ that the properties of the operator $\Phi$ are transferred to $\Phi_{\mathrm{n}}$. It is not difficult to prove ${ }^{7 /}$ the following assertion on the error estimate of the solution $\mathrm{u}_{\mathrm{n}}$ :

Lerma 3.2. Assuming that the conditions (1), (2) are fulfilled, the equation (12) has a unique solution, such that there holds an estimate
$\left\|u_{n}-u^{*}\right\|_{x} \leq 3 \frac{M}{m} \inf _{v \in x_{n}}\left\|v-u^{*}\right\|_{x}$.
Next we outline the iterative process to solve, equation (12). Equivalent norms in $X_{n}$ and $X_{n}^{*}$ are defined ${ }^{/ 7 /}$ via the operator $\mathrm{I}_{\mathrm{n}}^{*} \mathrm{G}^{-1} \mathrm{I}_{\mathrm{n}}=\mathscr{I}_{\mathrm{n}}$.

Theorem 3.1. Suppose the conditions (1), (2) are fulfilled. Then for $\tau \in\left(0,2 \mathrm{M}_{\Phi}^{-1}\right)$ the iterational process
$\mathscr{I}_{n}\left[\frac{u_{n, i}-u_{n, i-1}}{r}\right]=-\Phi_{n} u_{n, i-1}, i=1,2, \ldots$
converges to the solution $u_{n} \in X$ of equation (12) at the rate $\left\|u_{n, i}-u_{n}\right\| \leq \frac{\tau q^{i}}{1-q}\left\|\Phi u_{n, 0}\right\|_{x^{*}}$,
where $q=\max \left\{1-m_{\Phi^{\tau}}, 1-M_{\Phi^{\tau}}\right\}, \quad$ for arbitrary initial approximation $u_{n, 0} \in X_{n}^{+}$.

It is easy to see that for $\tau=2\left(M_{\Phi}+m_{\Phi}\right)^{-1}$ we get $q(r)=$ $=\left(M_{\Phi}-m_{\Phi}\right)\left(M_{\Phi}+m_{\Phi}\right)^{-1} \quad$. Here $m_{\Phi}$ and $M_{\Phi}$ are constants of strong monotonicity and Lipschitz-continuity of the operator $\Phi$.

Remark 3.1. Since the operator $\mathrm{S}^{-1}$ is potential, equation (10) can be solved also by gradient methods (like the method of steepest descent of the method of conjugate gradients).

If we set $I_{n}=\Phi_{n}^{\prime}\left(u_{n, i_{0}}\right)$, we get the modified Newton-Kantorovich method, and for $\tau=1, \mathscr{I}_{\mathrm{n}}=\Phi_{\mathrm{n}}^{\prime}\left(u_{\mathrm{n}, \mathrm{i-1}}\right)$ we get the

Newton method. Local convergence of these methods follows from the properties of the operator $\Phi$. Nonlocal convergence of newtonian processes is given by the next theorem $/ 13 /$.

Theorem 3.2. Suppose that the function $t \rightarrow \frac{\partial}{\partial \mathrm{t}}(\mu(x, t) t)$, $t \in[0, \infty)$, is differentiable in $t$ for almost all $x \in \Omega_{i}$. Then the continuous Newton method
$\frac{\partial u}{\partial \tau}=-\left[\Phi_{\mathrm{n}}^{\prime}(u(\tau))\right]^{-1} \Phi_{\mathrm{n}}(u(\tau)), \quad u(0)=u_{0} \in X_{\mathrm{n}}, u(\tau) \in X_{\mathrm{n}}$,
converges to $\mathbf{u}^{*}$ for arbitrary initial approximation $u_{0} \in X_{n}$.
Note that the use of equation (11) is connected with certain inconveniences in practice. Each part is therefore modified in such manner, that we obtain a constructive way of computing coefficients of the algebraic system (12). Pertaining to the first addend, it is possible to use finite-element analogue of the Poincare-Steklov operator $\mathrm{S}^{-1}$ for suitable triangulation of the domain $\Omega^{18 /}$. Operator $\alpha^{-1}$ is usually approximated by the collocation method and then the corresponding inner and outher equations are "glued" together in a certain set of points on the boundary $\Gamma$. However, the questions of convergence of approximations of this type for the combined problem still do not have strict theoretical foundations ${ }^{2 /}$.

## 4. ERROR ESTIMATES

Here, specific error estimates of the Galerkin method for equation (11) are given assuming that the boundary $\Gamma$ is a smooth surface. Suppose that for $\mathrm{n}=2$, or 3 the boundary $\Gamma$ is a simply connected surface (manifold) of class $\mathrm{C}^{\infty}$, and $H^{\sigma}(\Gamma), \sigma \geq 0$ is Sobolev space of fractional degree ${ }^{/ 11 / / \sigma}$.

The family of subspaces $X_{n}=S_{h}^{k, r}, n=3\left(R^{3}\right)$ is defined $/ \mathrm{r}^{2 /}$ in accordance with the choice of regular family $S_{h}^{k, r} \mathrm{CH}^{\mathrm{r}}(\Gamma)$ of boundary finite-element spaces ${ }^{120 /}$. Letter $h$ is a parameter of triangulation, and r denotes the smoothness of piece-wise polynomial elements of order k-1.

Note that the solution $\mathrm{u}^{*}$ of equation (11), $\mathrm{n}=2,3$, is an element of $H^{\sigma}(\Gamma), \sigma \geq 1 / 2$. Approximation properties ${ }^{12,20 /}$ of the system $S_{\mathrm{h}}^{\mathrm{k}, \mathrm{r}^{\prime}, \mathrm{n}^{-}=3 \text { imply }}$

Theorem 4.1. For arbitrary $\ell, \sigma \in R$, such that $\ell \leq \mathrm{r} \leq \mathrm{k}$, $\ell \leq \sigma \leq k$ for $u^{*} \in H^{\sigma}, \sigma \geq 1 / 2$, there holds the estimate
$\left\|\dot{u}_{n}-u^{*}\right\|_{H^{\ell}(\Gamma)} \leq \mathrm{ch}^{\sigma-1}\left\|\dot{u}^{*}\right\|_{H^{\sigma}(\Gamma)}$,
where $u_{n}$ is a solution of equation (11), $n=3$.

In the case $n=2$, we use ${ }^{/ 14 /}$ the family of spaces $X_{n}=$ $=S_{\mathrm{h}}^{\mathrm{d}}\left(\Omega_{\mathrm{h}}\right)$ of boundary elements on $\Gamma$, corresponding to the space of 1 -periodic, ( $d-1$ )-continuously differentiable splines of degree $d$ on $\Gamma$, where the grid-region $\Omega_{h}=\left\{t_{i} \mid \quad i=0, \ldots, N\right\}$ satisfies on $\Gamma$ the condition $t_{0}=t_{N}$ with a regular step $h_{14}=$ $=\left|t_{i+1}-t_{i}\right|, i=0, \ldots, N$. The approximation properties ${ }^{14}$ of the system $S_{h}^{d}\left(\Omega_{h}\right)$ imply the following:

Theorem 4.2. For arbitrary $\mathrm{t}, \sigma \in \mathrm{R}$ such that $\sigma \leq \mathrm{d}+1$, $\mathrm{t} \leq \sigma, \mathrm{t} \leq \mathrm{d}+1 / 2$ there holds the estimate
$\left\|u_{n}-u^{*}\right\|_{H^{t}} \leq c^{\sigma-t}\left\|u^{*}\right\|_{H^{\sigma}}$,
where $u^{*} \in H^{\sigma}(\Gamma)$, and $u_{n}$ is a solution of the equation (11).
Notice that in the case of piece-wise linear elements, i.e. $\mathrm{k}=\mathrm{d}+\mathrm{l}=2, \mathrm{r}=1$, for $\mathrm{u}^{*}=H^{2}(\Gamma)$, i.e. $\sigma=2$ there holds an estimate
$\left\|u_{n}-u^{*}\right\|_{H} \leq c h^{2-t}\left\|u^{*}\right\|_{H^{2}}$,
where $0 \leq \mathrm{t} \leq 3 / 2$ for $\mathrm{n}=2$ and $0 \leq \mathrm{t} \leq 1$ for $\mathrm{n}=3$.

## 5. NUMERICAL EXPERIMENTS

As an illustration, results of a numerical experiment showing the convergence in $h$ of the problem (10), defined on a boundary of a parallelepiped $\Pi$, are given $/ 19$ using finitedifferencies approximation of the operator $s^{-1}$ and an approximation of $K$ and $L$ by the collocation method on piece-wise constant base functions, for $G^{-1}=L^{-1}(E+K)$. The boundary value problem in $R^{3}, X=(x, y, z) \in R^{\frac{1}{3}}$
$\Delta u=\rho(X), u(\infty)=0, u(X)=0\left(\frac{1}{|X|^{2}}\right), \quad|X| \rightarrow \infty$,
is transformed into the equation (10) defined on the boundary $\Gamma=\partial \Pi$. The function $\rho(\mathrm{X})$ is given by
$\rho(X)=\left\{\begin{array}{l}C(X), X \in \Pi_{1} \subset \Pi=\{X| | x|\leq 1.5,|y| \leq 0.5,|z| \leq 0.5\}, \\ 0, X \in R^{3} \backslash \Pi_{1}, \quad \int_{\Pi_{1}} C(P) d P=0\end{array}\right.$ and exact solution of (19) is $u^{*}(X)=\frac{1}{4 \pi} \int \frac{C(P)}{|X-P|} d P$.

Numerical experiments were carried out on a sequence of three grids $h_{1}(8,8,8) \rightarrow h_{2}(16,16,16) \rightarrow h_{3}(32,32,32)$ on the

|  |  | Table |  |
| :--- | :--- | :--- | :--- |
| $\mathrm{h}_{\mathrm{k}}$ | $8 \times 8 \times 8$ | $16 \times 16 \times 16$ | $32 \times 32 \times 32$ |
| $\Delta_{\mathrm{h}_{\mathrm{k}}}$ | 0.0399 | 0.0195 | 0.0089 |

boundary of a parallelepiped $I$. The results of computations, given for $\Delta_{h_{i}}=\max _{\partial \Pi}\left|u_{h_{i}}-u^{*}\right|, 1=1,2,3$ in the Table, clearly show the $O(h)$ approximation.
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