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In trod u c t i o·n 

' . . . 

As.it is known the problem of reconstructing the potential_ function of Schradinger -

equation using the spectral properties of its solutions is called an inverse problem of 

the scattering theory. Strict_ mathematical solution of.this problem for the case.of. cen

tral symmetrical field was ,given in the we.ll-known papers by I.M. Gelfand and B.M. Levi

tan11,21 ,·M.G. ~einiJI, v.A: Marchen~o1 4 t et al/ 

'However, all these papers are based on the fact that the used spectral characteris

.. tic (spectral functio~ or.S-function) is· known for all values of the parameter k, _of the 

Schradinger equation. Physically speaking it means that it is necessary to know the re

sults of scattering experiments for all energies. 

In the real physicS;l situation we may know· it· onlY for a finite energy .interval. 

At rather. small energies Shradinger. equation becomes nonapplicable f'or ,the.description of 
• a physical phenomenon. This does not even allow to bope that this interval may be enlar-

ged arbitrarilY· Therefore, in order to.apply the results of papersll-41 .it is necessary 

to e~trapolate in some way the used spectral characteristic beyond the limits of the knoWll 

energy interval._Howeve~, the known attempts .to extrapolate analytically the limiting 

phase (or the S-function)_are extremely unsatisfactory, since arbitrary small perturba

tions of the limiting phase (or S•function) at sufficiently high energies provide arbit-

. rary large perturbations of the potential .function. This fact makes us search for another 

~-way to _solve .the problem • 

. In the present paper based upon the application of the Fourier method is given· a 

~ean~ for t'he reconst~uction 'of the low fr_equency harmonics of the pot~ntial and wave 

functions by the limiting phase of the s-scattering known for the finite energy interval. 

The 'stability of this P.rocess.is'shown. 

I am: grateful to s.v. Fomin, L.A~ Chudov and-Ja.A. Smorodinsky for useful discussions 

and consultations. 

I. The Problem 

As is well-kno_wn the radial component of the wave function of the S-wave _in the cent· 

ral symmetrical field satisfies the equation: 

-li:· t~~I?J:~eJ + ur~rR:(-,,1.) == E R(~,£) 
with the boundary c oildi tion 1n zero: R { o 1 E } ~ 0 
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Substituting: 

"l. = x/i ( :t~ )J5. , {)(1,) ~ oi.:
1V(xJ, £=~·II('-, fi ( "'-, EJ = 'f(x, K) (at>o and arbitrar~), 

and assuming that R (''t'1 E }. are no~malized so 'tl:iat 'f''(c, x;) = l't-. ·Then y(x,~e-) 
satisfy. the equation: 

- <t''(x,~e-) + V(xJy(x, rv) = ~~,zy(x,JV)-·· 
with the initial· conditions: · 

. 'f' ( 0 lJV) = 0 1 y;/(o I K,) = ft . 

As is shown inl 2 1 yi(x,~) de.i'i_n_El_~_in~is way.permit the representation 

yrx, "'J ~ '.J,~ J<:x + I K(x, t) s't~iie· t-dt , 
where J{(X;f). with o~ t ~ x satisfies 

0
the eqU:~tion 

-~~K{x,t) QZ ti(x,t) 

""'Jx.t 
= Y{x) K(x,tr 

with the conditions: 

f{(x, o}- o . 
c . : - ) 

.£ K(x,x) = .!.. V(x) 
ol.x ~ 

., 

(1) 

(1') 

(2) 

CJY 

(4) 

' (4') 

Let V(x) b~ tending·to zero sufficiently quickly at )<- oo. Then for great x y(x,K} 

ha~~ 'the ·asymptotic ~orm: 

·. y(x,~) ~,·.ff(~<) .J/n}c~;.J?~<')), '' .· (5) 

where- . ~(~C-) are the so-cal~ed limi~~ng ;hases, (A(k) may .l>e calculated ·using -~(x:)) •. 

Our purpose • is . to find · v'(xJ and; ,(j)(A/ ~<-). using · [( K-) • Substituting. ( 4 ') into (.J) ·one 

obtains the equation 

· r;;z K (x, t J 

~X.J. 

""Jk K(x, t) 

'dt~ 

d 
- 2 K ( x 1 f) of x K {x, >< ) 

(6) 

with the condition f({x,o} = 0 wh~ch ~e use for the odd extension of K(x,t) to the 

negative t (-xt; t~ o)• Thus, we hid to find a solution for the equation (6) such,that 

f{x1 K/) d,efined by (2) would have the asymptotic 'form (5). Having found such /{ {x, t) 
we 1'1nd also V (x)" using the .relation (4'). It is the solution of the problem we shall 

be concerned with. Everywhere fur.ther we. Shall consider V(x) to be continuous if. the 

opposite is not especially mentioned. 
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2. The Case of a Finite Potential 

, Let V{x]:=.o if 'i? Xo • Then according to (J) K.(x,t) satis~ies (if x ~ x 0 ) 

the equa'tion 

Ci) 

and, , therefore, if X ~ X 0 

l((x,t) = t(x-t; + /J,(x+t) 

It follows from condition (4) that f,t,(xJ =- fr {x) i.e., 

l<(x,i)=- {Cx-iJ- /fx+t). (8) 

where /{x) =={t{x). It follows from (4•)t~at by .'f.:::.:Gxo (i.e. x +- t :;..zx.or x-t_>--.tX.) 

f'('f):O ·Making u~e of the latter remark we o~tain by X+ t'>;- ~l<. 

~ K.(x,t; "JK(x, tJ (9) 
'?X 

and by X - r ..::;.. Z )( 0 

n l((x, t) · ... '? l!(x ,t > 
"'X· - '0 t (9'.) 

Thus, having determined K. (lJXo 
1 
t)we can easily obtain that 

K(x., t) = K(~Xo, xo-rt)- K(~X. 1 ,K.,-t), · (10) 

n J<:.(x,tJ.j . = ~~ tiiK_(;.x/'x.-rtJ + I((J.x. x.,-t)] (lo•). 
1x · . x~x. ott 0 · 1 ·• · • 

1 
• < , 

and our original problem reduces to the solution of Cauchy problem for Eq.(6) in a tri-

" angle limited by the straight lines X = tJ. X = -t, and X·= X •" 
< • 0 

J. Determination of K G,x., iJand Cauchy Problem 

Let for X>.-- Xo V(XJ =' 0, Then by X:; X., the asymptotic equality (5) will pass into 

an exact one, i.e.; by X>.:- X., < • • 

Sit1KX + (k(x,tJsi~~etr(f:::: j{(IG)_siYI(KX-t~tGl). 
~ " I 

])_if_1erent1ating (2L~ver _)(' . and making use of (9) we can easily obtain that by x ~.2-Y. 

rrx, K) ;=. IV ( e-os ICX' +~~(X, t)~S. ~ tt~t). (l
2

) 
D . . . 

(ll) 

From (5) we have by X >.,.. Xo 

r'fJ(, ~eJ = iv .11-(K J ~os ( k:X:.;. r(~e) r , 
i.e. by x >..-. ~ x" 
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X ..... ... .. .. ,. ... 

CO$JcX + jK(x,i)eos~Ctclf == .ff(~e} cos(~x+$(KJ). 
. . . (lJ) 

• iJ . . . .. ' . . . 

Thus 1 formulae (11) and (lJ) allow, <i)(k) being. known, to determine the 'Fourier 

transform from K(x,t) by X>..- 2Xo • Further, making use of relations (10), an~ (10 1 )' 

we find that r K(x., t) SiVl K~ t Jt == (-!)n .2 .R.cKn) si t1 ~(K~). (14) 

-Xo X'o 

. J K('l.;t) eos K'.,t J t === o , .. . .. . . 
')( : . ' ' 

!Xo~ tUx~;) I .. sin KYI tdf.::.. (~!)\'\+! ~ Kn' (J+(.c.,)eo~~(~ .. ) ~ i) ·. 
'IJX X'""Xo . . 

-Xo · 

(l4') 

(15) 

X . . . . • . 

Jo ~ k(i,-t )) _ ~OS J(_h t ~1: = 0 
/"'\ X · X- Xo · · -~ '0 . (15 1 ). 

for K.,::. n .Jf; , where n is an integer. 

Thus, by ~(k) we may calculate the Fourier coefficients of the initial data;on a' 
segment -Xo ~ t.:::; Xo of the straight line x==xo .. Let us ext:end'oilr data periodi

cc\.lly over the whole straight line X= Xo and apply the Fo~ier me~hod t~ the solution 

of equation(6) with the-initial data>(i4)~ (14•); (l5) ~nd (15•). 

Preliminarily let us ~al!:'e a substitution 

7r'' . . . . .. ·. . .· ·. . X .. 
~::. - X ·'l;' = .1/ l '' . K(~ 1:) = ___!?.. K (X t) . f . Xs J Xo ' ) I .. ff 1.· ' • 

It is not easy to check. that K {'f ,' t:} s~tisf~es the equation. 

ru:t K (y ,-c) 
I'd v~ 

""J<lr, ?;' J:, 2 K (y:r:) ~ 1M1 :f) (16) 

with the initial data 0~ the straigh~ line r.= j( : ' 

.(17) 
K {7r, 1:. ) . :::: {;• K ( x., t) . 

1 
' ' ' . ~ " 

I'() K (y I 7: ;.) I 
I'Q 7 _· r= 1T 

/J 1(. (x, t) j . 
"'X: X=Xo 

:::: x/· 
-rr'-

(17') 

We shall look for K. ('y /C) in t'he form: · 
00 

j-{ ( 1 1 1:; ) = L q ~ (1" ) s i 11 _n 't' 
'1=-1 ,, ' ' ' 

Having differentiated (18) formally and substituting it 

(18) 

into (16) we obtain· the system of 

equation for the determination of an ('f) : 
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d .,.0 

Cl~ (f) + n2. 0., ('f) = 2 a.-.<1) d L af('1) sin p'f .. . 
. . . Y. -f~i . . ·. .. . . .. 

(19) 

Making use of (14), (15), (17) and (17') we find that .:·. 
""" . 

,ctt,{7r) = # /1{(1rj't;)!.; 11 Yt~ ol-e- = 
,·• '· 

-lT 

and lT . . .· 

a;(rr)= .:£ J 'fJK("f,T:)J· . . · SiYirn:oh:= 
~-71" . ~ 'f . ~ == 7r ·. . . 

X'o . . . . . • ... : 
= x .. f ~: K. (xI t) I . .. si.., Kn t Jt ~ 

,.:. · "()X X=-Xo . 
-X . 

Substituting 
0

n;: fo~. Kr~.· we obtain . . . • 

aYifrr) ~- (-i)n .E.JI ( nf} s i VI ~ (nL) 
1( " . x. . J 

. a~(-rr) = (-i)t)~l if ( .fl(n~) ~o~ ~(n~).- i), . (20') 

and our problem reduced to .the solution· of the 'system (19) ~ith the initial data (2.0) and 
. I 

(20'). 

Note,that· equal1ty"(9)~by X ::::.'-Xo. _and t>o is ~lso.oorreot for he case 'when • · 

V(x)r= 0 by X >X., and in the point xo;X0 it has B: discontinuity of the first.kind '(for· 

instance, tlle r~otiangular potential well).; Th~refore, equaiity (lJ) also holds for this 
' ' ' -- . - . ' '· . ' . ' ' . . . 

case. It can be easily verified that Eqs. (10) 'and(l0 1) also hold for this case. There-

fore, we may also apply the Fourier method here and reduce the problem to the solution of 

system. (19) :with the initial data (20) and c2o'•). ·~he specific feat~~s· of this case must . 

be reflected in the asymptot:ios for . r(lc) for great . k •. 

· As is well-known the solution of equation (1) with the ·initial data (1 1
)' satisfies .the 

following inte~al equation: 
)( 

'f(x.
1 
~) ~ s/n.K; x + ~ J V('f) .s/)1>K (x.:j)Y'(), ~) J~. 

0 

The solution of this equation have· the form: • 

'•., 

tf(><,ic) =sin #C)(+ 

00 . . . . . 

..;;:- 1 ro · ( · ) · 
L...... Kn U$1'\. X 1 IC .· J. 

n=t . . . . 

(21) 

(22). 
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where .. )( x, x,_, . . ' .· . . ' 
fJtt(x,~e)=- J) ... J V{x!)· ·· V(xn) siV~te(x~xtY··· Sir'11<(~,.1 -X.,)JinKX"'rlxc·· clx11 • 

0 0 0 . . . . ,· ' ,· ·, ,• .. ' 
It can be easily seen that ·· · : · , . · · · · · 
1 • . X X1 . · Xn-• · . . , · X n 
/{R,Jx,~e){ ~ f f- .. j 1 V(xt) ... ,V(x.,) /clx; ... dx" ·=== # ( f ( V("f)/"'f) , 

' . ' . 0 0 0 .. . . ,. 0 

and, therefore, a series (22) by any k ;l 0 is:convergent uniformly on any f?egment'(O,x]. 
00 > ,' • ~ ' • - ' ' ' : ; • - •• _,_ • - ~ ••• • '. '. • ~ • 

If in addition J IV(t>IJJ<oothen for any. k f. 0 series (22) is convergent uni'formly along a 
' . . 0 . . 

half straight line [ o 1 oo), 

Let bYX>Xo V(X):~.Then according to (?2) by x'~x~_ 
. . . 00 

lf(X,IC) = (i +~in- CF~(IG)) Ji~ ~X -t- ·c f. 
. ·. ·· · ·· . · · · · n=L 

(2J) 

where 
:., '/((~<~eos~x· 

~ 

Xo jL )',-_, 

cf> .... (K), = f J · .. J V(xt) ... 
0 0. 0 

V{x~) e•s ~ x~ .si~~(X,._X.t)_. .. ·s/n K. (x~~~-~- Xtt) s;'n~t:x,dx, .. .JJ.,~) 
··~ .. 

'· ~ . 

whereas 
to Xt Xn-t · ·, , . · . . . . . 

~ 1'1 ~~J f · · :f V(x',) ... v'(X,) ,; ... .,so';, ic(x,-i,>:·: so'~K(x •. ,-i,)sin~x~d,,: .. dx, . 
.. -~ 0 . '. . . . . . ' . . (25) 

. . - . I) " / ·.. . ; . . .. 

.. ;·· : .. :.; . ~ 

. 'comparing (2J)with (5) which.in the. case V(x):: 0 by.x>x .passes by 
- ,. . • . 0 . c 

x >,.x ·into an. 
. . 0 

exact equality we· have ·'' 

000 . 

:•. ·.; ,/l(IC) eos f(K) ~-==: · 1. + L ~--1{(&<) ' 
.. ·; n=f. . (26) 

'. 
. '·.· ·,' . •:. o<> 

< 'v?{K}iih JrK) :- -~ ·~ .tfnf,<), . (27) 
. . .n-1· ... ·, · o- . , _, . . 

latter'formulae are ~lso correct iri the case of. x. =- o- ·and J 1 V(iJlol'f.<::.. ._, 
.: '. tJ 

The 

In this case 'f(X, ~) allows the representation · 

. f(X1 K} :::. ../I(K 1 X) ~in (I< X .;.d(K1 :()) •• 
, . .~ .· ~ ,. .·oo . :. . . -- . 

Put Jf{tc)= /,'mjJ(K,'f)and JrK)·=- ~t;r•; fri(,JC),If [JV(~JJd~<...,then the~e limits ex1et.Supposing x •oo 1n · 
x~... x~- o o 

formulas (24) _and'.(25).we obtain such·r/Jn(KJ and Y,{K-} that equalities (26).and (27) hold. · 
~ ~ .: . , oa . . . . 

If ill addition we assume that JrW('fJf'J~oothen it .can be. easily shown that for small k 

I %(.c)/~ ~; c~_:hile/~b<Jf:~ K"n~(r:l(;" 
where:. C ; is a .. certain f?Onstant, while o{.I:J :_ o by k~O :and is independent of n. Consequent-

ly, the right-hand side of equality (27)· is tending to zero by k~, whereas·the right-

hand side of· equality (26) is limited in the neighbourhood of· the point k = O. It can be 
. . . "'.· ' '' 

easily. shown that by · k ..... O the right-~nd side of (26) is tending to a certain limit. It 

follows. easily fro~ this thatj/{teJ and.$"(~<) are .continuous function of k. If.·we suppose 



in addition that fr fl V(f){ "r < .,...0 for e = o,·1, ... I m +f. ) . then it 

is easy to show t~t by K>....-o •. _J!{I(Jcosfr~e) · a_nd Jl(~<)sinfcK}have continuous deriva

,t1ves up to_. the order m. The expr~ssions for them are foUnd by means of the correspon

ding limiting· process in the right-hand sides of equalities (26) and (27): · .. 

'Let us find an asymptotic expression for i)(.c.) for great.· k,' . supposin~ that .. 
~ . . . . 
J I V"{J>/ olr ~DC>, It is seen form (24) and (25) thAt <:p~(K.) and'~(~) for·~ fixed' n·· ·are_-

0 the limited functions··of k. Therefore; th~ first .terms .of the asy~ptotics fck) will be 

determined by the first '{nC~) and e/Jn (K:-f. Let us find an ·,~x~lich.expression :fo~ them. 

We' $hall consider that . V(x) is "continu6~stogether'1i:l.~li· their: derivatives up to the ; 

second order inclusive' vrxJ~ 0 !v x~ oO. and ftv•cx>ldx .(. 00 Having 'ciivided (2,) 
(' . . 0 .•. 

by (26) we find 'that 

'(2~)' 
From this we 

t + i:. '..!..;_ <:P," (.( 
tto:t ll" .. 11 ) 

find that for great k. ' '~-

(29) 

whereas o(..L J ~ o · by k~ c.-. u V{xJ or • Vrx J:. has 'a f:l.nite··number of 

discontinu~ies of the first kind', then in the asymptotics for ~(K) there will ap.pear 
. : .!Is . " ~ . .. Bs . )(., 

additionally a finite sum of. the. terms of type ·l<i'.Stnh~"'S· .or. Tse~s.J.~ s ~ 

wh~re Xs is the point of a discontimiity . V(x) whereas Xs' ~ V'(x). The coef:f'ioi-: 

e~t: Jl~' is p~oportionai to v~.;o)-V~:.%wher~~~-· · ~~-~ :__ .. v'(xs ~~j ·'\'rx~~o). . 

. 5. Caloulati.on of c1 ' 

:Making use of re.lation ,(4 1) ·we find that. Ct.-=--. t/m K (xl x). Let us take an arbitra:. 
.... ' . . .. ·X--..o. 

ry. X• > o . • Then we may write that:·. 

where 
~~ c 

q,(xo) = j K(:z.Xo 1t} eosnJ}; tlt" 1 
0 . 

· J.Xo . . . 

J:, r~.J = f 1< (.tx.; t) si .... ,¥; t Jt . 
0 

It is known that at the point of the discon~·i:lluity of.::..the .first; kind the Fourier· 

series is convergent' to 'a half-sum of' the values of the ftnicti.on to. the. :t-ight and left 
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from.tbe,point of dis~ontinuity. In our,oase 
o<> 

K (i.x.l 1. x.) · = ; E ct., (Xo) 
. • .n~o 

-
since · K(,X •. 0) .= 0. 

. . .I . '• , • • 

Oo (x.L 
Xo (JO) 

Tending .· ')(0 • -to infinity' we can easily obtain that the .sum in the right-hand side of 
' ., - ' ' ' . ~ . ~ ' -

(JO)·is formally tending.to 5 the ·expression. 

· · . ~rr-*(·Y•·s rc.) -t 1 'IC . 
.. . .. .. 7r o·-··· . .. . ., :- .· 

It. i~ n~t easy to sh!>w ~hat. _this limi~ing process _is correct. Thus, we obtain the ·followi~ 

expression for .. c1 :. · .. : . 

ct = -:. f{ Jf(.c)e,o.s~K") -1.}J~<·. 
0 (Jl) 

· : ... Making use of (26) we easily establish that the ·integral in the right-hand side of 
\·I ~ . ,. 

(Jl) is convergent well enough. . . · .. ,· .· .. . · !<,..,; , 

. Let jf(t<' and ~(t<) ar~ known up_to s_?m.e · k~ax •. ·P,utt1ng_C1 =-~ff:Moc)<!~S~(~)~i}c/~e 
we_shall make an error in the definition of··c1 equalto --!:f{jt(K)eo"~J(~e1-i}dJC. 
It will be seen jater that the erroz: 1n. the de,termination of KV!x-J .c:rna'' rrx,JC) W.ill .be of 

th~ order. ;.1 {fi(K)eosfctC)-i)d~. ·Th~refore~ in order e.!he error in the ·de~ermination of· 

v (x) and <f(X:";;j ~0 be small: ~t iS neoes,se,ry that ;. [{:Jl(1C)~s(IC)-1Jol~wou~d be: small. 
. . ~~~~ -

6. ·~e;ati~~ betw~enjM,~•dand conjugated states* 

Consider first .the case of a finite potential~-Multiply (11) by b and add it with 

(lJ) • We obtain that for t~2.Xo and k real 

ehot + J K (x, t J et'~et ~f = .1/(~<}e /Jex +t' I{ I() 
.. D 

· .. we. have thus 

f + JK(>r,tJ.e"k;(t-x),/f ~JI(~e):e/JcK") . . . . . (J2) 

for X>., .! )(u and. k real • J,X. ' . · .. · .. · l te ( t-J,;X,)- · 
Let G {K) = f + 1 t<.(J.'Lo, t) e rlt.. It can be easily seen 

G 
. 0 

that (K.). is analytical in the lower half plane of the complex variable. It easily 

follows ·from- · · 

G {K) = { i Cf{1X0 J IC} 
+ sP'~~~. ~; J e;.. iJ.~t: )(o 

* While writing t~1s Section Chud.ov 1 s paper 15 1 was an essential help for .me. 
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that. ~(~) has only a finite number of zeros in the lower half plane. 

Indeed, the 'eigenfunction of (i) having by X>- Xo the form 

'f(X, i<:) =- (! e - i Ko X - · 

and belonging, therefore, to.L2{o,oO) corresponds to any zero. ko of the function (;.(~<:) 
<'. ' ., " ; 

·in the lower half plane. As in the case of a finite potential the equation (1) has only a 

finite number of .eige~functions belonging ~o ~1(o,oo) , th~n our assertion is proved. It 

follows from the selfconjugation of shit!Jdingerequation that k~ is a, ·real·' number.· Since·· 

by k~.> 0 the eigenfunctions do not possess an integrated square. then I{;~ o. The case·; 

when k
0 

= 0 is a zero of the functi-on G(k) requ.ires_ a special· consideratiC:)Ii since in 

this case one may obtain a new discrete level by_ whatever small change of a potential. 

The limiting phase in this case also behB.ves in a part-icular way. Thus, excluding the ca

se when G(o) = .Q we establish that in the considered case G(K) "has a finite number ·of pu-

rely imaginary zeros in the lower halfplane and does not turn- into zero along a real axis. 

Therefore, A(k) does not turn into zero alongthe re~i axi~ as welL Fr"om here,- making 

use of form~la (27)·w~ find that sinbro)=o i.e. bco) is· mult1pie to 17', By changing the 

sign of A(k) is necessary we may always obtain that fco) may be chosen equal to zero.· 

Then, applying (26) and (27) we find that "f(ic) is an odd function along a real axis, 
• I ' • 

whereas A(k) :is ~~- even functton. 

A(k) :).s real along the real axis. Therefore, along the real axis either Jf(K}= /(;(-.e)/or 

j/{&C}=-}(;{IcJf. Let us clear up w~ich of the.se possib~ities: really takes .place,' We have 

. from (26)" that Jl {~e) c-Os. fcKJ ~ i .ly K ~ c- . . 

Since- according to (29) . bc~ r.:.:..:. - m'IT' /:; 1<. ~- . •· 
m . 

then.J/{1()-7{:-t) by k_.,. oo i.e., the relation 

J/-{K} =- (-1) m I(]-(~) J (JJ) 

is- correct, where m "'.,.. //m ~{~eJ, · whereas fu.:; J is chosen· so that . fco) = o Let us 
. I('-?... 71-: . - .. - . . - . . \ . 

determine the meaning of m in forni'uia (29). we· ·make use. of the theorem about the connec-

tion between the number of zeros _inside a closed contour of the analytical function G(k) · .. 

and the change of its argument along -thise ~od-our (see 16 1-, §2J). As an integration · 
' ·.-. • > I 

contour GR we assume a·curve consist~ng of the segment [-R ,- R. 1 of the real axis and the 

lower half of the semicircle lkl ·= R. Let us take R so gr~at that ~11-zeros'of· the 

function' G(k) lying in' the' lower ~lfplane ~ould be inside o'ur, contour and proceed td the 

limit_ by R-+oo,Then by means of elementary ~alculations we obtain that the number of--zeros· 

N of the function G(k)" lyin~ in :the iower half plane is co~nected with f(k) by the fol

lowing relation: 

2r.N = -rc-·0") ~-- r(.;o) ;_ --2. r(c>O) ~. 

Comparing the. ~btained'equality-with (i9) we get'that "m =N, Since N~·o; ·.then m~O 
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as well. 

Let us denote by -i)t5 .(Ks>O,S=f, •.. )m) the zeros of the function G(k) lying 

in ,the lower half-plane. Then 1< 1 :::- K}· are discrete eigenv~lues of equatidn (1). Let 

,..., m 
'G(IC). = (;(~~;,) nr ·~ Xs ~I<)' 

. S•t i. Hs, + t<. • 
(J4) 

,_, 
It, is not easy, to see that G(~) is analytical in the lower ha.lf.,plane and does not va"':' 

nish in it • 

. . Ther~fore, the function 

' .• ........ - ~· "" 
· J(,c) :=: ln {;(te}::: tn '/(;.(~eJ/ + :a""'i (;. {IG) 

will be also ,analyti~a.J. ev~rywhere in the lower half plane. It follo\Vs from the. definition 

of the function F(k) that for great k (1C ... >I<#,where C is constant.• Therefore, the so

called diapers_on relation may be written for the function F(k) lsee,l 7 1, § 46). This.dis

persion relation connects the values of the real.and. imaginary parts of the function F(k) 
: ' 'r # • • ' " 

along the real axis: 
o-· ""' 

fn./~(KJ/' = .if .. «?.t(J_ (K'} ofKi. 
7T . K-~' " -oo 

i.e. 
oa· ~ 

{ G{KJ/ ~~ exf { lj· 0('1;i~(~e'J ~, ··} · · 
7T o_:..,r IC . · 

- .:>0 . "' "- ' 

Using (J2), (JJ), (34) and the definition ·of the function G(k). we obtain that along 

the real axis 

Jl(v.) :: (-i) m { ~(K) I 
== r{K) + f. «~r (/~::) 

S=l . 

and ' ,., a..,i C:{IC} 

Finally we obtain that ··. , :, . 111 J..il. ~I 
... .. . . ... { 1 ~~ r-{ ') _,. ~a'iefq a. s >. 
Jl6 ).. f " ) m . · DU< ·. s•L I ~s .,;,. K' 

IC : \.- i ej f 7F 1 Pl~ei} . (J5) . . . _..,. .. K.- K 
It is .the. con~ection. of A(k). and ·~ (k) which is necessary. In order the obtained 

formula to be correct it is n~t necessary _to .~equire the potential being finite. In this 

case, introducing 

... lfx.Cx) = ·{ V(xJ. by >< < ~~ 
0 by X> Xo 

we may write relation (35) for JfxJtt.) , arid fx/K.} . .If Jiv(~) J el) < C>A and, '[r1 V(~) J J7 ~ t;.Q~. 
then in the obtained equality we may pass .to the limit by Xo== co •. The· obtained limiting 

\ 
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relation 'will be o! the same form as (J5). It establishes the connection between ~(K) = 
=. .f/ ~ (K} and rr~) = ft:><> (I<) • When deducing (J§) 

we excluded the case when. (;..(o} =·.o; However, by means of considerati~ns 'applying· in the 

derivation of-(J5) one may ()btain an analogous formula. The only difference is that it is 

n~cessary in thi~ case to switch on a !actor arialytic'al in the l·ower half plane everywhere 

except the point k =" 0 at which' it has a· pole of th·e necessary order and behaves su!fici-

imtly well by I K./ ~·' c:.0· • 

We 'have noticed earlier that by. 1<. ;- 60 .· .· .//(~)- {-I) 11? Let. us find the 

. following term of the asymptotics • .For this. there are. two possib1li ties: equality. (27) and 

equality (J5). Making.use of equality (27) we eas1ly:obta1n.that for great k 

.J/-(1<)= (-t)lff{f+ :: + r1(-fyJ). (J6). 

·· Thus, the problem is to find ri f . It may. be done by means of .equality (J5). · 

8. Solution of System 

Usi~g (20), .(20 1 
), (29) and (J6) we may write .the first terms of the asymptotics CI

11
(7T} 

and 0; (TT) !or great n . We have for great. n: 

(J7) 

'(J7') 

UnfJ:) = .. i'r,tfJ+ xi~:~:L:2 ~o~nJ .r 1. :~icC~~~;) Ji11nT. · 
/'o . 

Substituting into (19), for .the determina~ion of ~q·J we obtain the equation· system:. 

l~r/+nlf..(rJ ::: 2_{1.. {1T)+ ~(', k', n e. S~'<" -t- .1_ Xf {t/ -2,rit) 1• } 
.n " . " . x,t + .,.2 fl1. o r 7r :z. 7rl n~ J 1 n n ~ · · . 0 II' }(0 . + f 

'_f. f. ( -i'p(~ ;J/n;y+ 1- Xo1vP:Z.Ji~ hf? + .L Xf ~ C/~~fl-t/ J;~:z.D'l;}. (JB) 
01 r p:::J x. +.71' 'P 7r Xo + II f . lJ. . 

The. following should noted about system (JS). When differentiating a series L: 1x·~..t ]t'nJ.o~ 
( p=tX• HT r I > 

bi each term a series arises which have two 0- shaped f~ticularit.ies, one':" 

at the point f = 1r the other - at the p~int .f = o • This is due to the fact that a .·se-

riA A 
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o<> ,, 
L ~Xof J• , rt ')(/- r7fl. fz ttl ~~ r 

is a Fourier series of a certain smooth periodical functionhaving discontinuities of the 

first kind at the points r=n?r (n is an inte~er). A discontinuityO',{f) and t:Y/,(~) at 

the point: f=:: 71"' and_ f = 0 requires that these particularities WOUld be SW1t.ched off •

This shows that a formal approach to the .derivation -of system (19). is insufficient. How

ever, this derivation has no other defects. It can be seen.from (J7) and (Ji') that for 

great n ~{7r) =-. rP{;/3) Clhd .(.,' (rr} = f1(n'3) 

· [to I(..,.'..,X'J · ~ (i ) d 1/.. ) . For the first ·M = "1r values n we may determine iln u and ~, ctr. and as-

suming"'(~) =.f..'(?):=o '-by n> M 'to solve a cuf-off' system. For a fixed Xoan error in 

the determination of l,tf) will depend upon M and by M...;.oa (i.~. 1<,..,.,.---) will tend 

to zero.It is clear frcm·the form of the system (JS) that the solution of this system 

depends continuously upon c1 .and cl.t .. ~ The system (JS) .allows to estimate the mistake in · 

the determination of fr. (f) and, therefore, in the. determination of K(x,t) due to an errol. 

in the determination of the. phase. 
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