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1 Introduction. Main result 

The eigenvalue problem we consider is the following 

-u" + f(u 2)u =.Xu, u = u(x), x E (0, 1), 

u(O) = u(1) = 0, 
1 J u2

(x)dx = l. 

0 

(1) 

(2) 

(3) 

Here all quantities are real and f is a given sufficiently smooth 

function. If a pair (.X,u), where .X E (-oo,oo) and u = u(x) is 

a twice continuously differentiable function of the argument x E 

[0, 1], sa:tisfies the problem (1)-(3), then we call .X the eigenvalue 

and u(x) the corresponding eigenfunction of this problem. 

In the present note, we establish an independent and shorter 

proof of our result from papers [1,2] which states that the eigen

functions of the problem (1)-(3) form a Riesz basis in the space 

L2(0, 1). (In fact, paper [1], where a weaker statement on the ba

s1s property of the system of eigenfunctions of the problem (1 )-(3) 

is presented, contains some mistakes and gaps in proofs; in the 

latter one [2] we correct these errors and make some additions to 

paper [1]. Also, in note [3], results of paper [l] are reestablished 

without proofs.) We remark that, to our knowledge, there are 

almost no investigations of basis properties of systems of eigen

functions of nonlinear problems similar to (1 )-(3). We mention 

only paper [4], where these questions are, considered for a non

linear problem arising from a linear one under small nonlinear 

perturbations, and our paper [.5]. 
In the present paper, our hypothesis is the following. 
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(f) Let f( u2 )u be a real continuously differentiable function 

of the argument u E (-oo,oo) and let f(s) be a non-decreasing 

function of the argument s E [0, +oo ). 

The hypothesis (f) is valid, for example, for the function f(s) = 
isiP where p :2:: 0 is a constant. 

In our paper [1], the following statement is proved. 

Theorem l. Under the hypothesis (f) 
(a) for an arbitrary integer n :2:: 0 there exists a pair (.Xn, un), 

consisting of an eigenvalue An and a corresponding eigenfunction 

Un of the problem (1 )-(3) and being unique up to the coefficient 

±1 of the function un, such that the function un(x) has precisely 

n roots in the interval (0, 1); 
(b) Ao < .\1 < ... <An< ... and lim An= +oo; 

n~oo 

(c) for any integer n :2:: 0 the solution un(x) of the equation 

(1) taken with .X = An can be continued onto the whole real line 

x E ( -oo, oo) and the roots of this solution are precisely the points 

xi: = n!1 where k runs over all integers; 
(d) there exists D > 0 such that lun(x)l :=:; D for all numbers 

n = 0,1,2, ... and for all x E (-oo,oo); 
(e) for any integer n :2:: 0 Un (x + n!1 ) = -un(x) for all 

xE(-oo,oo); 
(f) Un (n~1 +X) = -Un C~1 -X) for any non-negative in

teger n, integer r and x E ( -oo, oo ). 

Remark. Really, in paper [1] statements (c),( d),( e) and (f) of 

theorem 1 are presented in a weaker form. However, proofs from 

paper [1] can be kept without modifications for proving these· 

statements in their present form. 

Let L2 (a, b), where a < b are real numbers, be the usual 

Lebesque space, consisting of real functions of the argument x E 
b ' 

(a, b), with the scalar product (v,w)L,(a,b) = J v(x)w(x)dx and 
a 
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the norm llviiL,(a,b) = (v, v)I,(a,b)" Let Lz = Lz(O, 1), (·, ·) = 
(·, ·)L,(D,J) and 11·11 = II·IIL,(o,J)· We also present the following 
definitions for the convenience of readers. 

Definition 1. A system of functions { hn}n=D,J,2, ... C Lz( a, b) 
is called a basis of the space L2(a,b) if and only if for an arbitrary 
function hE L2(a, b) there exists a unique sequence of real coeffi-

cients {an}n=O,J,2, ... such that lim llh- f. anhnll . = 0. We 
N-oo n=O L,(a,b) 

00 

write this equality as follows: h = 2: anhn. 
n=O 

In accordance with papers [6,7] we introduce the following 

Definition 2. We call a basis {hn}n=o,1 ,2, ... of the space Lz(a, b) 
the Riesz basis of this space if and only if the following two con
ditions are satisfied: 

00 

1) for any h = 2: anhn E Lz(a, b), where a,. are real num-
n=O 

00 

bers, one has 2: a; < oo; 
n=O 

2) for any sequence { an}n=D,J,2, ... of real numbers such that 
00 00 

2: a; < oo the series 2: anhn converges in the space L2( a, b). 
n=O n=O 

Our main result is the following. 

Theorem 2. Under the hypothesis (f) the system of eigen
functions { vn}n=D,J,2, ... of the problem (1 )-(3) from theorem I is a 
Riesz basis of the space L2. 
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2 Proof of theorem 2 

In what follows, we accept that vn(x) > 0 for x E (0, n~J) (it 
is possible in view of theorem !(c) and invariance of the problem 
(1)-(3) with respect to the multiplication of the unknown function 
by -I). Our proof of theorem 2 is based on a result obtained by 
N.K. Bary. To establish this result, we need the following 

Definition 3. A system of functions {hn}n=O,J,2 ... C Lz(a, b) 
is called minimal in the space L2 (a, b) if and only if for any intcga 

II 
,v 

n 2: 0 there exists Cn > 0 such that II hn + {;; akhk II 2: C n 

k;in f....2(a,b) 

for an arbitrary integer N > 0 and arbitrary real coefficients ak. 

The result of N.K. Bary announced in paper [6] and proYed 

in paper [7] is the following. 

Bary Theorem. Let a system of functions {gn}n=D.J,2, .. be a 
Riesz basis of the space Lz(a, b), {hn}n=D,J,2, ... be a sequence of 
functions from the space L2(a, b) and the following two conditions 

be satisfied: 
A. the system of functions {hn}n=D,!,2, ... is minimal in the 

space L2(a, b); 
00 

B. 2: llhn- gniiL(a,b) < 00. 
n::::O 

Then, the system of functions {hn}n=D,J,Z, ... is a Riesz basis of the 

space L2(a, b). 

Let en(x) = J2sin7r(n+ l)x where n = 0,1,2, .... Then, 
{ en}n=O,J,2, ... is an orthonormal basis in the space Lz. In partic
ular, it is obviously a Riesz basis in this space.· Let us verify 
the conditions A and 13 of the Bary Theorem· for the systems of 

functions { en}n=0,1 ,2,.·. and { u~}n=o,1 ,2 , ... and the spa:ce Lz.' 
.·.· 
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To verify the condition A of the Bary Theorem, let us for 

each integer n ?: 0 expand the function Un (n~I) in the space L2 
00 

in the Fourier series: Un (n~I) = I; ai:ek(·) where ai: are real 
k=O 

coefficients. Then, one can easily verify that 

00 

Un(-) = 2:= b;:,em(-) ( 4) 
m=O 

in the space L2 where b0,+I)(k+I)-I = ai: and b;:, = 0 if m =J 
(n + I)(k + 1)- 1 for all k = 0, I, 2, .... (Indeed, the equality 

(4) obviously takes place in the space L2 (0, n~I ). Then, since in 

view of theorem 1(f) the function un(x) is odd with respect to the 

points ....!:_
1 

where r = 0, ±1, ±2, ... and since the direct verification 
n+ 

shows that the functions e(n+I)(k+Ij-I(x), where k = 0, 1,2, ... , are 

odd with respect to these points, too, the equality ( 4) also holds 

in the sense of each of the spaces L2 (.~ 1 , ~~;) where r = 1, n. 

Therefore, it is valid in the sense of the space L2.) Also, obviously 

b0 = ... = b~_ 1 = 0 for each n and, in view of our acceptation, 

b~ = a0 > 0. 

Lemma 1. The system of functions { un}n~o,1 , 2 , ... is minimal 

in the space L2 • 

Proof. Let us suppose that the statement of lemma 1 is 

invalid. Then, there exist a number n and sequences of numbers 

{Nt}t~ 1 ,2 ,3 , ... and of real coefficients dL where k = 0, N1, such that 

N, 

Un + l:=d~uk = at(x) and JJa-tJJ--> 0 as ./--> oo. 
k=O 

'"" 
In addition, introducing zero coefficients d~ if necessary, we can 

accept that N1 > n for all I. 
First, let n > 0. Let Pn be the orthogonal projector in the 

space L2 onto the subspace spanned over the functions { e0 , ... , e,;_1 } 
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( 
~ 

( 

and let Ln be the closure in the same space of the linear span of 

the functions {en+I,en+2, ... }. Then, since JJhJJ?: IIPnhll for any 
hE L2 and in view of the expansions (4), we get that 

[ 

N
1 l n-1 

Pn Un+{;d~Uk =[;dUPnuk]=.Bt(x) 

'"" 
where II.Bdl --> 0 as l--> oo. Hence, since the vectors 
Pnuo, ... , Pnun_1 are linearly independent in the space L2 (be

cause the submatrix (b;;')m,k~o, ... ,n-l in the expansions (4) is non

degenerate), we get that 4 --> 0 as I --> oo for all k = 0, n- 1. 

Therefore, 

N, 

Un + 2:= d~Uk = ')'t(X) where lbdl--> 0 as /--> 00. 

k;:;:n+l 

If n = 0, then this property also obviously holds. But in view of 
N, 

the expansions (4) I; d~uk E Ln, hence 
k~n+l 

N, 

un+ 2:= d~ukil?:b~>O, 
k=n+l 

and we get the contradiction. Thus, lemma 1 is proved. 

00 

Lemma 2. I: llun- enW < oo. 
n=O 

Proof. In view of theorem 1( d), we get by the comparison 

theorem (see [8]) that there exists D1 > 0 such that 

i>•n - Zn J :S D1 (5) 

for all numbers n where Zn = (1r(n + 1))2 are numbers such that· 

-e~(x) = Znen(x). Let us show that there exists D2 > 0 such 

that 

lu~(O)- e~(O)J:::; D2 and Ju~(l)- e~(l)J:::; D2 (6) 
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for all numbers n. 
At first, let us multiply the equation (1) written for u(x) = 

un(x) by un(x) and integrate the obtained identity over the seg

ment [0, 1]. Then, due to theorem 1(d), we get 

I 

An- C1 :S J[u~(x)fdx :SAn+ C1 
0 

for a constant C1 > 0 independent of n. Further, let us multiply 

the equation (1) written for u(x) = un(x) by 2(1 + x)u~(x) and 

integrate the obtained identity between 0 and 1. We get after 

transformations with the use of the previous estimate 

\2[u~(l)f- [u~(O)f- 2An \ :S 

I 

::; cl + 2lj (1 + x)f(u~(x))un(x)u~(x)dxl < 
0 

I 

:S C1 + j IF(u~(x))ldx 
0 

' 
where F(s) = J f(t)dt. Hence, since due to theorem l(e) [u~(OJF 

0 

= [u~(l)JZ, theorem 1(d) implies that 

l[u~(l)f- 2Anl = i[u~(O)f- 2Anl :S C2 

for a constant C2 > 0 independent of n. We also remark that, 

due to the acceptation that un(x) > 0 for x E (0, n~ 1 ), we have 

u~(O) > 0 because otherwise (if u~(O) = 0) it must be un(x) = 0 

by the uniqueness theorem. Now, since sign u~(O) = sign e~(O) 

and, as it follows frorn theorem 1(e), sign u~(1) = sign e~(l), 

because [e~(O)J2 = [e~(l)J2 = 2zn and in view of the inequality 

(5), we get (6): 
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Let wn(x) = un(x)- en(x). Then, due to theorem l(d) and 

the inequality (5), we have 

-w~(x) + Wn(x) = ZnWn(x), x E (0, 1), (7) 

Wn(O) = Wn(l) = 0 (8) 

where {Wn(x)}n=o. 1,2 , ... is a uniformly bounded sequence of con

tinuous functions. Multiplying the equation (7) by 2(1 + x )w~ (x) 

and integrating the obtained identity from 0 to 1 with the use of 

the integration by parts, due to (6) and (8) we get 

I I 1 

D:J- J[w~(x)j1dx -2 j(x+ 1)Wn(x)w~(x)dx 2': Zn j[wn(.r)J1dx 

0 0 0 

where D3 > 0 is a constant independent of 11. Therefore, applying 

the inequality 2ab :S a2 + b2
, we obtain that there exists D4 > 0 

1 

such that Zn J w;(x)d.r :S D4 for all numbers 11. Hence, llw,ll :S 
0 

l 

DJ1r- 1(n + 1)-1
, and lemma 2 is proved. 

Now theorem 2 follows from proved lemmas 1 and 2 and the 

l3ary Theorem. 

9 



References 

[1] P.E. Zhidkov. Completeness of systems of eigenfunctions for 

the Sturm-Liouville operator with potential depending on the 

spectral parameter and for one non-linear problem// Matem
aticheski{ Sbornik. 1997. V. 188, No 7. P. 123-138. 

[2] P.E. Zhidkov. Corrections to the paper "Completeness of 

systems of eigenfunctions for the Sturm-Liouville operator 

with potential depending on the spectral parameter and for 

one non-linear problem" (Matematicheski{ Sbornik. 1997. V. 
188, No 7. P. 123-138) // Submitted to "Matematicheski{ 

Sbornik". 

[3] P.E. Zhidkov. On the completeness of the system of normal

ized eigenfunctions of a nonlinear Schriidinger-type operator 

on a segment// Int. J. Modern Phys. A. 1997. V. 12, No 1. 
P. 295-298. 

[4] A.P. ~vlakhmudov. Completeness of eigenelements for some 

non-linear operator equations// Doklady Akad. Nauk SSSR. 

1982. V. 263, No 1. P. 23-27. 

[5] P.E. Zhidkov. On the property of being a Riesz basis for the 

system of eigenfunctions of a nonlinear Sturm-Liouville-type 

problem// Submitted to "Matematicheski{ Sbornik". 

[6] N.K. Bary. On bases in Hilbert space// Doklady Akad. Nauk 

SSSR. 1946. V. 54, No 5. P. 383-386. 

[7] N .K. Bary. Biorthogonal systems and bases in Hilbert 
space// Moskov. Cos. Univ. Ucenye Zapiski. 1951. Yip. 148. 
Matematika 4. P. 69-107. 

[8] B.M. Levitan, l.S. Sargsyan. Sturm-Liouville 
erators. 1988, Moscow, N auka. 

Received by Publishing Department 
on March 20, 1998. 

10 

and Dirac op-

• 

)I(JlJIKOB IT.E. E5-98-61 
Pa3.TJO)KeHllil no co6crseHHhlM ci>YHKUHSM, 
CB.5i38HHb!e C HeJIHHetiHbiM yp3BHeHHeM lllpe.UHHrepa 

PacCM31pHBaercH HeJIHHeHHrut o.n.HoMepHrut 3a.naqa Ha co6crseHHbJe 3HatJeHm~ 
nma ypasHeHJUI lllpe.D.HHrepa Ha -orpe3Ke. HcnonLJy.s~ nonyqeHHLJe paHee csoHcrsa 
ee C06CTBeHHb1X clJYHKUHfl, npe.UCT3BlUIH HOBoe, 6onee KOpOTKOe, .D.OKa.33TeJlbCTBO 

yrseplKl!eHHJI o TOM, 4TO sm co6cTseHHble <jl)'HKUMH o6pa:JYJOT 6a:JMC PHcca B 

npocrpaHcrse Lz. IToaxoa, ucnonhJyeMb!ii B pa6ore, onupaerc" Ha Hexorop)'lO 
reopeMy H.K.EapM. 

Pa6ora ••monHeHa s Jla6opaTopMH reoperM4ecKoii <jlMJMKH HM. H.H.Eoromo-
6osa OHl!H. 

Coo6weHue Ofu.e.:umeHHoro HHCnnyra ~nepHbiX Hcc.nenosaJ-ndt .[ly6Ha, 1998 

Zhidkov P.E. 
Eigenfunction Expansions Associated with a Nonlinear 
Schrooinger Equation 

ES-98-61 

We consider a nonlinear one-dimensional SchrOdinger-type eigenvalue problem 
on a segment and, using properties of its eigenfunctions obtained earlier, present a 
new and shorter proof of the statement that these eigenfunctions form a Riesz basis 
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