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1. Introduction 

The paper is devoted to the problem of constructing -a special class of 
symmetries for !;toundary yalue problems (BVPs) in mathematical physics, 
namely renormalization group §}>mmetries (RGSs) and of using this sym­
metry to solve a non-linear problem. By RGS we mean a symmetry that 
characterizes a solution of BVP and corresponds to transformations involv­
ing both dynamical variables and parameters entering into the solution via 
boundary conditions (and equations). 

Definition 
In the simplest case the renorma.lization group (RG) can be defined 
as a continuous one~ parameter group of specific transformations of 
some solution of a physical problem, solution that is fixed by a 
boundary condition. The RG transformation involves boundary 
condition parameter( s) and corresponds to some change in the way 

of imposing this condition on the same partial solution. 

Symmetries of this type appeared about forty years ago in the context 
of the RG concept which originally arose [1, 2] in the "depth" of quantum 
field theory (QTF) and was successively used there [2, 3] for improving an 
approximate solution to restore a correct structure of solution singularity. 

To elucidate the idea of RGS, let us take some solution and consider its 
one-argument characteristic r( 19) that can be fixed by a boundary condi­
tion r( 19 0 ) = g0 . Let this characteristic be formally represented as a func­
tion of boundary parameters as well: r( 19) = r( 19,190 , g0 ). (This step can be 
considered as an embedding operation). Then, the r_enormalization group 
(RG) transformation corresponds to a changeover of the way of parame­
terization, say from {19o,go) to {19,,g.}. Suppose now that our character­
istic r can be written in a form of the two-argument function G( 19 /19o, go) 
with the property G(l,g) = g . Then, the equality G(19/19o,go) = 
G( 19/191 , g,) points to the fact that under change of a boundary condi­
tion the form of the function G itself is not modified. Taking into account 
that g1 = G(19,j190 ,go) and introducing new variables x = 19/19o, g0 = g 
and a= 190 /19 1 we obtain . 

G(x,g) = G(xja,G(a,g)). (Ll) 

This functional equation corresponds to continuous one-parameter point 

transformations 

Ta: {x' = xja, g' = G(a,g)) G(l,g) = g, (1.2) 
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wherea.'l the functional equation ( 1.1) guarantees the group property Ta · 
T, = Tab fulfillment. 

The infinitesimal form of the RG transformation can be written down 
as a differential equation 

RG = 0, with R = xDx - (3(gJ89 , 
DG(a;g)l 

f3(g) = a a a=1 (1.3) 

where R is the infinitesimal RGS QPerator (RGO) with the coordinate f3(g) 
defined by the first derivative of G. This equation, reflecting the invariance 
of Gunder the RG transformation (i.e., functional self-similarity property) 
can be treated as a vanishing condition for the coordinate re of RGO in 
the canonical form [4] 

R = reDG, re = xGx- f3(g)G9 = 0, (1.4) 

identically valid on a particular BVP solution G = G(x,g). 
Therefore, instead of Eqsc (1.1), (1.2), RG transformation can also be 

introduced by means of an RGO with canonical coordinates that identically 
turn to zero on the BVP solution. And vice versa, being given an RGO, 
one can easily reconstruct the functional equation for the transformation 
function G with the help of the corresponding Lie equations [5] 

dx' =-da dg' =da dG'=O 
x' a ' f3(g') a 

(1.5) 

with the initial conditions x'la=1 = x, g'[a=1 = g, G'la=1 = G . Thus, 
for a given form of the {3-function or, in other words, for the given RGS, 
one can get an explicit solution for G(x,g). 

To illustrate the RGS application, take the so-calleq effective coupling in 
QFT. In the simple ca.'le of quantum ~lectrogynamics (QED) the effective 
coupling is just the effective charge of an electron e(r), i.e., a function 
describing a spatial distribution of the electric charge density around the 
center of an electron; this distribution is related to processes of polarization 
or" quantum vacuum. In conventional use, there is a Fourier transform of 
e(r) squared, the QED effective coupling a(Q) that is a function of Q, 
momentum transfer modulus. In the ultraviolet limit, it can be considered 
"" a function of two variables x = Q2 I p.2 with p., some reference value of 
momentum transfer, and a", the value of effective coupling at Q = p.. This 
function, a( Q2 I p.2 , a") being an RG invariant satisfies the group functional 
equation 

X 
a(x,a)= a(-,a(a,a)), 

a 
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(1.6) 
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that is equivalent to the previous one. 
In QFT, generally, the main tool of theoretical calculations is the Feyn­

man perturbation theory that gives a power expansion in coupling constant 
(squared). In the QED case, this is a small parameter cr" "' 11137, the 
fine structure constant. 

The first perturbative apprqximation 

-(1) a? 
CfpTh(or,a) =a+ 311" e + ... e = ln.r (1.7) 

does not satisfy this functional equation. However, the application of the 
algorithm proposed in Re£.[2] and ba.'led on the Sophus Lie group theory[5], 
that is known as renormalization group method, after short and elementary 
manipulation produces the result 

(} 

-III (·t· a) = " 
CYRG · ' l _ ~ }n X 

311" 

( 1.8) 

which, on one hand is an exact partial solution to Eq.(1.6), and, on the 
other, being expanded into powers of a, corresponds to the perturbative 
input, Eq.( 1. 7). 

From this example we learn that asymptotic"' ln Q2 is not compatible 
with Eq.( 1.6), i.e., with RGS (1.3), whereas~ (In Q2

)-
1 is compatible with 

it. Remind, that a basic property of a strong interaction in the microworld, 
the famous property of "asymptotic freedom, 2

, has theoretically been dis­
covered just by the RG method. It is described by an expression for the ef­
fective coupling of strong interaction a\1\x, a,) = 11( 1 + a,/30 In x ); {30 > 0 
which is formally analogous to Eq.(l.S) and in the UV limit tends to zero 
as (In Q2 )-

1
• 

In the seventies it was shown [6] that the RG concept is fruitful in 
some other fields of microscopic physics, more specifically for description 
of phase transition in large statistical systems like spin lattice, polymers, 
turbulence, and so on. Here, typically, series in log's powers a.re summed 
by the RG method into the exponent, that is into powers of log's argument. 

Later on, symmetry underlying the renormgroup invariance was also 
found in a number of problems of macroscopic physics like, e.g., mechanics, 
transfer theory, hydrodynamics. A close relation of RGS to the concept 

~Property of weakening the interaction intensity at small distances, i.e., in the UV 
limit. of large Q2 . 
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of self-similarity (well known in mathematical physics) has been estab­
lished and the notion of functional self-similarity (as a synonym of RG 
that is more adequate in general context of mathematical physics) has 
been in trod uced[7]. 

However, the procedure of finding this symmetry in any particular case 
is usually based upon atypical manipulations [8, 6, 9] and the constructing 
of a regular approach to revealing RGS "is of principal interest. Such an 
approach to finding these symmetries has recently been devised[lO] for the 
class of BVPs. In Section II, we briefly describe this approach, and its 
application to some simple problems of nonlinear optics is discussed in 
Section III. 

2. General description of the approach 

An idea of a regular approach to the RGS constructing for a class of 
math_ematical models of physical systems that are described by s[ifferential 
~quations (DEs) is based [11] upon the well-known fact that these models 
can be analyzed by algorithms of modern group analysis. The scheme that 
describes devising of RGS is then formulated [10] as follows. 

Firstly, a specific RG-manifold sh_ould be constructed. Secondly, some 
auxiliary symmetry, i.e. the most general symmetry group admitted by this 
manifold is then calculated. Thirdly, this symmetry should be restricted on 
a particular solution to get RGS. Fourthly, the RGS allows one to improve 
an appfoximate--solution3 . 

Depending on both a mathematical model and boundary conditions, 
the first step of this procedure can be realized in different ways. In some 
cases, the desired RG-manifold is obtained byincluding parameters, enter­
ing into a solution via equation(s) and boundary condition, in the list of 
independent variables. The extension of the space of variables involved in 
group transformations, e.g., by taking into account the dependence of co­
ordinates of RGO upon differential and/or non-local variables (which leads 
to the Lie- Backlund and non-local transformation groups (4]) can also be 
used for constructing the RG-manifold. The use of the Ambartsumian's in­
~ariil.nt embedding method and ot differentialconstraints sometimes allows 
reformulations of a boundary condition in a form of additional differential 
equation(s) and enables one to construct the RG-manifold as a combination 
of original equations and embedding equations {or differential constrains) 

3 In some lucky ca.<>es, to get an exact solution- see below Eqs.(3.12), (3.16). 
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which are compatible with these equations. At last, of particular interest is 
the perturbation method of constructing the RG-manifold which is based 
on the presence of a small parameter. 

The second step, the calculating of a most general group Q admitted 
by the RG-manifold, is a standard procedure in the group analysis and has 
been described in detail in many texts and monographs- see, for example, 

[5]. 
The symmetry group Q thus constructed can not as yet be referred to 

as a renormgroup. In order to obtain this, the next, third step should be 
done which consists in restricting Q on a solution of BVP. This procedure 
utilizes the invariance condition {1.4) and mathematically appears as a 
"combining" ofdifferent coordinates of group generators admitted by the 
RG-manifold. It should be noticed that in some particular cases the pro­
cedure of a group restriction can be partially-fulfilled while looking for th_e 
admitted group. That means that we can use any additional information 
about th_e solution of BVP while making the second step of the scheme. 

The final step, i.e., constructing analytical expressions for solutions 
of BVP on the basis of the RGS obtained, usually presents no specific 

problems. 

3. Application to nonlinear optics 

To demonstrate effectiveness of the RGS approach, consider a simple math­
ematical model, the BVP for a system of geometric optics equations in 

plane geometry, 

Vt + VVx - anx = 0 , nt + vnx + nvx = 0 j 

v(O,x) =0, n(O,x) = N(x). 

{3.1) 

(3.2) 

Here a is a nonlinearity parameter, t and X are coordinates along and 
transverse to the axis of laser beam propagation, v(t, x) is the derivative 
of eikonal with respect to x, and n(t,x) is a laser beam intensity. Th_e 
function N characterizes the beam intensity distribution upon x at the . 
entrance to a medium at t = 0. 

Before proceeding to the discussion of RGSs it is convenient to perform 
hodograph transformations and to make a change of the variables r = nt, 
x = x- vt and w = vfa, which leads instead of Eq.(3.1) to the linear 

system 
Tw-nXn = 0, Xw+aTn =0. {3.3) 
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At first, we look for RGS that is defined by a canonical operator of the 
Lie-Backlund group 

R = f( w, n, a, r, x.)aT + g( w, n, a, r, x.)ax, (3.4) 

r, = a'rjan', x, = a'xjan', 

considered in the extended space of group variables which includes not only 
dependent and independent variables T, X, w, n but the nonlinearity 
parameter a and high order derivatives of T and X with respect to n as 
well. In the general case, the coordinates f and gin (3.4) can be presented­
as a formal power series in a 

00 00 

f = La'J', g = La'g' (3.5) 
i=O i=O 

with the coefficients J' and g' satisfying the system of recurrence relations 

Here 

f' = F' + J dw {(1- 6;,0 )Zj'-1 + nY/}, 

g' = G' + (1- 6;,0 ) j dw { zg'-1 
- Y j'-1

} . 

00 00 

y =an+ L (r,+1aT, + X•+ lax,) , z = LT•+1ax., 
s=O s=O 

(3.6) 

and expressions in the curly brackets before integrating should be expressed 
in terms of fs = Ts- w(nxs+I + sxs), n, w and Xs· 

The functions F'(n, x, f,) and G'(n, x, f,) in (3.6) are restricted by 
the invariance conditions 

f=O, g=O (3.7) 

that should remain identically valid on the BVP solution. Note that the 
boundary conditions (3.2) in terms of ( r, x) are reformulated as follows: 

w=O, T,=o,· x=H(n). (3.8) 

Provided that F' and G', i 2 1 identically vanish at r = 0, the boundary 
conditions are correlated with the form of the functions F 0 and G0 Of 
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special interest are such functions F 0 and G0 for which infinite series (3.5) 
are truncated for some i = imnx < oo, and finite sums are obtained. Just 
this situation is realized for a laser beam with an intensit-y distribution at 
T = 0 described by N = cosh-'(.r), and it is the BVP that was solved 
by Rem Khokhlov with his colleagues more than 30 years ago [12]. The 

boundary function for this case 

H(n) = Arccosh(1/vn) (3.9) 

is compatible with 

F 0 = 2n(l- n)i,- nf,., G0 = 2n(l- n)\, + (2- 3nh1. ( 3.10) 

Substitution of these expressions into (3.6) enables one to calculate /
0

, /
1 

and g 1 , whilst higher-order terms vanish and we obtain RGO that describes 
the second-order Lie- Backlund symmetry of DEs (3.3) 

( 
a ' ) R = 2n(1- n)r2 - nr1 - 2nw(y 1 + nx,) + 2nw r, a, 

+ (2n(1- n)A, + (2- 3n)x1 + aw(2nr, + 71) + ~w2 (ny, + xd) a,. 
(3.11) 

Now, to find an explicit analytical expression for a BVP solution with 
the help of the RGS obtained, one should make use of the in variance con­
dition (3.7). Solving the basic equations (3.3) together with (3.7), where 
f and g are the RGO coordinates just displayed, yields the desired unique 
solution which for (3.9) has the form (equivalent to the Khokhlov's solution 
[12]) . 

) '' h' ) v = - 2ant tanh( .T - vt , an t = n cos ( ;r - ut - 1 . , (3.12) 

The example with this solution is not unique. As an illustration, we 
present another exact solution of the BVP that was obtained [13] with the 
help of RGS described by the operator of the form (3.4) where .f and g are 
given by truncated series. The distribution of the laser beam intensity at 
the boundary T = 0 in this case has the form of the "smoothed" step and is 
analytically expressed by the function H(n) in (3.8) defined via complete 
first-order elliptic integrals 

H(n) = 2 [J( ( 2n
1
1

4 
) _ ~f{ (1- fo)] 

· 1+vn l+vn " l+vn · 
(3.13) 
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The zero-order functions F 0 and G0 compatible with this ~xpression are 
given as 

' 
F 0 =n(1-n)i2 -ni1 , G0 =n(1-nl:\:2 +(1-2n)'<C~-x/4, (3.14) 

whereas the remaining nonzero terms !"' r and g1 in (3.5) follow from 
(3.6). The resulting RGO 

( 
5 a 2 ) (· R = n(1- n)Tz- nT1- nw(4x 1 + nxz) + 4nw Tz a,+ n(1- n)xz 

1 ( 3 ) aw
2 

) +(1- 2n)\l- 4X + aw nTz + 4T1 + 4 (nxz <!i,Xd Ox 

(3.15) 
is again the second-order Lie-Biicklund symmetry operator of the basic 
equations. Solving the combined system of equations (3.3) and (3.7) in 
view of the expressions for f and g as in (3.15) yields the following BVP 
solution: 

1 [(qk1 • 2 6 ( 2 l) F(1!,k) t = r;: ~. A (kJ)- -k E(kJ)- -k 2E(kz)- k1 I<(k,) = 
nya 2 1 1r1 yq2 

-kl (]( ( kl) - ()_ ]( (kz)) (JliiE( 1!' k) - (( qz - y'n)( Vn- q,))l/2)] 
7r nl/4 , 

. k ( 6 . ) 
x = vt + n

1
;

4 
f{ (kJ)- ;I< (k2 ) • 

(3.16) 
Here 

1 ( v') q=~ 1+n+-Vn · 4a 

rq:;=q; 2 ~ 
; k = v----;;;-· k, = Jq+2, k, = V-;;+2' 

2q1,2 = q 'f ~; 1! =arcsin [(qz/vn) (Vn- q,)(q,- vnl]'i' 
and K(k), E(k) and F(1!,k), E(1!,k) are complete and non-complete el­
liptic integrals of the first and the second order in the standard notation. 
The three-dimensional plots for this solution are presented in Fig.1a,b for 
a= I. 
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In the case of arbitrary boundary data (3.2) when infinite series (3.5) 
are not truncated automatically, one can drop higher order terms provided 
the analysis is restricted to small values of nonlinearity parameter a < 1. 
In this case, RGS appear as an approximate symmetry [14] of equations 
(3.3). As illustration, we present the for BVP with 

H(n) = (ln(1/n))1i 2
, (3.17) 

which describes space evolution (self-focusing) of the Gaussian beam 
N(x) = exp( -x2 ) with the plane phase front at the boundary T = 0. 
To satisfy the initial distribution (3.17), one can choose 

F 0 = 1 +2nxx,, G0 = 0. (3.18) 

Here, the "inherited" point group of BVP is constructed with the help of 
formulas (3.6) and is given by RGO 

R = -2xow + 2aTOn + (1 + (aT 2/n)) a,. (3.19) 

As far as RGS (3.19) appears as an approximate symmetry, the use of the 
invariant conditions (3. 7), which in this case are two partial DEs 

XXw- aT_Xn = 0, 
aT2 

2)(Tw- 2aTTn + 1 +- = 0 n ' 
(3.20) 

produces approximate analytical expressions for the solution of BVP 

X P( v'Cffiti) 
x2 =(ant' -inn) [1- P(Va;d2)r 

v = t [1- P(v'Cffitil] ' 

' 
P(z) = 2ze-r'fz j dte''/2 • 

0 
(3.21) 

Another much more accurate result for the gaussian beam is· obtained. 
when the transformation of the nonlinearity parameter a is taken into 
account. The corresponding RGS is constructed by further modification of 
the approach described above (the mathematics omitted here can be found 
in [13]) and is presented by the following RGO of a point symmetry group 

R = 2TOw + 2nxon + 2axoa -Ox. (3.22) 
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For this, RGS in variance conditions (3.7) have the form of two first-order 

partial DEs 

axr, + nXTn + TTw = 0, 1 + 2UXXo + 2nXXn + 2TXw = 0. (3.23) 

Solving these DEs in view of (3.3) and of evident additional conditions of 
the absence of phase front distortions at the beam axis yields the desired 

solution of BVP 

1 
2)21 -- ' xz = (1- 2ant n n(1 - ant2) v= 

2xant 
1- 2ant2 (3.24) 

The peculiarity of this solution is that using it in the basic DEs (3.3) yields 
relations that vanish at x = 0. This means that the solution (3.24) appears 
to be exact at the beam axis and leads to the following evolution law for 
the laser beam intensity n(t, 0) inside the nonlinear medium 

n(t,O) = 2:12 (1- J1- 4atz) . (3.25) 

The maximum value nmax = 2 is achieved at lmox = 1/(2-j(i). The three· 
dimensional plots, illustrating the behavior of this solution for a = 1/10, 

are presented on Fig.2a,b. 
The comparison of the approximate solutions (3.21) and (3.24) shows 

good agreement of the numerical values obtained for these solutions in 
the off-axis region. The main discrepancy (though not large) is observed 
on the axis and in the near axis region in the vicinity of a singularity of a 
solution. Namely, for the approximate solution (3.21) the singularity point 
(with nx-> oo) is shifted inside the medium, t,PP' = 1/fo, with respect 
to its position for the solution (3.24), and the maximum value of the beam 
intensity napp> = e for the approximate solution (3.21) is greater than 
that for the solution (3.24). Note that qualitatively the behavior of the 
BVP solution for the gaussian beam is quite similar to that of Khokhlov's 
solution. Moreover, the coordinate of the singularity point and the laser 
beam intensity at this point have the same numerical values in both cases. 

4. Conclusion 
An original approach to improving the solution to the boundary value 
problem (BVP) in classical mathematical physics has been outlined and 
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applied to the laser beam physics. It is based upon the notion of specific 
continuous symmetry, the Renormalization Group Symmetry (RGS), taken 
from the modern theoretical physics. The RGS is essentially based on con· 
tinuous transformations involving boundary parameter(s). The procedure 
of constructing RGS exploits the apparatus of classical and modern group 
analysis being different from t)le methods of the RG devising traditionally 
used in various fields of theoretical physics(15]. We have reviewed it and 
illustrated for a simple BVP, Eqs.(3.1), related to geometric optics. 

On its basis we have discussed the application of our new method to 
several problems of laser beam propagating in nonlinear medium and found 
solutions of the three particular BVPs which differ in the form of boundary 
conditiono. Two of them - the well-known Khokhlov's solution (3.12) 
and the newly obtained solution (3.16), (Fig.la,b) - are exact solutions 
corresponding to the;'soliton-l,ike" (3.9) and "smoothed" step (3.13) laser 
beam intensity distribution at t = 0. The third, approximate solution of 
BVP (3.24), (Fig.2a.b) describes evolution of a gaussian beam. 

Naturally, solutions of BVPs discussed in this paper do not exhaust 
possibilities of the RG approach in the field of geometric optics. 

Firstly, within the framework of the mathematical model under consid­
eration it can be successfully employed to find approximate or by chance 
exact solutions of BVP for practically any smooth boundary conditions. In 
the case of approximate solutions, this approach enables one to calculate 
successive higher-order corrections to RGSs and. hence, to improve these · 

solutions. 
Secondly, this approach is useful even if a more complicated mathemat­

ical model is used which takes into account different physical effects such 
as laser beam diffraction, cylindrical laser beam geometry, various types of 
media nonlinearity, nonstationary effects, etc. For instance, the approxi­
mate RGS for the axial-symmetrical laser beam is described by RGO (3.19) 
in which one should replace a. ---+ 2a., and the corresponding approximate 
solution of the BVP results from (3.21) in view of the substitution a-> 2a, 
P-> P/2. Examples of the BVP solutions of the equations of (3.1)-type for 
the medium with rational nonlinearity functions were discussed in Ref.(16]. 

We are grateful to Dr. S. Krivenko, Prof. 0. Rudenko and Prof. 
A. Sukhorukov for useful discussion. 

This work was supported by Russian Foundation for Fundamental Re· 
search (project No. 96-01-00195). 
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Figure 1. 

a) v(t, x) 

b) n(t,x) 

The three-dimensional plots of the functions v(t, x) (a) and n( t, x) (b) 
for the new exact analytical solution Eq.(3.16) for a = 1. 
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a) v(t,x) 

b) n(t,x) 

t 

The three-dimensional plots ofthe functions v(t, x) (a) and n(t, x) (b) 
for the new approximate analytical solution Eq.(3.24) for the gaus­

sian beam at a= 1/10. 
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