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1 Introduction 

Computational aspects of constructing GrObner bases invented by Buchberger [1] are 
now under intensive investigation due to the great theoretical and practical importance 
of these bases in computational commutative algebra and algebraic geometry [2, 3, 4] . 
GrObner bases are also becoming of greater importance in non-commutative [5, 6, 7] 
and differential algebra [8, 9] . 

Since its invention about thirty years ago, fe¥ibility of the Buchberger algorithm 
has been notably increased. First of all, it was resulted from discovering criteria 
for avoiding unnecessary reductions [10, 11, 12] which allow a partial extension to 
non-commutative case (7]. Next, the key role of the reduction and, especially, se­
lection strategies was experimentally observed, and heuristically good strategies were 
found [13]. For construction of a lexicographical GrObner basis, which is the most use­
ful for solving polynomial equations, an efficient computation scheme was developed 
in [14] based on converting a basis from one ordering into another. 

On the other hand, Zharkov and Blinkov [15] were pioneered in revealing another 
computational scheme for GrObner bases construction in commutative algebra. They 
used the partition of variables into multiplicative and non-multiplicative invented in 
Pommaret [16] to bring partial differential equations into so-called involutive form [17] 
which has all the integrability 'conditions satisfied. Zharkov and Blinkov showed that 
sequential multiplication of the polynomials in the system by non-multiplicative vari­
ables,· and reduction of these prolonged polynomials modulo others, by means of their 
multiplicative power products only, ends up, under. certain conditions, with a GrObner 
basis. Though the latter is generally not the reduced basis, it reveals some attractive 
features [18]. 

Already first computer experiments carried out in [15] showed rather high efficiency 
of the new computational scheme. However, that algorithm terminates, generally, only 
for zero-dimensional ideals and for degree compatible term orderings [19]. The algebraic 
origin of such an algorithmic behavior was analyzed in [20] where it was also shown 
that Pommaret involutive bases are just GrObner ones of ideals in the commutative 
rings with respect to non-commutative gradings. Interconnection of Pommaret bases 
and Grabner bases was recently investigated also in [21, 22]. 

In our previous paper [23] general algorithmic foundations of involutive approach to 
commutative algebra were considered, and a number of new concepts was introduced 
allowing one to study the involutive algorithmic procedure in its general form. The 
central concept of our analysis is involutive monomial division. Every specific invo­
lutive division generates some particular computation procedure for constructing the 
corresponding involutive basis. Every involutive basis, if it is finite, was proved to be 
a GrObner basis, generally, redundant. We formulated the axiomatic properties of an 
involutive division which provide a proper partition of variables into multiplicative and 
non-multiplicative, and, hence, to construct different divisions. It was also proved that 
those partitions used by Janet [17], Thomas [24] and Pommaret [16] are generated by 
particular involutive divisions. 
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Important properties of noetherity and continuity for an involutive division were 
also characterized. Noetherity provides the existence of a finite involutive monomial 
basis for any monomial ideal much like to the conventional monomial bases. Continuity 
allows one to construct an involutive basis by means of single non-multiplicative pro­
longations. We showed that Janet and Thomas divisions are noetherian and continuous 
whereas Pommaret division, being continuous, is not noetherian. Just by this reason 
a positive-dimensional polynomial ideal, generally, does not have a finite Pommaret 
basis. We presented in [23] a gerieral form of the involutive algorithm. Its correctness 
was proved for any continuous division while termination holds for arbitrary polynomial 
ideal and for arbitrary admissible monomial ordering only for noetherian divisions. The 
algorithm involves the Buchberger's chain criterion to avoid unnecessary reductions. 

In the present paper, in addition to Janet, Thomas and Pommaret divisions ana­
lyzed in [23], we give examples of tV ... o more involutive divisions which are proved to be 
continuous and noetherian. \Ve present also the special form of an involutive algorithm 
which provides construction of a minimal involutive basis if it is finite. We show that 
the latter is uniquely defined for any fixed admissible monomial ordering. 

The rest of the paper is organized as follows. In Section 2 we give a brief review of 
involutive concepts and methods which are used in the following sections. In Section 3 
we consider some examples of involutive monomial divisions including those introduced 
by Thomas, Janet and Pommaret along with two new ones. In Section 4 we study 
the minimal involutive monomial bases. The algorithm for construction of minimal 
polynomial bases is described in Section 5, and some concluding remarks are given in 
Section 6. 

2 Background of Involutive Approach 
In this section we briefly describe the fundamentals of the general involutive approach 
proposed in [23) which are used in Sections 3-5. 

Let N be a set of noli-negative integers, and M = { xf1 
• • • x;!n I ~ E N} be a set of 

monomials in the polynomial ring R = K[x1, ... , Xn] over zero characteristic field K. 
By deg(u) and deg,(u) we denote the total degree of u E MI and the degree of 

variable xi in u, respectively. An admissible monomial ordering is denoted by >-, and 
throughout this paper we shall assume that 

X1 >- X2 >- · · · >- Xn. (1) 

The leading monomial and the leading coefficient of polynomial f E R with respect 
to ordering -< are denoted by lm(J) and lc(J), respectively. IfF C lR is a polynomial 
set, then by lm(F) we denote the leading monomial set for F, and Id(F) will denote 
the ideal in R generated by F. For the least common multiple and for the greatest 
common divisor of two monomials u, v E M we shall use the conventional notations 
lcm(u, v) and gcd(u, v), respectively. 

If monomial u divides monomial v we shall write ulv. 
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Definition 2.1 An involutive division L on Misgiven, if for any finite monomial set 
U c MI and for any u E U there is given a submonoid L( u, U) of Jll.l satisfying the 
conditions: 

(a) If u, v E U and uL(u, U) nvL(v,U) # 0, then u E vL(v, U) or v E uL(u, U). 
(b) If v E U and v E uL(u, U), then L(v, U) £;; L(u, U). 
(c) If V £;; U, then L(u, U) £;; L(u, V) for all u E V. 

Elements of L( u, U) are called multiplicative for u. If w E uL( u, U) we shall write 
uiLw and call u (L- }involutive divisor of w. The monomial w in its turn is called 
(L- )involutive multiple of u. In such an event m~nomial v = wfu is multiplicative for 
u and the equality w = uv will be written as w = u x v. If u is the conventional divisor 
of w but not involutive one we shall write, as usual, w = u · v. Then v is said to be 
non-multiplicative for u. 

Definition 2.2 We shall say that involutive division L is globally defined if for any 
u E M its multiplicative monomials are defined irrespective of the monomial set U 3 u, 
that is, if L(u, U) = L(u). 

Definition 2.1 for every u E U c Ml provides partition {x1, ... ,xn} = M(u,U) U 
Ni\!f(u,U) of the set of variables into two disjoined subsets: multiplicative M(u,U) 
and non-multiplicative 1Vl\J(u,U). The conventional monomial division, obviously, 
satisfies condition (a) only in the univariate case. For example, xl(xy) and y!(xy) but 
~xJy and ~yJx. 

In what follows monomial sets are assumed to be finite, unless involutive division 
Lis globally defined. In this case, since L is defined irrespective of the monomial set, 
it admits extension to infinite sets. 

Definition 2.3 A monomial set U E M is involutively autoreduced or L-autoreduced 
if the condition uL(u, U) n vL(v, U) = 0 holds for all distinct u, v E U. 

Definition 2.4 Given an involutive division L, a monomial set U is int'olutive
1 

with 
respect to L or L-involutive if 

UueU uM = Uueu uL(u, U). (2) 

Definition 2.5 An L-involutive monomial set [J is called involutive closure of a set 
U£;Uif 

UueuuMI = UueouL(u,U). 

If there exists a finite involutive closure U of a finite set U, then the latte!.' is finitely 
generated with respect to L. The involutive division Lis noetherian if every finite set 
U is finitely generated. 

1Janet [17] and Thomas [24] call such sets complete. 
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Proposition 2.6 /23} If involutive division L is noetherian, then every monomial ideal 
has a finite int•olutive basis (}. 

Proposition 2. 7 If U is a finitely generated monomial set, then so is set obtained by 
autoreduction of U in the sense of the conventional monomial division. 

Proof It follows immediately from observation that any involutive closure of U is also 
an involutive closure of the autoreduced set. 0 

Definition 2.8 A monomial set U is called locally involutive with respect to the invo­
lutive division L if 

(\fu E U) ('fx, EN M(u, U)) (3v E U) I vJL(u · x,) ]. 

Definition 2.9 A division L is called continuous if for any finite set U E M and for 
any finite sequence { u,}(1::;;::;k) of elements in U such that 

(\fi < k) (3x; E NM(u;, U)) I u;+J!Lu; ·X;] 

the inequality u, eel u; for i eel j holds. 

{3) 

Theorem 2.10 [23/ If involutive division Lis continuous then local involutivity of any 
monomial set U implies its invo!utivity. 

Given a finite set of polynomials F c R and an adrr!issible ordering >-, multiplicati\'C 
and non-multiplicative variables for f E Fare defined in terms of lm(j) and the leading 
monomial set lm(F). 

The concepts of involutive polynomial reduction and involutive norma! form are in­
troduced simiiar to their conventional analogues [11] with the usc of involutive division 
instead of the conventional one. 

Definition 2.11 Let L be an involutive division L on M, and let F be a finite set of 
polynomials. Then we shall say: 

(i). pis £-reducible modulo f E F if p has a term t = au E 'l' (a eel 0) such 
that u = lm(f) x v, v E L(lm{!), lm(F)). It yields the £-reduction p ~ g = 
p-(aflc(f))fv. 

(ii). p is L-reducible modulo F if there exists f E F such that p is £-reducible 
modulo f. 

{iii}. pis in L-norrnal form modulo F if pis not £-reducible modulo F. 
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\Ve denote the £-normal form of p modulo F by N FL{p, F). In contrast, the com·en­
tional normal form \vill be denoted by N F(p, F). If monomial u is multiplicatiye to 
lm(f) (! E F) and h = fu we shall \\Titc h = f x "· 

Definition 2.12 A finite polynomial set F is L-autoredv.ced if the leading monomial 
set lrn(F) ofF is L-autoreduced and every f E F does not contain monomials invo­
lt:.tively multiple of aay element in lm(F). 

Theorem 2.13 (23i If set F C 'R is L-autoreduced, then N Ft(p, F) = 0 iff p E 
R is presented in the form p = :[,1 c;/; x U:j where f; E F, c.; E K, and U;j E 
L(lm(f), lm(F)) are such that u,J f ll,;. fori f. k. 

Corollary 2.14 [23/ If polynomial set F is L-au~oreduced, then l'ol FL(P, F) is uniquely 
defined for any p E ?., and N FL(p1 + p2 ,F) = N FL(p 1, F)+ N FL(p2 , F). 

Definition 2.15 Ar:. L-autorcduced set F is called (L- )ineolutive if 

('if E F) ("iuE ''') [ i\"Ft{fu,F) =Oj. 

Given v E ~Y~ a:1d ar: £-autoreduccd sec F, if there cx:st f E F .such th?.t Im(f) -< r 
ar~d 

(Yf E F) ('in E If.) (!m(f) · u-< v) [ Sh(!u,F) = 0], (I) 

the:1 F is called partially int:olutive up to the monomial v wit.h rC'Spect to the admissible 
ordcrlng -<. F is still sald to be partially involut.h·c up to u if t·-< 1m(!) for a\! f E F. 

Definition 2.16 An involmivc set F \viE be called inrolutit·e ba8i.> of t.hc idee.! Id(F) 
if all the polynomials in F arc monic. 

Theorem 2.17 [23/ An L-autoreduced set F C :R is involutive 1uith respect to a con­
tinuov..5 involutive division L iff the following (local) inuolutivi!y condition.~ hdd 

(\if E F) (Vx, E 10/(f, F)) I Nh{f · x,. F)= 0 i. 

Correspondingly, partial im·olutivity {4) holds iff 

(\ifE F) (\fx, E JVJI{f,F)) (lm{f)·x, -<v) [ Nh{f·x,.F) =0 ;. 

Theorem 2.18 /23/ IfF C 3. is an L-int•olutive ha8L'~, then it. is al.~o a Grlibm!r h,1:>is. 
and the equality of the conventional and L-nomwl form8 :V F(p. F) :::= X FL (p, F) holrls 
for an); polynomial p E :?.. If set F i,~ partialiy in.wlutiv<> up to tiu: mni.'OJ11ir:l1~. tho; 
the t:11.i.O.lity of the nomwl fnrms ;\" F\_v. F)== XF[.(p) F) holds for r..ny p E ?. such fiH!t 

lm(p) -< v. 
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Theorem 2.19 /23] Let F be a finite L-autoreduced polynomial set, and let g · x be 
a non-multiplicative prolongation of g E F. Then N FL(g · x, F) = 0 if the following 
holds 

('ih E F) ('iu E MI) ( lm(h) ·u-< lm(g ·x)) [ Nh(h·u,F) = 0], 

(3f, f0 , g0 E F) lm(!)ILlm(g · x), lcm(!o,9o) -< lm(g · x) . 
[ 

lm{!o)llm{!), lm(go)llm(g) l 
N FL(fo · li/P,y, F)= N h(9o · ~~~~:I, F)= 0 

3 Examples of lnvolutive Divisions 

First of all, we give three examples of involutive division used in [17, 24, 16] for analysis 
of algebraic differential equations. For the proof of validity of properties (a)-( c) in 
Definition 2.1 for these divisions we refer to [23]. 

Example 3.1 Thomas division [24]. Given a finite set U C M, the variable xi is 
considered as multiplicative for u E U if deg,(u) = max{deg,(v) I v E U}, and non­
multiplicative, otherwise. 

Example 3.2 Janet division [17]. Let set U C MI be finite. For each 1 <:; i <:; n divide 
U into groups labeled by non-negative integers d1, ... , ~: 

[d1, ... ,d,] ={u E U I d, =deg;(u), 1<:;j<:;i }. 

A variable x, is multiplicative for u E U if i = 1 and dcg1(u) = max{deg1(v) I v E U}, 
or if i > 1, u E [d1, .•• , d,_,l and deg,(u) = max{deg,(v) I v E [d1, ••• , d,_ 1]}. 

Example 3.3 Pommaret division (16]. For a monomial u = xt1 
• • ·xt" with dk > 0 

the variable.<> Xj,j 2 k are considered as multiplicative and the other variables a,c; 

non-multiplicative. For u = 1 all the variables are multiplicative. 

Now we present two more examples of divisions which, as docs Thomas division, do 
not rest on the variable ordering. 

Example 3.4 Division I. Let U be a finite monomial set. The variable xi is non­
multiplicative for u E U if there is v E U such that 

xf,' .. ·x'f:::u=lcm(u,v), 1<:;m<:;[n/2], d;>O {1<:;j<:;m), 

and X; E {x;I, ... ,X;m}. 

Example 3.5 Division II. For monomial u = xt1 
• • • x'f; the variable x; is multiplica­

tive if d, = d=,(u) where d_(u) = max{d1, ••• , d,.}. 
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To distinguish the above divisions, the related subscripts T, J, P, I, I I will be used. 
We note that 

• Thomas divisiOn, Divisions I and II do not depend on the ordering on the variables 
Xi· Two other divisions, as defined, are based on the ordering (1) of the variables. 

• Pommaret division and Division I are globally defined in accordance with Defi­
nition 2.1

1 
artd, hence, admit extension to infinite monomial sets. 

Proposition 3.6 Divisions I and II are involutive. 

Proof Division I. First of all, we prove that the condition (a) in Definition 2.1 is 
fulfilled. Let u ~ v be elements in U such that ul1w and vl1w for some w E MI. If 
uj1v or v\Ju, then we are done. Otherwise, lcm(u,v)/u or lcm(u,v)jv contains non­
multiplicative variables for u or v, respectively. Because lcm(u,v)\w, it follows that w 
cannot be involutively multiple of both u and v. 

Consider now u E U such that ul1v for some v E U, and v # u. Suppose vl1w 
for some w E M, and assume for a contradiction that w is not involutively multiple of 
u. Then there are variables Xi1 , ••. , xim (1 :::; m :::; [nf2l containing in wjv which are 
non-multiplicative for u and there is t E U such that uxi1

1 
• • ·xt' = lcm(u, t). Because 

vju does not contain Xi1, ... , xim it follows vx:1
1 

• • • x~,:' = lcm(v, t), that contradicts 
our assumption that wE vL(v, U) and proves the fulfillment of condition (b). 

The condition (c) holds too, since an enlargement of the set U may, obviously, only 
produce extra non-multiplicative variables for any u E U. 

Division II. Let u with du = dmaz(u) be an involutive divisor of some monomial 
w E MI. Then, by definition, deg,(u) = min(deg,(w), d.). Thus, given monomial w 
and number du such that du:::; dw where dw = dmax(w), the corresponding involutive 
divisor u of w is uniquely defined. If there are two involutive divisors u, v of w with 
d. < d,, then it follows that 

deg,(u) = deg,(v) = deg,(w) if deg,(w) S d,, 
d.< deg,(v) = min(deg,(w),d.) if deg,(w) > d,. 

Hence, u is involutive divisor of v and the condition (a) is fulfilled. 
The condition {b) is an easy consequence of the relations deg,(u) = min(deg,(v), d,) 

and deg,(v) = min(deg,(w), d.). 
The condition (c) holds trivially, because the division as well as Pomrnaret one does 

not depend on monomial set U at all. 0 

Proposition 3. 7 For any finite monomial set U and for any monomial u E U, the 
inclusion MT(u,U) ~ !vh(u,U) and, respectively, NM1 ~ NMT(u,U) holds. 

Proof If x, E NM1(u,U), then, obviously, deg,(u) < h, = max{deg,(u) I u E U}, 
and, hence, Xi E NAfr(u, U). 0 
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Example 3.8 U = {x',xy,z} (x >- y >- z). 

monomial Thomas Janet Pommaret Division I Division II 

MT NMT M, NM, Mp NMp MI NMI Mu NMu 
x' X y,z x,y,z x,y,z X y,z X y,z 
xy y x,z y,z X y,z X y x,z x,y z 

~ z -~y y,z X z x,y y,z X z x,y 
~-

Proposition 3.9 Divisions given by Examples 3.1·3.5 are continuous. All these di· 

visions except that of Pommaret are also noetherian. 

Proof The proof for Thomas, Janet and Pommaret divisions is given in [23]. Consider 

Divisions I and II. 
CONTINUITY. Let U be a finite set, and {u,}cls;i$M) be a sequence of elements in 

U satisfying the conditions {3). In accordance with Definition 2.9 we shall show that 

there are no coinciding elements in the sequence for each of the two divisions. There 
are the following two alternatives: 

(i) Ui = Ui-l 'Xj; {ii) u,,!u,_1 ·X;- ( 5) 

Extract from the sequence { ui} the subsequence {tk = uiJ(I$kS:K$M) of those elements 
which occur in the left-hand side of relation {ii) in {5). 

Division I. Show that t,lrlcm(t,_,, tk) and t, ,! lcm(t,_1 , t,). We have t, x w, = 

Ui~,-1 . Xjk = tk-1 . vk-1 where ..,tfJkiVk-1· Indeed, suppose WkiVk-1· Apparently, this 

implies the relation tk = Ul · Zt where ik-1 ~ l < ik, and the variable Xj1 E N M(u1, U), 

which figures in Definition 2.9 of the sequence { ui}, satisfies xi11Wk and ..,xi11z1. It 

follows that lcm(tk, u1+1) = tkXj1 what, in accordance with definition of the division in 

Example 3.4, contradicts multiplicativity of Xj
1 

for tk. 

Therefore, we obtain the relation 

{ 
tk • Vk = tk+l X Wk+t 1 

gcd(v,,wk+1) = gcd(v,,w,) =I, {6) 

where wk+l contains more then [n/2] variables with positive exponents, and, hence, Vk 

contains only non-multiplicative variables for tk. 

We claim now that any vi occurring in {6) with j > k as well as vk contain only 

non-multiplicative variables for tk. For j = k + 1 we multiply tkvk by vk+1 

It yields 

{ 
tkVkVk+l = (tk+I • Vk+t)Wk+I = (tk+2 X Wk+2)Wk+l 1 

gcd(vk, Wk+t) = gcd(vk+b Wk+t) = gcd(vk+l• Wk+2) = 1. 

{ 
tkVk~k+l = (~k+2 X wk+z)wk+l) 
gcd(vkVk+t,Wk+ZWk+l) = 1. 
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Because Wk+t contains more than [n/2] variables, the number of variables occurring in 

the product Vkvk+l is less or equal [n/2], and, thus, variables which are multiplicative 

for tk are not contained in Vk+l· 

If we proceed, sequentially multiplying the upper equality in {7) by">+; (j = 2, ... ), 
rewriting the right-hand side of every product in terms of tk+i+l and cancelling the 

common factors, then we obtain the equality 

{ 
tkVk ~· .fjk~j-tVk+i = (~k+i+l ~ Wk+j+t)Wk+l' ··Wk+j-tWk+i, 

gcd(Vk · • · Vk+j-1Vk+j 1 Wk+j+IWk+l · · 'Wk+j-1Wk+j) = 1 · 

It proves the claim and implies ti f. ti fori=/= j. · 
It remains. to prove that elements oft he sequence { ui}(t:5:i$Ml which occur in the left­

hand side of relation (i) in (5) are also distinct. Assume for a contradiction that there 

are two elements ui = uk with j < k. In between these elements there is, obviously, 

an element from the left-hand side of relation {ii) in {5). Let u,m (j < im < k) be 

the nearest such element to ui. Considering the same non-mult-iplicative prolongations 

of uk as those of ui in the initial sequence, one can construct a sequence such that 

the subsequence of the left-hand sides of relation (ii) in (5) has two identical elements 

u;Jo = Ui"' with ik > im· 

Division II. The above defined elements tk \Vhich occur in the left-hand side of the 

relation (ii) in (5) are distinct because dma;c(tk+l) < dma;c(tk)· The other clements 

occurring in relation (i) in (5) are also distinct since deg(ui~o+i) = deg(u;~+i-l) + 1 

(j = I, ... , i,+L - i, - 1) and 

dmaz(tk) = dmaz(Ui~+I) = · · · = dmaz(U;Jo+L-1) · 

NOETHERITY. Division I. Its noetherity follows from Proposition 3.7 and noct.hcrit.y 

of Thomas division, since every Thomas involutive closure of a set U, obviously, is also 

its closure with respect to the Division I. 
Division II. Given a finite set U C M and u E U with d14 = dmaz(u), complete 

the set by the monomial x~" · · · x'f:' and all its divisors multiple of u. If we do such a 

completion for every u E U we obtain, apparently, an involut.ivc closure of U. 0 

4 Minimal Involutive Monomial Bases 

Let U be a finitely generated monomial set with respect to involutive di\·ision L. In this 

case a finite involutive closure [J 2 U form the involutive basis of the monomial ideal 

generated by U. A monomial ideal may not have the unique involutivcly autoreduccd. 

basis. For instance, from the definition of Janet division given in Example 3.2 it- is 

easy to see that any finite monomial set is Janet autoreduced. Therefore, completion 

of a Janet basis by a multiple of any its element gives another Janet ba..-.is. Similarly, 

Thomas division and Division I do not provide uniqueness of im·olut.ivcly autorcducl'd 

base..;; whereas Pommaret division and Division II rlo, as the next proposition shows. 
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Proposition 4.1 Let L be a globally defined involutive division. Then any monomial 

ideal has the unique L-autoreduced involutive basis. 

Proof Assume that there are two distinct L-autoreduced bases 01 and 02 of the 

monomial ideal I d(U) where U is a finite monomial set generating the ideal and au­

toreduced in the sense of the conventional monomial division. Both [ft and [/2 are 

apparently involutive closures of U. It follows (h \a, # 0 and a,\ a, # 0. Other­

wiSe one of sets 01,02 would contain another, and, hence, could not be involutively 

autoreduced. Indeed, let 02 c 0 1. Then any element of u E 01 \ 02 is multiple of some 

element in U, and, in accordance with Definition 2.5, u is involutively multiple of some 

element v E 02. 
We obtain that for any u E a,\ a, there is v E a,\ a, such that v[Lu and for any 

v E a, ,a, there is w E a,\ a, such that w[Lv. Thus, by property {b) in Definition 2.1, 

given u E 01 \02 there exist wE 01 \02 such that w!Ltt. Since [h is L-autoreduced, 

it is possible only if u = w. But this implies u = v. The obtained contradiction proves 

the proposition. D 

Definition 4.2 Let L be an involutive division, and Id(U) be a monomial ideaL Then 

its L-involutive basis (/ will be called minimal if for any other involutive basis V of 

the same ideal the inclusion 0 ~ V holds. 

Proposition 4.3 If U C M is a finitely generated set with respect to a continuous 

involutive division1 then monomial ideal I d(U) has the minimal involutive basis. 

Proof The proof follows immediately from Proposition 2.7 and existence of the min­

imal involutive closure for a finitely generated set (23]. o 

To construct the minimal involutive basis for the ideal generated by a given finite 

monomial set one can use the following algorithm which is a slightly modified algorithm 

InvolutiveClosure of paper [23[. 

Algorithm MinimallnvolutiveMonomialBasis: 

Input: U, a finite monomial set 
Output: 0, a minimal involutive basis of Id(U) 

begin 
a:= Autoreduce(U) 
choose any admissible monomial ordering -< 
while exist u E a and x E NM(u,a) s.t. 

u · x has no involutive divisors in (J do 

choose such u, x with the lowest u · x w.r.t. -< 
a:= au{u·x) 

end 
end 
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The proof of correctness and termination, for a finitely generated set, of this algorithm 

is the same as that of algorithm Invo1utiveClosure [23] if Proposition 2.7 is taken 

into account. In effect the below algorithm constructs the minimal involutive closure of 

the autoreduced, in the sense of the conventional monomial division, initial monomial 

set. This autoreduction is just done in line 2 of the algorithm. 

Example 4.4 (Continuation of Example 3.8). The minimal involutive bases of the 

ideal generated by the set U = ( x2 , xy, z) ( x >- y >- z) are given by 

U- {' 2 2 '} T = x ,xy,z,xz,yz,x y,xyz,x z,x yz , 

OJ ={x2,xy,z,xz,yz}, · 
- {' 2 • } Up = x ,xy,z,xz,yz,y z, ... ,y z, ... , 

OI = {x2
, xy, z, xz, x2y, xyz, x2z, x2yz}, 

Ou = {x2 ,xy,z,xz,yz,xyz}, 

where k E N (k > 2), and subscripts in the left-hand sides stand for different involutive 

divisions considered in Section 3. This example explicitly shows that Pomwaret divi­

sion is not noetherian. However, for another ordering z >- x >- y the set U is finitely 

generated, and then (Jp = U. 

One should note that selection of a £-irreducible non-multiplicative prolongation 

which is lowest with respect to an admissible monomial ordering and which we call 

normal is of fundamental importance for the above algorithm. We demonstrate this 

fact by the following example. 

Example 4.5 Let U = {x2 ,xz,y} and L be Pommaret division with x >- y >- z. By 

the normal selection strategy, the lowest irreducible non-multiplicative prolongation is 

y · x with respect to any admissible monomial ordering. Enlargement of U by xy gives 

the Pommaret basis 0 = {x2 ,xy,xz,y} of -ideal Id(U) which is obviously minimal. 

This shows that U is a finitely generated set. However, ·if we would taKe first the 

prolongation xz · y which is involutively irreducible modulo U, but not lowest, then we 

might obtain the infinite chain of irreducible prolongations: 

xz-+ xyz-+ xy2z· · ·-+ xykz-+ ... 

Definition 4.6 Let L be a continUous involutive division, U be a finite monomial set 

and V = Autoreduce(U). Then set U will be called (L-)compact if U = V or U is 

obtained from V in the course of the above algorithm. 

As an immediate consequence of this definition we have the following corollary. 

Corollary 4. '"( If U C M is a finitely generated set with respect to a continuous invo­

lutive division L, then a compact involutive basis of ideal I d(U) is minimal. 
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5 Minimal Involutive Bases of Polynomial Ideals 
In paper [23] we proposed the following algorithm for computation of involutive bases 
of polynomial ideals. 

Algorithm lnvolutiveBasis: 

Input: F, a finite polynomial set 
Output: G, an involutive basis of the ideal Id(F) 
begin 

G := Autcrreduce(F); T := 0 
for each 9EG do T:=TU{(9,lm(9),0)) 
while exist (9, u, P) E T s.t. NM(9, G)\ P # 0 do 

choose such (g, u, P), x with the lowest lm(g) · x w.r.t. -< 
T := T\ {(9, u, P)) U {(9,u, PU {x))) 
if Criteri'on(g · x, u, T) is false then h := N FL(9 · x, G) 

if hi'O then G:=AutcrreduceL(GU{h)) 
if lm(h)=lm(g·x) then T:=TU{(h,u,0)) 
else T := T U {{h, lm(h), 0)} 

Q :=T; T:=0 
for each 9 E G do 

end 
end 

if exist {!, u, P) E Q s.t. lm(f) = lm(9) then 
choose 91 E G s.t. lm(91)ILu 
T := T u {(9, lm(g1), P)) 

else T:=TU{(g,lm(g),0)) 
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Criterion(g, u, T) is true provided that if there is{!, v, D) E T such that lm(J)ILlm(g) 
and lcm(u, v) -< lm(g). Correctness of this criterion, which is just the involutive 
form [23] of the Buchberger's chain criterion, is provided by Theorem 2.19. 

In the algorithm the initial polynomial set F is subject, first of aU, to the con­
ventional autoreduction in line 2. Next are two main steps which are sequentially 
made: 

(i). By the normal strategy, a non-multiplicative prolongation g · x of element gin 
the intermediate basis G with the lowest lm(g · x) is selected in line 5. If there 
are several different non-multiplicative prolongations with the same leading term, 
then any of them may be selected. 

(ii). If h = N FL(g·x, G) ¥:- 0, then G is enlarged by h, and the involutive autoreduction 
of the enlarged set is done in line 8. 

In order to apply the criterion in line 7 for elimination of superfluous involutive reduc­
tions and also to avoid repeated prolongations, the auxiliary set T of triples (g, u, P) 
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is used. Here g E G, and u is either the lowest, with respect to the ordering -<, leading 
monomial in lm{ G) such that g was produced by non-multiplicative prolongations of 
f E G with u = lm(f), or u = lm(9) if there is no such f in G. Those variables in 
N M(9, G) have been chosen in line 5 are collected in set P. 

Definition 5.1 A finite involutive basis G of ideal Id(G) is called minimal if lt(G) is 
the minimal involutive basis of the monomial ideal generated by {It{!) If E Id(G)). 

Theorem 5.2 The minimal involutive basis is unique. 

Proof Assume for a contradiction that a polynomial ideal Id(F) has two distinct 
minimal involutive bases G1 and G2 . Their minimality means that lm(GI) = lm(G2 ). 

Since G 1 and G, are distinct there are g1 E G1 and 92 E G, such that lt{g1) = lt(92) 
but 91 # 92· Since 91- g2 E Id(F), by Theorem 2.18, we have N?t(91 - g2,G1) = 
NFL(g1 - g2 ,Gz) = 0. Therefore, at least one of the sets G1,G2 is not involutively 
autoreduced, and, hence, in accordance with Definition 2.16, it cannot be involutive 
basis. o 

For a globally defined involutive division, by Proposition 4.1, this proof, obviously, 
is also valid for polynomial ideals with infinite involutive bases. therefore, we have the 
following corollary. 

Corollary 5.3 Given a globally defined involutive division, every polynomial ideal has 
the unique involutive basis. 

Thus, given a globally defined involutive division L, the output of algorithm lnvo­
lutiveBasis, in the case of its termination, is unique for a given polynomial ideal 
irrespective of an ideal generating set F in the input. 

However, even though the algorithm may not terminate it is still able to comput.e 
a GrObner basis as the following proposition shows. 

Proposition 5.4 Let L be a continuous involutive division and G be an intermediate 
polynomial basis generated by algorithm InvolutiveBasis. If the ordering -< i« degree 
compatible, then in a finite number of steps G becomes a Griibner basi~. 

Proof Let the current prolongation 9 · x is such that h ~ N h(g · x, G) ,;, 0. Then at 
the second ~ain step of the algorithm (step (ii) as described above), the intermediate 
polynomial set is enlarged by h. In so doing there are two alternatives: 

(a) lm(h) = lm(g · x); (b) lm(h) -< lm(g · x). 

In the latter case lm(g · x) is involutively reducible by some It(!) E It( G), that is, 
lm(g) · x = lm(f) xu. Then, by Theorem 2.13 and Corollary 2.14 we hnvc the equality 
N Ft(9 · x, G) = N Ft(S(J, g), G) whore S(J, g) = g · x- f x u is "' $-polynomial. 
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In this case, unlike the case (a), the monomial idealid(lm(G)) is changed. Indeed, 
let there is a polynomial h1 E G such that lm(h) is multiple of lm(h1) but not invo­
lutively multiple, that is, lm(h) = lm(h1) • (lm(h)flm(h1)). By the normal selection 
strategy, set G satisfies the condition {4} of partial involutivity up to the monomial 
lm(h) with respect to the ordering -< what implies N FL(h, F) = 0. 

Furthermore, by Theorem 2.18, NFL(S(g1 ,g,),G) = NF(S(g,,g,),G) = 0 for any 
S-polynomial S(g,g2 ), (g1, g, E G) with lcm(lm(g1), lm(g2 )) -< lm(g · x). 

It remains to prove that every S(g1,g2) such that NF(S(g1,g2 ),G) f' 0 is com­
puted at some step of the algorithm. Since set G is L-autoreduced, monomial u = 

lcm(lm(g1), lm(g2 )) cannot be involutively multiple of bath lm(g1), lm(g,). Hence, by 
degree compatibility of the ordering-<, in a finite number of steps at least one of 91,92 
will be nan-multiplicatively prolonged to a polynomial g with lm(g) = u. Let g is ob­
tained by non-multiplicative prolongations of g1, and the current prolongation is g with 
u = lm(g1). (uflm(g1)). If u is invalutively multiple of lm(g,) or lm(g,) where g, is a 
polynomial obtained in the course of the algorithm by non-multiplicative prolongations 

of 92, then we are done. 
Otherwise, there is to he g E G such that u = lm(§) = lm(g,) · (uflm(g,)), and one 

of the two polynomials g, g will be constructed, and then another. Since their leading 
monomials coincide, the leading monomial of the latter will be involutively reducible 
by the leading monomial of the former. D 

Though, by Corollary 5.3, algorithm InvolutiveBasis, if it terminates, computes 
the minimal involutive basis for a globally defined involutive division it may not be 
the case for arbitrary involutive division. If we use, for instance, any of divisions in 
Examples 3.1-3.2 and 3.4, then, given a polynomial idealid(F'), the algorithm output 
depends on the structure of input generating set F. 

Example 5.5 Let F = { x2y- 1, xy2 - 1, y4 - 1 }. The lexicographical Janet basis for 
x >- y >- z computed by algorithm InvolutiveBasis is 

{ x2y- 1, x2
- 1, xy2

- 1, xy- 1, x- 1, y4
- 1, y3

- 1, y2
- 1, y- 1 } . 

The reduced Grobner hasis { x - 1, y- 1) of I d( F) is also the minimal Janet basis. 

Proposition 5.6 If algorithm InvolutiveBasis takes the reduced GrObner basis as 

input it produces the minimal involutive basis. 

Proof Let g · x be a non-multiplicative prolongation of element g in intermediate poly­
nomial set G, and h = N h(g · x, G). We note that either h = 0 or lm(h) = lm(g · x). 
Otherwise, as shown in the proof of Proposition 5.4, lm(h) would not belong to mono­
mial ideal Id(lm(G)) = Id(lm(F)). Thus, the output monomial set lm(G) is con­
structed just as it would be done by applying algorithm MinimallnvolutiveMono­
mia!Basis to lm(F). It follows that 1m( G) is the minimal basis of Id(lm(F)). o 

The following algorithm constructs a minimal involutive basis, and generally deals 
with less number of intermediate polynomials than algorithm InvolutiveBasis causing 
the computational efficiency to increase. 
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Theorem 5.7 Let F be a finite svl.Jset ofR and L be a continuous involutive division. 
Suppose ordering >- is degree compatible. Then algorithm MinimallnvolutiveBasis 
computes the minimal involutive basis of I d(F) if this basis is finite. If L is noetherian, 
then the minimal involutive basis is computed for any ordering. 

Algorithm MinimalinvolutiveBasis: 

Input: F, a finite polynomial set 
Output: G, the minimal involutive basis of the ideal I d( F) 
be~n 1 

F := Autoreduce(F) 2 

choose g E F with the lowest lm(g) w.r.t. -< 3 
T := {(g,lm(g),0)}; Q := 0; G :=(g) 4 
for each f E F\ {g) do 5 
Q := Q U {(f, lm(f), 0)} 6 
re·peat 7 

h:= 0 8 
while Q f. 0 and h = 0 do 9 

choose gin (g, u, P) E Q with the lowest lm(g) w.r.t. -< 10 
Q := Q\ {(g,u,P)) 11 
if Criterion(g, u, T) is false then h := NFL(g, G) 12 

end 13 
if h f' 0 then G := G U { h} 14 

if lm(h) = lm(g) then T := T U {(h, u, P)) 15 
else T := T U {(h, lm(h), 0)} 16 

for each f in (/, v, D) E T s.t. lm(f) ;.. lm(h) do 17 
T := T\ {(f, v, D)); Q := Q U {(!, v, D)); G := G \ {!) 18 

while exist(g,u,P)ETandxENM(g,G)\Pand,ifQf.0, 19 
s.t. lm(g · x) -< lm(f) for all f in (!, v, D) E Q do 20 
choose such (g, u, P), x with the lowest lm(g) · x w.r.t. -< 21 
T:=T\{(g,u,P))U{(g,u,PU{x))) 22 

if Criterion(g·x,u,T)isfalse then h:=Nh(g·x,G) 23 
if hf'O then G:=GU{h} 24 

if lm(h)=lm(g·x) then T:=TU{(h,u,0)} 25 
else T:=TU{(h,lm(h),0)} 26 

for each f in (!, v, D) E T with lm(f) >- lm(h) do 27 
T := T \ {(!, v, D)); Q := Q U ((f,v, D)); G := G \ (!} 28 

~· ~ 

until Q f' 0 30 
end 31 

Proof Correctness. First of all, we recall that correctness of the involutive criterion 
which is verified in lines 14,23 follows from Theorem 2.19. As distinct from the algo­
rithm InvolutiveBasis here are two disjoint subsets T and Q of the triples. They are 
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built in such a way that lm(g) -< lm{f) for any gin (g, u, P) E T and fin{!, v, D) E Q. 
Let G be a polynomial set {g I (g, u, P) E Q}. First of all, we claim that ideal ld(GUG) 
is an invariant of the repeat-loop. Indeed, it is trivially true upon initialization. Inside 
the loop, if a polynomial is removed from Gin lines 18 and 28, then it is added to C. 
On the other hand, removal of a triple from Q, that is, the corresponding polynomial 
from(; in line 11, does not change G iff NFL(g, G)= 0. 

Furthermore, set Tis handled by the lower while-loop in lines 19-29 just a.<> it done 
in algorithm InvolutiveBasis except for restriction in line 20 and the set contraction 
in lines 27-28. In the latter case all the elements in G \Vith lm(g) >- lm(h), where h 
is the normal form of the current prolongation, are moved to G. Thus, this while­
loop preserves the property of partial involutivity up to monomial v -< lm(h) for the 
intermediate set G, in accordance \vith Theorems 2.17 and 2.18, if there is a partially 
involutive set in the input of the loop. Besides, two elements with coinciding leading 
terms obviously never occur in set G. 

In \Vhat foilov.rs polynomials in G, if 6 :/: fl, are successively selected in accordance 
with the normal strategy; taken out of the set and £-reduced modulo G. The upper 
while-loop in lines 9-13 proceeds until the normal form h of the selected polynomial 
does not vanish. Then set G is enlarged by h in line 14. 

The repeat-loop tzrminatcs when set 6 becomes empt.y in line 11 and the lower 
while-loop does not lead to appe<uance of ne\v elements in this set. It means that the 
output. set G is an involutive basis of ic!.c:>..l Id(G) = Id(F). In so doing it is as..<>umcd 
tha~ all the intcrmedi<'-te polynomicb arc morlic. Their normclizatio:-t can be performed 
in iine 2 and in lines 12, 23 \vhen the iavobtive normal form is computed. 

1\ow, by Corollary 4.7, to prove minimaiity of the outp'Jt basis it is Sl.:.fficlent to ::.how 
that the lo\ver \Vhile-ioop always ends up with L~autoreduced polynomial set G such 
that lt(G) is compact. As we have already seen, this loop p:-cserves part:at involuti">ity. 
Initially there is a sbgle polynomial which l:.as the minimal leading rtlO~c()m:at, and, 
therefore, its handling in the loop produces ?. corr..pact ~ec.ding rnon'Jmia! set. 

Suprose a partially involutive polynomial set G with con~pact lm(G) \V<<S produced 
by the lower while-loop, and then it is enlc_rgcd by h = .i.V FL(g, G) b line 1-1 when G 
is pa:tially involutive up to some monomial v-< lm(g). 

If lm(h) = lm(g), then, by restriction in be 20, lm(h) >- lm(!) for all j E G. 13y 
property (c) in Definition 2.1, we obtain that NM(!,G1 = CU {h}) c; Ni,f(!,G) for 
any f E G. 

Let lm(h) has no conventional divisors in lm(G). Then, starting with the set Go= 
Autoreduce(G1), and completing Go with irreducible non-multiplicative prolongations 
of its elements by the normal strategy! we construct set G2 2 G partially irlvolutive up 
to monomial v and \Vith compact lm(G2 ). If we start now wi~h set lm(G1) and complete 
it, if necessary, \vith irreducible non-mult-iplicative prolongations of its elements in order 
to obtain a partially involutive set up to v, then we arrive at the same set 0 2 . Indeed, 
even in the pres~nce of ex~ra intermediate clements, if G2 \ G =f. 0, there cannot occur 
reduction of an element p E G either by o~iler element in G o;:- by an extra clement. 
The former redaction is impossible by property (c) of invoiutive division. The latter 
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reduction, if it would hold, by properties {b)-{c) and by Theorem 2.!8, would lead to 
reducibility of pin the earlier set G when h has not been added yet. 

If lm(h) is multiple of some element in lm(G), then continuation of processing with 
G1 in the lower while-loop yields a partially involutive polynomial set up to lm(h). 
In doing soh is involutively reduced either to zero, or to a polynomial which changes 
the monomial ideal Id(lm(G)), as \Ve have shown in the proof of Proposition 5.4. 
Correspondingly, G, after contraction in lines 27-28, is re-set to the partially involutivc 
form with compact leading monomial set. 

In the case when lm(h) -< lm(g), the elimination \vhich is done in line 18 converts, 
apparently, the situation into one of two alternatives we have just considered. 

Thus, the repeat-loop, if it terminates, ends up v.ith an involutive set G \vith 
compact lm(G), that is, \lrith the minimal involutive basis. 

Termination. As it shown in the proof of Proposition 5.4, there may be a finit.e 
number of cases when polynomial g chosen in lines 10 or prolongation g·x chosen in line 
21 have reducible leading monomials. It implies finitely many redistribution of triples 
between T and Q dor.e in lines 18 and 28. If Id(F) has the finite minimal involutive 
basis, and ordering -< is degree compatible, then the lower while-loop terminates 
irrespective of Q is e!I:.pty set or not. This follows immediately from Propositions 5.4. 
5.6 and compactness of lm(G). Since the upper while-loop is obviously terminates. 
and set Q is refreshed finitely many times, in a finite number of steps the algorithm 
arrives at Q = 0 in Une 30. 

If involutive division Lis noetherian then the algorithm terminates for any ordering 
-< because the lov,-er while-loop terminates for the same reason as the while-loop docs 
in algorithm InvolutiveBasis [23]. 0 

6 Conclusion 

As \VC noted above algorithm MinimalinvolutiveBasis deals, generally, with less 
number of intermediate polynomials then algorithm lnvolutiveBasis. I3c..o:;ides, if im·o­
lutive division Lis not globally defined, then we may not obtain the minimal involutivc 
basis in the output of the latter aigorithm. But even for globally defined divisions the 
former algorithm avoids the involutive autoreduction done in the latter algorithm at ev­
ery step of the intermediate set enlargement. That is why we expect higher efficiency 
of algorithm MinimalinvolutiveBasis with respect to algorithm InvolutiveBasis 
for arbitrary involutive division. 

One could also construct the minimal involutive basis by computing the reduced 
GrObner basis and then enlarging it by non-multiplicative prolongat.ions of it.s de­
ments until the leading monomial set becomes involutive. To construct the reduced 
Gr6bner basis one can use the Buchberger algorithm or perform the convcnt.ional au­
toreduction of an involutive basis computed by algorithm InvolutiveBasis. HowcvN. 
unl:ke Buchberger algorithm, algorithm MinimalinvolutiveBasis beucfits from the 
im·olutiv~ technique, a:::.c! a....:;. we have argued is favored over thr usc of a~gorithm Invo-
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lutiveBasis for intermediate computation. 
In paper [25] for constructing of Janet bases for linear partial differential equations 

one more algorithm is described. Its analog in commutative algebra contains two basic 
subalgorithms which are successively performed: completion of a polynomial set by 
non-multiplicative prolongations of its elements until the set of leading monomials be­
comes involutive or complete (see footnote at page 4); the conventional autoreduction 
of the obtained set. In this case due to the second subalgorithm the output Janet bases 
are minimaL However, such an algorithmic procedure is far short of optimum from the 
computational point of view. In so doing one has to perform the repeated prolongations 
and deal with all the possibleS-polynomials. In our algorithm Minimallnvolutive­
Basis the repeated prolongations are eliminated by storing in the triple set~ T and Q 
those non-multiplicative variables which have been used for a given polynomial. Fur­
thermore, the use of the involutive analogue of the Buchberger's chain criterion allows 
one to cut considerably the number of computed S -polynomials. 

The algorithms described in this paper just as Zharkov and Blinkov algorithm [26] 
can be extended to systems of linear systems of partial differential equations, and also 
to some classes of nonlinear systems. Being uniquely defined, minimal involutive bases 
much like reduced GrObner bases can be considered as canonical ones for polynomial 
and differential ideals. The corresponding form of partial differential equation systems 
is just the standard (28] one. By transforming a given system into this form one can 
determine the dimension of the solution space and a set of initial conditions providing 
the existence of a uniquely defined and locally holomorphic solution [17, 27, 28, 29]. 
lnvolutive algorithmic ideas may be also rather fruitful in constructing the canonical 
bases for finitely generated ideals in free Lie algebras and superalgebras [30). 
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. I 
repJtT s.n., EmtHKoa IO.A: 
MHHHMa!IbHLIC HHBOJlfOTHBHWC 6aJHCbl 

E5-97-4 

· OpCLVIO:«C:H artropHT}I nocTpoeHHll: MHHHMa.1bH.biX HHBOJUOTHBHbi'X 6a:mcoa OOJlHHOMIHlllbHWX H.aea·' 

1108, KOTOpblC J!:BJUIIOTCSI 6a:JWC3..'•1H rpe6Hepa COCUHa.1bHOfO BH.!la. 8 OCHOBe Hrut60IJee 06WHX HHBO_· 

JliOTHBHblX anropHTMOBJ1Cl«HT JlOHSITHC HHBOJl~TliBHOfO.!leJlCHHJI MOHOMOB, KOTOpoe OOJBOJUICT paJLteJIKTb 

nepeMCHHbiC Ha MJllbTHn!IHKantBHI>IC H HCMJllbTI-11('1HK3THBHLIC. Trucoe pa:}JteJlCHHC npHBO.iiHT K CW.WCO· 

f113C083.HHOJ1 CXCMC Bbl"'HC!lCHHll HHBOJTIOTHBHbiX 6a.JHCOB nyreM Bbi00.1HCHHlt HCMJ1lbTlir111HKaTHBHbiX 

npoJtOJI:t::CHHif H MJllbTHMHK<intBHbiX peJt)'KUHii. Kax.aoe HHBOJIIOTHBhoe .lleJlCHHC nopo)I(JlaeT CBOH 

CJlCUIIaJlbHbJI'f BHll Ta.KOI'f BbJ'fHCJ1HTeJ1bHoH CXeMbJ. 8 llOn~HeHHe K TpeM HHBO!liOTHBHbJ).I .UeJTeHH~M: 
HCnOJ1b30BaHHbiM .0;:tS.TOMaCOM, MJf<.a.He H >K._-c:I>.noMMape npH HCC.1e110B3.HHH ypaBHeHHI'f B tfaCTHbiX 
npoH3BO.IJ.HbiX, BBO,u.sric~ .llBa HOBbS X lleJieHH~. HOBble lleJTeHH.II, Ta.K :t::e Ka.K H .UeJleHHe TOMaca, He 3a.BHCsrT 
OT Bb160pa OOpil.UKa nepeMeHHbiX H SJBJISIIOTCSI Henpepb:BHbiMH H HerepoBbiMH. 3TH CBOI'fCTBa, COOTBeTCT· 
BeHHO, o6ecne'fHBaiOT KOppeKTHOCTb H 0KaH'fHB3.eMOCTb HH80;110THBHbiX artropHTMOB ll!TSI !U06oro 
llOnyCTHMOfO ynOpSI.UO'feHHSI MOHOMOB. noKa.JaHO, 'iTO MHHHMaJibHble HHBOJliOTHBHble 6a3HCbl onpe,uetJSJ-, 
IOTCSI 0.UH03Ha'fHO npH 3a..:taHHOM ynOplt'lO'feHHH MOHOMOB. CJJeaOsaTerlbHO, OHH MOryr, ·nO.Uo6HO 
pe.!lytUfpoBaHHbiM 6a.JHCaM rpe6Hepa,_ paCCMaTpHB3.Tb.cSI KaJ< KaHOHH'feCKHe 6aJHCbl. 

Pa6oTa BbtnOJlHeHa a Jla6oparopwu Bw-tHCJtllTcJJbHoH rexHHKH H aaroManoauHH OHJIH. 

npenpHHT 061,e,lHHeHHOro HHCTHl)Ta Sll.IC:pHbiX HCCJ1e.:IOB3.HHI'f. ,0y6Ha, 1997 

Gerdt V.P., Blinkov Yu.A. 
Minimal lnvolutiv(i Bases 

E5-97-4 

We present an algorithm for construction of minimal involutive polynomial bases which are GrObner 
bases of the special form. The most general involutive <ilgorithms are based on the concept of involutive 
monomial division which leads to partition of variables into multiplicative and non-multipliCative. 
The partiti9n gives thereby the self-consistent computational procedure for constructing an invoiUiive 
basis by performing non-multiplicative prolongations and multiplicative reductions. Every specific 
involutive division generates a particular form of involutive computational procedure. In addition to three 
involu1ive divisions used by Thomas, Janet and Pommaret for analysis of partial differential equations 
we define two new ones. These two divisions, as well as Thoma.<> division. do not depend on the order 
of variables. We prove noetherity and continuity of the new divisions what provides correctness 
and termination of involutive algorithms for any finite set of input polynomials and any admissible 
monomial ordering. We show that, given an ad_missible monomial ordering a minimal involutive ba..<>is 
is uniquely defined and thereby can be considered as canonical much like the reduced Gri::ibner bas.i.s. 

The investigation has been performed at the Laboratory of Computing Techniques and Automation, 
JINR. 
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