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## 1 Introduction

In recent years one can observe the keen interest to computer algebraic aspects of combinatorial algebra [1]. Under the latter one usually understands analysis of algebraic objects given by generators and defining relations of the polynomial form. In the commutative case quite a number of universal computer algebra methods and tools have been designed to deal with multivariate polynomial systems, first of all, those based on Gröbner bases techniques [2].
Though the concept of a Gröbner basis has been generalized in different extent to noncommutative algebras [3] (see also review paper [1] and references therein) the area of its practical use is still quite restrictive. As it shown in [4], the use of non-commutative Gröbner bases method proves out in a class of algebras, called in [4] algebras of solvable type, which can be conșidered as intermediate between commutative algebras and general non-commutative ones [5].
Unfortunately, analysis of Lie algebras cannot generally be reduced to algebras of the solvable type, except finitely dimensional Lie algebras whose enveloping algebras are just of that type. On the other side, the problem of construction of finitely presented Lie algebras, which given by a finite set of generators and defining relations, is of great practical importance in the context of investigating the algebraic structure of non-linear partial differential equations in the framework of Wahlquist-Estabrook prolongation method [6]. Different computational aspects of this particular problem and a number of effective algorithmic procedures have been implemented in Reduce considered in $[7],\{8]$. In present paper we describe an iterative algorithm for construction of basis elements of a finitely presented Lie algebra and computation of its commutator table. This algorithm can be considered as the further development of algorithmic ideas of paper [9]. In addition to the given set of generators and relators we introduce a grading of (nonassociative) words by their weights. As a first step of the algorithm the initial data are transformed to the special form called genetic code of a Lie algebra to be computed. Then the algorithm provides an iterative procedure for computation of all the basis elements of a given weight in terms of those of less weights modulo the Jacobi identities and relators. As an illustration, the defining relations are produced and the prolongation algebras are constructed for the Korteveg-de Vries equation and for the system of equations describing one-dimensional Langmuir turbulence. The proposed algorithm has been implemented in the Rlisp language of computer algebra system Reduce [10].

## 2 Bases of Free Lie Algebras

### 2.1 Definition of a Free Lie Algebra

Let $K$ be a field, $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be a finite alphabet and $e$ be an empty word. The elements of $X$ are called free generators).
Following to [11] put $\Gamma_{0}=e, \Gamma_{1}(X)=X$ and define $\Gamma_{n}(X)(n>1)$ inductively as the set of all words (monomials) of the form

$$
(u)(v), \quad u \in \Gamma_{s}, v \in \Gamma_{r}, \quad s+r=n .
$$

If, say, $s=1$, we write simply $u(v)$, or even $u v$ if also $r=1$.
Put

$$
-\Gamma(X)=\cup_{n=1}^{\infty} \Gamma_{n}(X)
$$

and turn $\Gamma(x)$ into a (non-associative) groupoid subject to the operation

$$
u \cdot v=(u)(v)
$$

Definition. An element $v \in \Gamma_{s}(X)$ is said to have degree s, i.e. $\operatorname{deg}(v)=s$.
Definition. $F(X)$ is said to be a free algebra on $X$ if it is a $K$-algebra of $\Gamma(X)$. It means that $p \in F(x)$ is a finite sum

$$
p=\sum_{u \in \Gamma} \alpha_{u} u, \quad \alpha_{u} \in K
$$

and the multiplication in $F(X)$ extends the multiplication in $\Gamma(X)$ as follows

$$
\left(\sum_{u \in \Gamma} \alpha_{u} u\right)\left(\sum_{v \in \Gamma} \beta_{v} v\right)=\sum_{u, v \in \Gamma} \alpha_{u} \beta_{v} u \cdot \dot{v}
$$

Remark. $F(X)$ is a graded algebra with the homogeneous elements of degree $n$ being those which are linear combinations of words of length $n$.
This grading can be sharpened by introducing a monoid homomorphism

$$
W:(T(X), \cdot, e) \longrightarrow(\mathrm{N},+, 0)
$$

where $T(X)$ being the semigroup of words in the alphabet $X$ with unity $e$, induced by the groupoid homomorphism $\phi: \Gamma(X) \longrightarrow T(X)$ with the identity map $\phi: X \longrightarrow X$. Definition. If $W$ is a grading on $\Gamma(X)$, we refer to the value $w_{i}=W\left(x_{i}\right)$ as a weight of $x_{i}$.
We assume that a polynomial is graded by its monomial of the maximal weight. Let $I$ be the two-sided ideal of $F(X)$ generated by the elements of the form (with $u \cdot v$

$$
(\stackrel{u}{u}(u, u, v, w)=[[u, v], w]+[[v, w], u]+[[w, u], v]
$$

$$
u, v, w \in \Gamma(X)
$$

Definition. The quotient algebra

$$
L(X)=F(X) / I
$$

is called the free Lie algebra on $X^{\mathbf{1}}$.

### 2.2 Basis Family and Hall Basis

Definition [11] A linearly ordered (w.r.t. some order $\leq$ )) set $R=R(X) \subseteq \Gamma(X) \subseteq$ $L(X)$ is called a basis family of $L(X)$ if

1. $X \subseteq R$
2. $w=\{u, v] \in R$ iff
(a) $u, v \in R$
(b) $u<v \quad \%$ skew-symmetry
(c) if $v=\left[v_{1}, v_{2}\right]$ then $u \geq v_{1} \quad \%$ Jacobi identity
3. $w=[u, v]>u$

The further specification of the above basis family is based on the choice of the monomial order providing the condition 3.
In this paper we consider one of possible orders, and the corresponding basis called a Hall basis [13]. For the compactness of writing we shall often omit the Lie brackets assuming their right-normed arrangement, for instance

$$
\begin{aligned}
x^{2} y x & \equiv[x,[x,[y, x]]] \\
(x y) x^{2} y & \equiv[[x, y],[x,[x, y]]]
\end{aligned}
$$

Let $x_{1}>x_{2}>\ldots x_{n}>e$ and $u_{i}, v_{j} \in \Gamma(X)$
Definition (Lexicographical order).

$$
u_{1} u_{2} \ldots u_{s}>_{\text {lex }} v_{1} v_{2} \ldots v_{\tau} \quad \text { iff } \quad \exists i:\left(u_{j}=v_{j}, j \leq i \wedge u_{i+1}>v_{i+1}\right)
$$

## Definition (Graded Lexicographical Order).

$$
\begin{gathered}
u=u_{1} u_{2} \ldots u_{s}>_{g l e x} v=v_{1} v_{2} \ldots v_{\tau} \quad \text { iff } \\
\operatorname{deg}(u)>\operatorname{deg}(v) \vee\left(\operatorname{deg}(u)=\operatorname{deg}(v) \wedge u>_{\text {lex }} v\right)
\end{gathered}
$$

Remark. This order provides, obviously, the condition $3(w=u v>u)$ in the basis family definition. The corresponding specification of the basis family called a Hall basis [13]. Below we use a slightly more general concept of a Hall basis ${ }^{2}$ when the words are graded rather by weight than by length.
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### 2.3 Example

Let $L(x, y, z)$ be a free Lie algebra with three free generators

$$
x<y<z
$$

Then the Hall basis of $L(x, y, z)$ is

| Degree | Basis Elements |
| :---: | :---: |
| $\therefore 1$ | $x<, y<z<$ |
| 2 | $<x y<x z<y z<$ |
| 3 | $<x^{2} y<x^{2} z<y x y<y x z<y^{2} z<z x y \leqslant z x z<z y z<$ |
| 4 | $\begin{gathered} <x^{3} y<x^{3} z<y x^{2} y<y x^{2} z<y^{2} x y<y^{2} x z<y^{3} z<z x^{2} y< \\ <z x^{2} z<z y x y<z y x z<z y^{2} z<z^{2} x y<z^{2} x z<z^{2} y \dot{z} \\ <(x y) x z<(x y) y z<(x z) y z< \end{gathered}$ |
| .... | - . v .................................. |

The number of elements of a Hall basis of degree $m$ for $n$ free generators ( $n=\operatorname{card} d(X)$ ) is given by the following expression (Witt's formula) [13]

$$
N_{m}=\frac{1}{m} \sum_{d \mid m} \mu(d) n^{m / d}
$$

where $d$ runs through all divisors of $n$ and $\mu(d)$ is the Moebius function, defined for $d \in \mathbf{N}$ by $\mu(1)=1$, and for $d=p_{1}^{s_{1}} p_{2}^{s_{2}} \ldots p_{l}^{s_{1}}$ with the primes $p_{i}$ as

$$
\mu(d)=\left\{\begin{array}{cl}
0, & \text { if } \exists i \in\{1, \ldots, l\}: s_{i}>1 \\
(-1)^{k} & \forall i \in\{1, \ldots, l\}: s_{i}=1
\end{array}\right.
$$

The below table contains the numbers $N_{m}$ for different $n(n, m=1, \ldots, 7)$

| n | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | -0 | 0 | 0 | 0 | 0 | 0 |
| 2 | 2 | 1 | 2 | 3 | 6 | 9 | 18 |
| 3. | 3 | 3 | 8 | 18 | 48 | 116 | 312 |
| 4 | 4 | 6 | 20 | 60 | 204 | 670 | 2340 |
| 5 | 5 | 10 | 40 | 125 | 624 | 2580 | 11160 |
| 6 | 6 | 15 | 70 | 315 | 1554 | 7735 | 19544 |
| 7 | 7 | 21 | 112 | 588 | 3360 | 39990 | 117648 |

The asymptotic behavior

$$
N_{m} \sim \frac{m^{n}}{n} \quad(m \longrightarrow \infty, n-f i x e d)
$$

reveals a very fast increase of $N_{m}$ with $m$. Though the presence of non-trivial defining relations (Section 2) dumps the growth of basis elements, their computation even for relatively small $m, n$ can not be usually done in practice without the use of a computer for algebraic manipulation.

### 2.4 Commutators of Basis Elements and Jacobi Identities

Let $R(X)$ be a basis of a free Lie algebra. $L(X)$ and $u, v \in R(x), u<v, w=[u, v]$.
Definition. $w$ is said to be a proper pair if $w \in R(X)$. Otherwise, if $v=\left[v_{1}, v_{2}\right]$ and . $u<v_{1}$, then $w$ is said to be an improper pair.
To express an improper pair in terms of the basis elements, i.e. to determine the structure constants of $L(X)$, one needs to use the Jacobi identities.
It turns out that it is sufficient to consider only those identities which include at least one of free generators.
Theorem 1. Let $\tilde{L}$ be a free $K$-algebra with the condition

$$
\forall u \in \tilde{L}:[u, u]=0
$$

and let $\exists a, b \in \tilde{L}$ such that

$$
\begin{equation*}
\forall u, v \in \tilde{L}: J(a, u, v)=J(b, u, v)=0 \tag{1}
\end{equation*}
$$

Then $J(p(a, b), u, v)=0$ where $p(a, b)$ is the arbitrary (non-associative) polynomial in $a, b$.
Proof. Because $b,[u, v] \in \tilde{L}$, from (1) it follows $J(a, b,[u, v])=0$. Hence, the straightforward computation with use of bilinearity and skew-symmetry gives

$$
\begin{aligned}
{[[a, b],[u, v]]=} & {[a,[b,[u, v]]]-[b,[a,[u, v]]] } \\
= & {[a,([[b, u], v]+[u,[b, v]])]-[b,([[a, u], v]+[u,[a, v]])] } \\
= & {[[a,[b, u]], v]+[[b, u],[a, v]]+[[a, u],[b, v]]+[u,[a,[b, v]]] } \\
& -[[b,[a, u]], v]-[[a, u],[b, v]]-[[b, u],\{a, v]\}-[u,[b,[a, v]]] \\
= & {[([a,[b, u]]-[b,[a, u]]), v]+[u,([a,[b, v]]-[b,[a, v]])] } \\
= & {[[[a, b], u], v]+[u,\{[a, b], v]] }
\end{aligned}
$$

It means than $J([a, b], u, v)=0$ and, by induction, the statement of the theorem is valid for any polynomial $p(a, b) \square$.
Corollary. If in a free algebra $\tilde{L}(X)$

$$
\forall x_{i} \in X \wedge \forall u, v \in \tilde{L}: J\left(x_{i}, u, v\right)=0,
$$

then $\forall u, v, w \in \tilde{L}: J(u, v, w)=0$, i.e. $\tilde{L}$ is a free Lie algebra.

## 3 Defining Relations

### 3.1 Formulation of the Problem

Let $L(X)$ be a free Lie algebra over $K, X=\left\{x_{1}, \ldots, x_{n}\right\}$, and let $P=\left\{p_{1}, \ldots, p_{m}\right\}$ be a finite set of (Lie) polynomials in $X$; i.e. $p_{i}=p_{i}(X) \in L(X), i=\{\{1, \ldots, m\}$
Definition. If $L$ is a Lie algebra generated by set $X$ which obey the polynomial equations (defining relations)

$$
p_{i}(X)=0 \quad(i=\{1, \ldots m\}),
$$

then $L$ is called a finitely generated and finitely defined or finitely presented. Below we study the following fundamental problem:
Problem. Given finite sets generators $X$ and relators $P$ find a Lie algebra $L$ such that $X \subseteq L$ under the conditions $p_{i}(X)=0, p_{i} \in P$.
In other words, we search for solutions of polynomial equations in the class of Lie
algebras.
Such a problem arises, for example, as the most principal part of the integrability analysis of nonlinear partial differential equations by the Wahlquist-Estabrook method [6]. Different computer algebra aspects of the problem w.r.t. this concrete application have been intensively studied in $[7,8,9]$. We consider the problem in its general form, though illustrate the approach to its solution at the examples from that particular application
field.

### 3.2 Example 1. Defining relations for the Korteveg-de Vries prolongation algebra

In the framework of the Wahlquist-Estabrook method a given nonlinear partial differential equation, for instance, the evolution one of the form

$$
u_{t}=\phi\left(u, u_{x}, u_{x x}, \ldots\right), \quad u=u(t, x)
$$

is considered as the compatibility condition

$$
\begin{equation*}
\frac{\partial \hat{F}}{\partial t}-\frac{\partial \hat{G}}{\partial x}+[\hat{G}, \hat{F}]=0 \tag{2}
\end{equation*}
$$

for a system of linear differential equations of the form

$$
\left\{\begin{array}{l}
\overrightarrow{y_{x}}=\hat{F}\left(u, u_{x}, u_{x x}, \ldots\right) \vec{y}, \\
\overrightarrow{y_{t}}=\hat{G}\left(u, u_{x}, u_{x x}, \ldots\right) \vec{y}
\end{array}\right.
$$

where $\vec{y}$ are called by pseudo-potentials.
The explicit representation for $\hat{F}, \hat{G}$ is sought in the form which leads to the defining
relations in $X_{i}, Y_{j}$.

As the first example let us consider the Korteweg-de Vries (KdV) equation

$$
u_{t}=u_{x x x}-3 u u_{x}
$$

and assume

$$
\left\{\begin{array}{l}
\hat{F}=\hat{F}(u)  \tag{3}\\
\hat{G}=\hat{G}\left(u, u_{x}, u_{x x}\right)
\end{array}\right.
$$

Substitution of (3) into (2) gives

$$
\begin{equation*}
\left(u_{x x x}-3 u u_{x}\right) \frac{\partial \hat{F}}{\partial u}-u_{x} \frac{\partial \hat{G}}{\partial u}-u_{x x} \frac{\partial \hat{G}}{\partial u_{x}}-u_{x x x} \frac{\partial \hat{G}}{\partial u_{x x}}+[\hat{G}, \hat{F}]=0 \tag{4}
\end{equation*}
$$

Setting the coefficient at $u_{x x x}$ in (4) equal to zero, we obtain

$$
\frac{\partial \hat{F}}{\partial u}-\frac{\partial \hat{G}}{\partial u_{x x}}=0
$$

and, therefore,

$$
\hat{G}=u_{x x} \frac{\partial \hat{F}}{\partial u}+\hat{G}_{1}\left(u, u_{x}\right)
$$

Then (4) is rewritten in the form

$$
\begin{equation*}
-3 u u_{x} \frac{\partial \hat{F}}{\partial u}-u_{x} u_{x x} \frac{\partial^{2} \hat{F}}{\partial u^{2}}-u_{x} \frac{\partial \hat{G}_{1}}{\partial u}-u_{x x} \frac{\partial \hat{G}_{1}}{\partial u_{x}}+u_{x x}\left[\frac{\partial \hat{F}}{\partial u}, \hat{F}\right]+\left[\hat{G}_{1}, \hat{F}\right]=0 \tag{5}
\end{equation*}
$$

Selection of the coefficient at $u_{x x}$ in (5) yields

$$
-u_{x} \frac{\partial^{2} \hat{F}}{\partial u^{2}}-\frac{\partial \hat{G}_{1}}{\partial u_{x}}+\left[\frac{\partial \hat{F}}{\partial u}, \hat{F}\right]=0
$$

Hence,

$$
\begin{equation*}
-3 u u_{x} \frac{\partial \hat{F}}{\partial u}-u_{x} \frac{\partial \hat{G}_{1}}{\partial u}+\left[\hat{G}_{1}, \hat{F}\right]=0 \tag{6}
\end{equation*}
$$

and

$$
\hat{G}_{1}=-\frac{1}{2} u_{x}^{2} \frac{\partial^{2} \hat{F}}{\partial u^{2}}+u_{x}\left[\frac{\partial \hat{F}}{\partial u}, \hat{F}\right]+\hat{G}_{2}(u)
$$

Substitution of this expression into (6) gives

$$
\begin{equation*}
\left.-3 u u_{x} \frac{\partial \hat{F}}{\partial u}+\frac{1}{2} u_{x}^{3} \frac{\partial^{3} \hat{F}}{\partial u^{3}}-\frac{3}{2} u_{x}^{2} \frac{\partial^{2} \hat{F}}{\partial u^{2}}, \hat{F}\right]-u_{x} \frac{\partial \hat{G}_{2}}{\partial u}+u_{x}\left[\left[\frac{\partial \hat{F}}{\partial u}, \hat{F}\right], \hat{F}\right]+\left[\hat{G}_{2}, \hat{F}\right]=0 \tag{7}
\end{equation*}
$$

Collecting the coefficients at $u_{x}^{3}$, we come to the equality

$$
\frac{\partial^{3} \hat{F}}{\partial u^{3}}=0
$$

and, hence,

$$
\begin{equation*}
\hat{F}=\hat{X}_{1}+u \hat{X}_{2}+u^{2} \hat{X}_{3} \tag{8}
\end{equation*}
$$

After that, equating in (7) the coefficient at $\dot{u}_{x}^{2}$ to zero, we obtain

$$
\left[\frac{\partial^{2} \hat{F}}{\partial u^{2}}, \hat{F}\right]=0
$$

or $\left[X_{3}, X_{1}\right]+u\left[X_{3}, X_{2}\right]=0$. The latter equality is equivalent to

$$
\begin{equation*}
\left[X_{1}, X_{3}\right]=\left[X_{2}, X_{3}\right]=0 \tag{9}
\end{equation*}
$$

Then, the next coefficient, i.e. one at $u_{x}$; in (7) leads to the equation

$$
-3 u\left(\hat{X}_{2}+2 u \hat{X}_{3}\right)-\frac{\partial \hat{G}_{2}}{\partial u}+\left[\left[\hat{X}_{2}, \hat{X}_{1}\right], \hat{X}_{1}\right]+u\left[\left[\hat{X}_{2}, \hat{X}_{1}\right], \hat{X}_{2}\right]=0
$$

which yields the following expression for $\hat{G}_{2}$

$$
\begin{equation*}
\hat{G}_{2}=-\frac{3}{2} u^{2} \hat{X}_{2}-2 u^{3} \hat{X}_{3}+u\left[\left[\hat{X}_{2}, \hat{X}_{1}\right], \hat{X}_{1}\right]+\frac{1}{2} u^{2}\left[\left[\hat{X}_{2}, \hat{X}_{1}\right], \hat{X}_{2}\right]+\hat{X}_{4} \tag{10}
\end{equation*}
$$

Further, setting $u_{x}=0$ in (7), we find

$$
\left[\hat{G}_{2}, \hat{F}\right]=0
$$

Taking (8-9) into account, we find

$$
\begin{aligned}
& \frac{3}{2} u^{2}\left[\hat{X}_{2}, \hat{X}_{1}\right]-u\left[\left[\left[\hat{X}_{2}, \hat{X}_{1}\right], \hat{X}_{1}\right], \hat{X}_{1}\right]-u^{2}\left[\left[\left[\hat{X}_{2}, \hat{X}_{1}\right], \hat{X}_{1}\right], \hat{X}_{2}\right]- \\
& \frac{1}{2} u^{2}\left[\left[\left[\hat{X}_{2}, \hat{X}_{1}\right], \hat{X}_{2}\right], \hat{X}_{1}\right]-\frac{1}{2} u^{3}\left[\left[\left[\hat{X}_{2}, \hat{X}_{1}\right], \hat{X}_{2}\right], \hat{X}_{2}\right]-\left[\dot{\hat{X}}_{4}, \hat{X}_{1}\right]- \\
& u\left[\hat{X}_{4}, \hat{X}_{2}\right]-u^{2}\left[\hat{X}_{4}, \hat{X}_{3}\right]=0 .
\end{aligned}
$$

Collecting the coefficients at $u^{k}, 0 \leq k \leq 4$ and using the Jacobi identities and skewsymmetry, we obtain the defining relations

$$
\begin{align*}
& {\left[\left[\left[\hat{X}_{1}, \hat{X}_{2}\right], \hat{X}_{2}\right], \hat{X}_{2}\right]=0} \\
& -\frac{3}{2}\left[\hat{X}_{1}, \hat{X}_{2}\right]+\frac{3}{2}\left[\left[\left[\hat{X}_{1}, \hat{X}_{2}\right], \hat{X}_{1}\right], \hat{X}_{2}\right]+\left[\hat{X}_{3}, \hat{X}_{4}\right]=0 \\
& {\left[\left[\left[\hat{X}_{1}, \hat{X}_{2}\right], \hat{X}_{1}\right], \hat{X}_{1}\right]+\left[\hat{X}_{2}, \hat{X}_{4}\right]=0}  \tag{11}\\
& {\left[\hat{X}_{1}, \hat{X}_{4}\right]=\left[\hat{X}_{1}^{\prime}, \hat{X}_{3}\right]=\left[\hat{X}_{2}, \hat{X}_{3}\right]=0}
\end{align*}
$$

with $\hat{F}$ and $\hat{G}$ represented as

$$
\begin{aligned}
\hat{F}= & \hat{X}_{1}+u \hat{X}_{2}+u^{2} \hat{X}_{3} \\
\hat{G}= & \hat{X}_{4}+u\left[\left[\hat{X}_{2}, \hat{X}_{1}\right], \hat{X}_{1}\right]+\frac{1}{2} u^{2}\left[\left[\hat{X}_{2} ; \hat{X}_{1}\right], \hat{X}_{2}\right]-\frac{3}{2} u^{2} \hat{X}_{2} \\
& -2 u^{3} \hat{X}_{3}-u_{x}^{2} \hat{X}_{3}+u_{x}\left[\hat{X}_{2}, \hat{X}_{1}\right]+u_{x x}\left(\hat{X}_{2}+2 u \hat{X}_{3}\right)
\end{aligned}
$$

Before constructing the Lie algebra solutions, it makes sense to simplify the defining relations (11) as follows.
Theorem 2. Let $L$ be a Lie algebra. If $z, u, v \in L$ and $[z, u]=[z, v]=0$, then $[z, P(u, v)]=0$ where $P$ is any Lie polynomial in $u, v$.
Proof. Under the conditions of the theorem $J(z, u, v)=0$ implies, obviously, $[z,[u, v]]=$ 0 . Hence, by induction $[z, P(u, v)]=0 \quad \square$
Corollary. If an element $z \in L$ of a Lie algebra $L$ commutes with all the generators, then $z$ belongs to the center of $L(z \in Z(L))$.
Using an computer, one can show that the polynomial

$$
\left[\left[\left[\hat{X}_{1}, \hat{X}_{2}\right], \hat{X}_{1}\right], \hat{X}_{2}\right]+\left[\hat{X}_{1}, \hat{X}_{2}\right]
$$

commutes with $\left\{\hat{X}_{1}, \hat{X}_{2}, \hat{X}_{3}, \hat{X}_{4}\right\}$. By this reason we can put

$$
\left[\left[\left[\hat{X}_{1}, \hat{X}_{2}\right], \hat{X}_{1}\right], \hat{X}_{2}\right]+\left[\hat{X}_{1}, \hat{X}_{2}\right]=0
$$

Then

$$
\left[\hat{X}_{3}, \hat{X}_{1}\right]=\left[\hat{X}_{3}, \hat{X}_{2}\right]=\left[\hat{X}_{3}, \hat{X}_{4}\right]=0
$$

It justifies the setting $\hat{X}_{3}=0$ as generally accepted in the KdV analysis. Therefore, we come to defining relations of the form

$$
\begin{align*}
& {\left[\left[\left[\hat{X}_{1}, \hat{X}_{2}\right], \hat{X}_{2}\right], \hat{X}_{2}\right]=0,} \\
& {\left[\left[\left[\hat{X}_{1}, \hat{X}_{2}\right], \hat{X}_{1}\right], \hat{X}_{2}\right]-\left[\hat{X}_{1}, \hat{X}_{2}\right]=0,} \\
& {\left[\left[\left[\hat{X}_{1}, \hat{X}_{2}\right], \hat{X}_{1}\right], \hat{X}_{1}\right]+\left[\hat{X}_{2}, \hat{X}_{4}\right]=0,}  \tag{12}\\
& {\left[\hat{X}_{1}, \hat{X}_{4}\right]=0,} \tag{13}
\end{align*}
$$

### 3.3 Genetic Code

To use an algorithm of the next subsection, the initial data, i.e. the set of generators and relators, must be

- graded by the weight has been chosen in advance; as described in Sect.2.1-2.2, that induces the corresponding graded lexicographical ordering;
- supplied with all the basis elements and the commutator relations as they are resulted by verification of the Jacobi identities for all the triples of summary weight not exceeding the maximal one among the generators and relators.
Definition. In such a way the graded, arranged and extended set of generators and relators is said to be a genetic code $(G C)$ of a Lie algebra to be constructed.
Example 1. The genetic code for the prolongation algebra of KdV defined by the relations (12) can be represented in the table form

| / | Weight | No.of basis element | Genetic Code |
| :---: | :---: | :---: | :---: |
|  | 1 | $\begin{aligned} & 1 \\ & 2 \end{aligned}$ | $\begin{aligned} & X_{1} \\ & X_{2} \end{aligned}$ |
|  | 2 | 3 | $\left[X_{1}, X_{2}\right]$ |
|  | 3 | $\begin{aligned} & 4 \\ & 5 \\ & 6 \end{aligned}$ | $\begin{aligned} & {\left[X_{1},\left[X_{1}, X_{2}\right]\right]} \\ & {\left[X_{2},\left[X_{1}, X_{2}\right]\right]} \\ & X_{4} \end{aligned}$ |
|  | 4 | 7 | $\begin{aligned} & {\left[X_{1},\left[X_{1},\left[X_{1}, X_{2}\right]\right]\right]} \\ & {\left[X_{2},\left[X_{1},\left[X_{1}, X_{2}\right]\right]\right]=\left[X_{1}, X_{2}\right]} \\ & {\left[X_{1},\left[X_{2},\left[X_{1}, X_{2}\right]\right]\right]=\left[X_{1}, X_{2}\right]} \\ & {\left[X_{2},\left[X_{2},\left[X_{1}, X_{2}\right]\right]\right]=0} \\ & {\left[X_{1}, X_{4}\right]=0} \\ & {\left[X_{2}, X_{4}\right]=-\left[X_{1},\left[X_{1},\left[X_{1}, X_{2}\right]\right]\right]} \end{aligned}$ |

In the last column, in addition to the initial set of the graded generators and relators there are also their algebraic consequences modulo Jacobi identities of weight 4.
Given GC, it is possible to proceed the further supplement with the algebraic conse quences of higher weights. Below an algorithmic prescription for doing that is given.

## 4 Algorithm Description

### 4.1 Basic Structures

Let $R$ be a basis set of monomials for a Lie algebra $L$ under construction. The grading gives

$$
R=\cup_{l} R^{l}=\cup_{l}\left(X^{l} \cup S^{l}\right)
$$

where $X$ and $S$ are sets of generators and the basis elements being the proper pairs, respectively.
Using the order has been chosen we introduce an auxiliary linearly ordered set $\tilde{R}$, such that

$$
f: R \rightarrow \tilde{R}
$$

is a bijective map. Hence,

$$
\tilde{R}=U_{l} \tilde{R}^{l}=U_{l}\left(\tilde{X}^{l} \cup \tilde{S}^{l}\right),
$$

and

$$
f^{-1}(\tilde{r})= \begin{cases}x \in X, & \text { if } \tilde{r} \in \tilde{X} \\ \left(r_{i}, r_{j}\right) \in S, & \text { if } \quad \tilde{r} \in \tilde{S},\end{cases}
$$

Set $\tilde{R}$ can be considered as a numbering of $R$.

Definition. A proper pair is said to be a bound one if it is expressed as a linear combination of basis elements by virtue of the Jacobi identities and the defining relations and a free one, otherwise.
One should note that a Jacobi identity verification for a higher weight triple may produce an extra relation for the lower weight Lie monomials which have been earlier considered as the basis elements. We call such a relation a reciprocal phrase, because it must be taken into account in the further computational steps which are forced by that phrase to start again with lower weight level to reconstruct all the next levels. In the below algorithm such reciprocal phrases are accumulated in the special set $P$.
Let $B=\mathrm{U}_{l} \dot{B}^{l}$ is a set of the bound pairs. It means that

$$
b \in B \quad \text { iff } \quad b=\sum_{i} \alpha_{i} r_{i}, \quad \alpha_{i} \in K, r_{i} \in R
$$

Denote by $h$ the map $h: B \longrightarrow \operatorname{Span}(R, K)$ and introduce an auxiliary set $H$ accumulating all the intermediate proper Lie pairs. In the further analysis those ones which are bound are moved from $H$ to $B$. Then an algorithm for computation $R^{n}$ in terms of $R^{k}(k<n)$ can be written as follows.

### 4.2 Main Algorithm

Input: $U_{k<n} R^{k}, \quad U_{k<n} \tilde{R}^{k}, \quad U_{k<n} \dot{B}^{\dot{k}}, \quad U_{k<n} h\left(B^{k}\right) ;$
Output: $R^{n}, S^{n}, B^{n}, h\left(B^{n}\right), P^{n}$;
$H^{n}=\emptyset, \quad S^{n}=\emptyset, \quad B^{n}=\emptyset, \quad h\left(B^{n}\right)=\emptyset, \quad P^{n}=\emptyset ;$
for each $x_{i} \in X$ such that $w\left(x_{i}\right)<n$ do
$l:=n-w\left(x_{i}\right)$;
for each $x_{q} \in X^{l}$ do $\quad \%$ words of length two
if $\tilde{x}_{i}<\tilde{x}_{q}$ then $H^{n}:=\left\{\left(x_{i}, x_{q}\right)\right\} \cup H^{n}$
else if $\tilde{x}_{i}>\tilde{x}_{q}$ then $H^{n}:=\left\{\left(x_{q}, x_{i}\right)\right\} \cup H^{n} ;$
end;
for each $r_{q}=\left(r_{1 q}, r_{2 q}\right) \in S^{l}$ do $\cdots \quad \%$ triples with two the same generators if $\tilde{x}_{i}=\tilde{r}_{1 q}$ or $\tilde{x}_{i}=\tilde{r}_{2 q}$ then if $\tilde{x}_{i}<\tilde{r}_{q}$ then $H^{n}:=\left\{\left(x_{i}, r_{q}\right)\right\} \cup H^{n} \ldots$;
else $H^{n}:=\left\{\left(r_{q}, x_{i}\right)\right\} \cup H^{n}$
else
if $\tilde{x}_{i}<\tilde{r}_{1 q}$ or $\left(\tilde{r}_{1 q}<\tilde{x}_{i}<\tilde{r}_{2 q}\right.$ and $r_{1 q} \in S$ )
or ( $\tilde{x}_{i}>\tilde{r}_{2 q}$ and $r_{1 q}, r_{2 q} \in S$ )
then Jacobi $\left(x_{1}, r_{1 q}, r_{2 q}\right) ; \quad \% J$ computes $J H, J B, J h B, J P$ $H^{n}:=H^{n} \cup J H ; \quad B^{n}:=B^{n} \cup J B ; \quad h\left(B^{n}\right):=h\left(B^{n}\right) \cup J h B ;$ replace $J B$ in $h\left(B^{n}\right)$ by $J h B$; $\left.p^{n}:=P^{n} \cup J P\right)$;
end;
for each $r_{q} \in B^{l}$ do

```
if \(\tilde{x}_{i}<\tilde{r}_{1 q} \quad\) or \(\quad\left(\tilde{r}_{1 q}<\tilde{x}_{i}<\tilde{r}_{2 q}\right.\) and \(\left.r_{1 q} \in S\right)\)
    or ( \(\tilde{x}_{i}>\tilde{r}_{2 q}\) and \(r_{1 q}, r_{2 q} \in S\) )
    then Jacobi \(\left(x_{1}, r_{1 q}, r_{2 q}\right)\);
    \(H^{n}:=H^{n} \cup J H ; \quad B^{n}:=B^{n} \cup J B ; \quad h\left(B^{n}\right):=h\left(B^{n}\right) \cup J h B ;\)
    replace \(J B\) in \(h\left(B^{n}\right)\) by \(J h B\);
    \(P^{n}:=P^{n} \cup J P\) );
    end;
end;
\(S^{n}:=H^{n} \backslash B^{n} ; \quad \tilde{S}^{n}=f\left(S^{n}\right) ;\)
for each \(r_{q} \in S^{n}\) replace \(r_{q}\) in \(h\left(B^{n}\right)\) by \(\tilde{r}_{q}\).
```

On should note that Theorem 1 is essentially used in the body of the algorithm. Indeed, in the main loop only generators are selected together with the Lie pairs have been obtained in order to construct new triples for the Jacobi identity verification. Three internal loops of the main one create the pairs of generators, the triples with two coinciding generators, the triples of the generator and free proper pairs, and the triples of the generator and bound proper pair, respectively. Unlike the two first internal loops where no necessity to verify the Jacobi identities, the last two ones contain subalgorithm Jacobi, presented below, which does such a verification. In so doing, generally, new elements for the sets $H, B, h(B)$ and $P$ are produced by subalgorithm Jacobi and collected in sets $J H, J B, J h B$ and $J P$.

### 4.3 Subalgorithm Jacobi

Input : $u, v, w \in R$,
Output: $J H, J B, J h B, J P$
\% These are sets of all the proper pairs, the bound pairs
\% and the reciprocal phrases, respectively, arising at
\% the Jacobi identity verification for $u, v, \dot{w}^{-}$
$J H:=\emptyset ;$
Arrange $(u, v, w) ; \quad$ \% the order is to be $\tilde{u}<\tilde{v}<\tilde{w}$
$p_{1}:=\operatorname{Simplify}((u, v), w)$;
$p_{2}:=\operatorname{Simplify}((v, w), u) ;$
$p_{3}:=\operatorname{Simplify}((u, w), v) ;$
$p:=p_{1}+p_{2}-p_{3}$;
$J H:=J H \cup$ ProperPairs $\left(p_{1}\right) \cup \operatorname{ProperPairs}\left(p_{2}\right) \cup \operatorname{ProperPairs}\left(p_{3}\right) ;$
$\%$ collection of the proper pairs
lip $:=$ LeadingImproperPair $(p)$;
$\%$ selection of the leading improper pair of $p$
if $l i p \neq 0$ then $J B:=\{l i p\} ; J h B:=\operatorname{Solve}(p, l i p) ;$
$\%$ solving equation $p=0$ w.r.t. lip
else ( $l p p:=$ LeadingProperPair $(p)$;
$\%$ selection of the leading proper pair of $p$
if $l p p \neq 0$ then $J B:=\{l p p\} ; \quad J h B:=$ Solve $(p, l p p)$;
$\%$ solving equation $p=0$ w.r.t. $l p p$
else $J P:=\{p\}$.
This subalgorithm includes the following modules
Arrange ( $u, v, w$ ) does arrangement of the triple $(u, v, w)$ in ascending order of their numbers $\tilde{u}<\tilde{v}<\tilde{w}$.

Simplify $((u, v), w)$ is a recursive procedure which

- Applies the bijective map $f$ to the internal pair $(u, v)$ if $(u, v) \in S$ and the map $h$ otherwise, i.e. when $(u, v) \in B$.
- In the latter case one obtains a linear combination of the pairs which are transformed, if necessary, to those with the less first element than the second one.
- The first step being applied to each pair has obtained at the second step, and the process continues recursively until the complete simplification is achieved.

ProperPairs ( $p$ ) collects all the proper pairs of Lie polynomial $p$.
LeadingImproperPair ( $p$ ) selects the leading improper pair of $(p)$.
LeadingProperPair ( $p$ ) selects the leading proper pair of ( $p$ ).
Solve $(p, k)$ resolves the equation $p=0$ to express term $k$ of polynomial $p$ through other its terms.

The described algorithm is an improved version of that of paper [9]. The main improvement is based on the use of Theorem 1. It allows to decrease sharply the number of evaluațed Jacobi identities at large number $N$ of basis elements. When $(N \rightarrow \infty)$ at fixed number of generators $n$ it means the following reduction of the number of identities under verification

$$
\binom{N}{3} \Longrightarrow n \cdot\binom{N}{2}
$$

If one applies the above algorithm to compute the structure of next weight level for the KdV prolongation algebra then one obtains as follows.

### 4.4 Example 1 (continuation)

Basis elements and their commutators of weight 5

| No. | Basis Elements and Algebraic Consequences |
| :---: | :--- |
| 8 | $\left.\left[X_{1},\left[X_{1},\left[X_{1},\left[X_{1}, X_{2}\right]\right]\right]\right]\right]$ |
| 9 | $\left[X_{2},\left[X_{1},\left[X_{1},\left[X_{1}, X_{2}\right]\right]\right]\right]$ |
|  | $\left.\left[\left[X_{1}, X_{2}\right],\left[X_{1},\left[X_{1}, X_{2}\right]\right]\right]\right]=-\left[X_{2},\left[X_{1},\left[X_{1},\left[X_{1}, X_{2}\right]\right]\right]\right]+\left[X_{1},\left[X_{1}, X_{2}\right]\right]$ |
|  | $\left[\left[X_{1}, X_{2}\right],\left[X_{2},\left[X_{1}, X_{2}\right]\right]\right]=-\left[X_{2},\left[X_{1}, X_{2}\right]\right]$ |
|  | $\left[\left[X_{1}, X_{2}\right], X_{4}\right]=-\left[X_{1},\left[X_{1},\left[X_{1},\left[X_{1}, X_{2}\right]\right]\right]\right]$ |

The further computations up to the elements of weight 20 allow one to guess the following recurrence formulae determining an infinitely dimensional Lie algebra [14] and then to verify that it is indeed a solution of the problem (12) checking up a finite number of the Jacobi identities.
Basis of Lie algebra: $X_{1}, a d{ }^{k} X_{1}\left(X_{2}\right)=Y_{k},\left[\dot{Y}_{0}, Y_{2 k+1}\right]=\bar{Z}_{k}, \bar{X}_{3},\{k\}_{0}^{\infty^{\prime}}$.

## Lie algebra:

$$
\begin{aligned}
& {\left[X_{1}, Y_{k}\right]=Y_{k+1},\left[X_{1}, X_{4}\right]=0,\left[X_{1}, Z_{k}\right]=Y_{2 k+1},\left[Y_{0}, Z_{q}\right]=0,} \\
& {\left[Y_{0}, Y_{2 k+1}\right]=Z_{k},\left[Y_{0}, Y_{2 n}\right]=Y_{2 n-1},\left[Y_{n}, Y_{p}\right]=0(n+p=2 m),} \\
& {\left[Y_{n}, Y_{p}\right]=(-1)^{n} Z_{m}+(-1)^{p} Y_{2 m}(n+p=2 m+1),\left(Y_{2 n+1}, Z_{q}\right]=-Z_{q+n},} \\
& {\left[Y_{k}, X_{4}\right]=-Y_{k+3},\left[Y_{2 p}, Z_{q}\right]=-Y_{2 q+2 p-1},\left[Z_{q}, Z_{k}\right]=0,\left[X_{4}, Z_{k}\right]=Y_{2 k+3},} \\
& \{k\}_{0}^{\infty},\{m\}_{1}^{\infty},\{n\}_{1}^{\infty},\{p\}_{1}^{\infty},\{q\}_{0}^{\infty},
\end{aligned}
$$

There are 6 different types of basis elements

$$
X_{1}, X_{4} ; Y_{0}, Y_{2 n}, Y_{2 k+1} ; Z_{q}
$$

By this reason, it is sufficient to verify 38 Jacobi identities for all these types of (indexed) basis elements.
Note, that here we obtain a number of the reciprocal phrases, which arise in each row of even weight, starting with the 10th row. Moreover, each time one must return back just in 4 rows. For instance, the first reciprocal phrase, arising in the row of weight 10 , has the form

$$
\left[X_{2},\left[X_{1},\left[X_{1},\left[X_{1},\left[X_{1}, X_{2}\right]\right]\right]\right]\right]=\left[X_{1},\left[X_{1},\left[X_{1}, X_{2}\right]\right]\right]
$$

Having the leading word (monomial) of this phrase of weight 6 , we are obliged to come back to the row of weight 6 and start the computations once more, taking the above expression into account.
If we are lucky in introducing additional defining relations which cut the further increase of basis elements, then we can find a finite-dimensional Lie algebra as a solution of our
problem. The simplest is to assume that some basis element is a linear combination of the previous ones. For instance, if to introduce the relation

$$
Y_{7}=\sum_{i=a}^{6} \alpha_{i} Y_{i}
$$

then the Jacobi identities verification shows that

$$
\alpha_{0}=\alpha_{2}=\alpha_{4}=\alpha_{6}=0, \alpha_{1}, \alpha_{3}, \alpha_{5} \in \mathbf{C}
$$

It leads to the following 12 -dimensional Lie algebra:

$$
\begin{aligned}
& {\left[X_{1}, Y_{0}\right]=Y_{1},\left[X_{1}, Y_{1}\right]=Y_{2},\left[X_{1}, Y_{2}\right]=Y_{3},\left[X_{1}, Y_{3}\right]=Y_{4},\left[X_{1}, Y_{4}\right]=Y_{5},} \\
& {\left[X_{1}, Y_{5}\right]=Y_{6},\left[X_{1}, Y_{6}\right]=a Y_{5}+b Y_{3}+c Y_{1},\left[X_{1}, Z_{0}\right]=Y_{1},\left[X_{1}, Z_{1}\right]=Y_{3},} \\
& {\left[X_{1}, Z_{2}\right]=Y_{5},\left[X_{1}, X_{4}\right]=0,} \\
& {\left[Y_{0}, Y_{1}\right]=Z_{0},\left[Y_{0}, Y_{2}\right]=Y_{1},\left[Y_{0}, Y_{3}\right]=Z_{1},\left[Y_{0}, Y_{4}\right]=Y_{3},\left[Y_{0}, Y_{5}\right]=Z_{2} \text {, }} \\
& {\left[Y_{0}, Y_{6}\right]=Y_{6},\left[Y_{0}, Z_{0}\right]=0,\left[Y_{0}, Z_{1}\right]=0,\left[Y_{0}, Z_{2}\right]=0,\left[Y_{0}, X_{4}\right]=-Y_{3},} \\
& {\left[Y_{1}, Y_{2}\right]=-Z_{1}+Y_{2},\left[Y_{1}, Y_{2}\right]=-Z_{1}+Y_{2},\left[Y_{1}, Y_{3}\right]=0,\left[Y_{1}, Y_{4}\right]=-Z_{2}+Y_{4},} \\
& {\left[Y_{1}, Y_{5}\right]=0,\left[Y_{1}, Y_{6}\right]=-a Z_{2}+Y_{6}-b Z_{1}-c Z_{0},\left[Y_{1}, Z_{0}\right]=-Z_{0},\left[Y_{1}, Z_{1}\right]=-Z_{1},} \\
& {\left[Y_{1}, Z_{2}\right]=-Z_{2},\left[Y_{1}, X_{4}\right]=-Y_{4},} \\
& {\left[Y_{2}, Y_{3}\right]=Z_{2}-Y_{4},\left[Y_{2}, Y_{4}\right]=0,\left[Y_{2}, Y_{5}\right]=a Z_{2}-Y_{6}-b Z_{1}+c Z_{0},\left[Y_{2}, Y_{6}\right]=0,} \\
& {\left[Y_{2}, Z_{0}\right]=-Y_{1},\left[Y_{2}, Z_{1}\right]=-Y_{3},\left[Y_{2}, Z_{2}\right]=-Y_{5},\left[Y_{2}, X_{4}\right]=-Y_{5,} \text {. }} \\
& {\left[Y_{3}, Y_{4}\right]=-a Z_{2}+Y_{6}-b Z_{1}-c Z_{0},\left[Y_{3}, Y_{5}\right]=0_{1}\left[Y_{3}, Y_{6}\right]=-\left(a^{2}+b\right) Z_{2}+a Y_{6}} \\
& -(a b+c) Z_{1}-a c Z_{0}+c Y_{2},\left[Y_{3}, Z_{0}\right]=-Z_{1},\left[Y_{3}, Z_{1}\right]=-Z_{2}, \\
& {\left[Y_{3}, Z_{2}\right]=-a Z_{2}-b Z_{1}-c Z_{0},\left[Y_{3}, X_{4}\right]=-Y_{6},} \\
& {\left[Y_{4}, Y_{5}\right]=\left(a^{2}+b\right) Z_{2}-a \dot{Y}_{6}+(a b+c) Z_{1}-b Y_{4}+a c Z_{0}-c Y_{2},\left[Y_{4}, Y_{6}\right]=0,} \\
& {\left[Y_{4}, Z_{0}\right]=-Y_{3},\left[Y_{4}, Z_{1}\right]=-Y_{5},\left[Y_{4}, Z_{2}\right]=-a Y_{5}-b Y_{3}-c Y_{1} \text {, }} \\
& {\left[Y_{4}, X_{4}\right]=-a Y_{5}-b Y_{3}-c Y_{1},} \\
& {\left[Y_{5}, Y_{6}\right]=-\left(a^{3}+2 a b+c\right) Z_{2}+\left(a^{2}+b\right) Y_{6}-\left(a^{2} b+a c+b^{2}\right) Z_{1}+(a b+c) Y_{4}} \\
& \begin{array}{l}
-\left(a^{3}+2 a b+c\right) Z_{2}+\left(a^{2}+c\right) Z_{0}+a c Y_{2},\left[Y_{5}, Z_{0}\right]=-Z_{2},\left[Y_{5}, Z_{1}\right]=-a Z_{2}-b Z_{1}-c Z_{0},
\end{array} \\
& .\left[Y_{5}, Z_{2}\right]=-\left(a^{2}+b\right) Z_{2}^{2}-(a b+c) Z_{1}-a c Z_{0},\left[Y_{5}, X_{4}\right]=-a Y_{6}-b Y_{4}-c Y_{2}, \\
& {\left[Y_{6}, Z_{0}\right]=-\dot{Y}_{5},\left[Y_{6}, Z_{1}\right]=-a Y_{5}-b Y_{3}-c Y_{1},\left[Y_{6}, Z_{2}\right]=-\left(a^{2}+b\right) Y_{5}} \\
& -(a b+c) Y_{3}-a c Y_{1},\left[Y_{6}, X_{4}\right]=-\left(a^{2}+b\right) Y_{5}-(a b+c) Y_{3}-a c Y_{1}, \\
& {\left[Z_{0}, Z_{1}\right]=0,\left[Z_{0}, Z_{2}\right]=0,\left[Z_{0}, X_{4}\right]=Y_{3},} \\
& {\left[Z_{1}, Z_{2}\right]=0,\left[Z_{1}, X_{4}\right]=Y_{5},} \\
& {\left[Z_{2}, X_{4}\right]=-a Y_{5}-b \dot{Y}_{3}-c Y_{1},}
\end{aligned}
$$

which is a particular solution of (12).

## 5 Example 2. Prolongation Algebra for Partial Differential Equations Describing One-Dimensional Langmuir Turbulence

### 5.1 Defining Relations.

Investigation of Lángmuir turbulence in plasma excited by strong electromagnetic fields is a very difficult physical problem. It is a topical one in many different applications connected with the necessity of the plasma heating by high energetic radiation and, first of all, for the laser thermonuclear synthesis.
The process is described by the following system of nonlinear partial differential equations, being the simplest one for the problem, namely, without the source and dissipation [15].

$$
i \frac{\partial E}{\partial t}+\frac{1}{2} \frac{\partial^{2} E}{\partial x^{2}}=n E, \quad \frac{\partial^{2} n}{\partial t^{2}}-\frac{\partial^{2} n}{\partial x^{2}}=2 \frac{\partial^{2}|E|^{2}}{\partial x^{2}}
$$

Transformation to the polar coordinates $E=\rho e^{i \phi}$ leads

$$
\begin{aligned}
& \rho_{t}=-\frac{1}{2} \rho \varphi_{x x}-\rho_{x} \varphi_{x}, \\
& \phi_{t}=\frac{1}{2 \rho} \rho_{x x}-\frac{1}{2} \varphi_{x}^{2}-n, \\
& n_{t t}-n_{x x}=4 \rho \rho_{x x}+4 \rho_{x}^{2} .
\end{aligned}
$$

Here functions $E=E(x, t)$ and $n(x, t)$ describe the electric field and the plasma density, respectively.
We use the Whalquist-Estabrook method under the hypothesis

$$
\left\{\begin{array}{l}
\hat{F}=\hat{x}_{1} n_{t}+\tilde{F}(n, \phi, \rho), \\
\hat{G}=\hat{x}_{1} n_{x}+\tilde{G}\left(n, \phi, \rho, \phi_{x}\right.
\end{array}\right.
$$

Then the compatibility condition (2) yields

$$
\begin{aligned}
\hat{F}= & \hat{x}_{1} n_{t}+\left(\hat{x}_{2} \sin \varphi+\hat{x}_{3} \cos \varphi\right) \rho+\hat{x}_{4} \rho^{2}+\left[\hat{x}_{1}, \hat{x}_{6}\right] n+x_{5} \\
\hat{G}= & \hat{x}_{1} n_{x}+\frac{1}{2}\left(\hat{x}_{2} \cos \varphi-\hat{x}_{3} \sin \varphi\right) \rho_{x}+4 \hat{x}_{1} \rho \rho_{x}-\frac{1}{2}\left(\hat{x}_{2} \sin \varphi+\hat{x}_{3} \cos \varphi\right) \rho \varphi_{x} \\
& -\hat{x}_{4} \rho^{2} \varphi_{x}+\frac{1}{2}\left(\left(\hat{x}_{2}, \hat{x}_{5}\right] \cos \varphi-\left[\hat{x}_{3}, \hat{x}_{5}\right] \sin \varphi\right) \rho+\left(\frac{1}{4}\left[\hat{x}_{2}, \hat{x}_{3}\right]+2\left[\hat{x}_{1}, \hat{x}_{5}\right]\right) \rho^{2} \\
& +\left[\hat{x}_{1}, \hat{x}_{5}\right] n+\hat{x}_{6} .
\end{aligned}
$$

It leads to the following defining relations having the form

$$
\begin{aligned}
& {\left[\hat{x}_{1}, \hat{x}_{2}\right]=\left[\hat{x}_{1}, \hat{x}_{3}\right]=\left[\hat{x}_{1}, \hat{x}_{4}\right]=\left[\hat{x}_{2}, \hat{x}_{4}\right]=\left[\hat{x}_{3}, \hat{\hat{x}}_{4}\right]=\left[\hat{x}_{5}, \hat{x}_{4}\right]=\left[\hat{x}_{5}, \hat{x}_{6}\right]=0,} \\
& {\left[\hat{x}_{1},\left[\hat{x}_{1} ; \hat{x}_{6}\right]\right]=\left[\hat{x}_{1},\left[\hat{x}_{1}, \hat{x}_{5}\right]\right]=\left[\hat{x}_{1},\left[\hat{x}_{2}, \hat{x}_{5}\right]\right]=\left[\hat{x}_{1},\left[\hat{x}_{3}, \hat{x}_{5}\right]\right]=0,}
\end{aligned}
$$

$$
\begin{aligned}
& {\left[\hat{x}_{4},\left(\dot{\hat{x}}_{1}, \hat{x}_{6}\right]\right]=\left[\hat{x}_{2},\left[\hat{x}_{1}, \hat{x}_{6}\right]\right]=\left[\hat{x}_{3},\left[\hat{x}_{1}, \hat{x}_{6}\right]\right]=0,} \\
& \left.\left[\hat{x}_{2},\left[\hat{x}_{2}, \hat{x}_{3}\right]\right]=\left[\hat{x}_{3}, \dot{\hat{x}_{3}}, \hat{x}_{2}\right]\right]=0 \text {, } \\
& {\left[\hat{x}_{5},\left[\hat{x}_{5}, \hat{x}_{1}\right]\right]-\left[\hat{x}_{6},\left[\hat{x}_{6}, \hat{x}_{1}\right]\right\}=0 \text {, }} \\
& {\left[\hat{x}_{2},\left[\hat{x}_{3}, \hat{x}_{5}\right]\right]+\left[\hat{x}_{3},\left[\hat{x}_{2}, \hat{x}_{5}\right]\right]=0 \text {, }} \\
& {\left[\hat{x}_{2},\left[\hat{x}_{2}, \hat{x}_{5}\right]\right]-\left[\hat{x}_{3},\left[\hat{x}_{3}, \hat{x}_{5}\right]\right]=0,} \\
& 2\left[\hat{x}_{4}, \hat{x}_{6}\right]+\left[\hat{\hat{x}_{5}},\left(\hat{\hat{x}_{2}}, \hat{x}_{3}\right]\right]+4\left[\hat{x}_{5},\left\{\hat{x}_{1}, \dot{\hat{x}_{5}}\right\}\right]=0 \text {, } \\
& 2\left[\hat{x}_{3}, \hat{x}_{6}\right]+\left[\hat{x}_{5},\left[\hat{x}_{2}, \hat{x}_{5}\right]\right]=0 \text {, } \\
& .2\left[\hat{x}_{2}, \hat{x}_{6}\right]+\left\{\hat{x}_{5},\left[\hat{x}_{5}, \hat{x}_{3}\right]\right\}=0 \text {, } \\
& {\left[\left[\hat{x}_{1}, \hat{x}_{6}\right],\left[\hat{x}_{1}, \hat{x}_{5}\right]\right]=0 \text {, }} \\
& {\left[\left[\hat{x}_{1}, \hat{x}_{6}\right],\left[\hat{x}_{2}, \hat{x}_{5}\right]\right]+2 \hat{x}_{2}=0,} \\
& {\left[\left[\hat{x}_{1} ; \hat{x}_{6}\right],\left[\hat{x}_{3}, \hat{x}_{5}\right]\right]+2 \hat{x}_{3}=0}
\end{aligned}
$$

for six generators $\left\{\hat{x}_{i}\right\}(1 \leq i \leq 6)$.

### 5.2 Prolongation Algebra

To inyestigate the above defining relations we applied our implementation of the algorithm of Sect.3.4 in Reduce and discovered that

$$
\hat{x}_{2}=\hat{x}_{3}=0
$$

and the corresponding prolongation Lie algebra is a finitely dimensional one of dimension nine, with the following structure of the basis elements

$$
\begin{aligned}
& e_{1}=\hat{x}_{1}, \quad e_{2}=\hat{x}_{4}, \quad e_{3}=\hat{x}_{5}, \quad e_{4}=\hat{x}_{6} \\
& e_{5}=\left[\hat{x}_{1}, \hat{x}_{5}\right], \quad e_{6}=\left[\hat{x}_{1}, \hat{x}_{6}\right], \quad e_{7}=\left[\hat{x}_{4}, \hat{x}_{6}\right] \\
& e_{8}=\left[\hat{x}_{5},\left[\hat{x}_{1}, \hat{x}_{6}\right]\right], \quad e_{9}=\left[\hat{x}_{6},\left[\hat{x}_{4}, \hat{x}_{6}\right]\right]
\end{aligned}
$$

and their table of non-zero commutators

$$
\begin{aligned}
& {\left[e_{1}, e_{3}\right]=e_{5}, \quad\left[e_{1}, e_{4}\right]=e_{6}, \quad\left[e_{2}, e_{4}\right]=e_{7},} \\
& {\left[e_{3}, e_{5}\right]=-1 / 2 e_{7}, \quad\left[e_{3}, e_{6}\right]=e_{8}, \quad\left[e_{3}, e_{8}\right]=-1 / 2 e_{9},} \\
& {\left[e_{4}, e_{5}\right]=e_{8}, \quad\left[e_{4}, e_{6}\right]=-1 / 2 e_{7}, \quad\left[e_{4}, e_{7}\right]=e_{9}}
\end{aligned}
$$

The computation with our implementation in Reduce took about two hours on an 25 Mhz MS-DOS based AT/ 386 computer.

## 6 Conclusion

One should note that another method of algebraic manipulation over the finitely presented Lie algebras, described in [ 8 ] and also implemented in Reduce, provides much
better timing for the example of Sect.5. One of the reasons of a relative slowness of the algorithm described above is, typically, a very rapid growth of a number of the reciprocal phrases with increase of the monomial length. By this reason the computational process is forced to restart repeatedly.
Now a new version of the algorithm is under development [16] which allows to avoid much of that trouble and to construct the basis elements as well as their commutators using the Lie differentiations of the defining relations together with their mutual reductions. It looks like quite similar to an algorithmic scheme of the involutive approach proposed in [17] for the commutative algebra. An implementation of the new version is to be done in $C$, and the run of a preliminary $C$ code have already shown its much higher efficiency

## Acknowledgements

The authors are grateful to J.Apel, V.V.Kornyak and M.Roelofs for valuable discussions and useful remarks. This research was supported in part by the International Association for the Promotion of Cooperation with Scientists from the Independent States of the Former Soviet Union (Project INTAS-93-30). .

## References

[1] Ufnarovsky V.A. - Combinatorial and Asymptotic Methosa in Algebra, In: VINITI. Itogi Nauki i Tekhniki. Modern Problems in Mathematics. Fundamental Branches, Moscow, 1990, pp.5-177.
[2] Buchberger B. - Gröbner bases: an Algorithmic Method in Polynomial Ideal Theory, In: Recent Trends in Multidimensional System Theory, Bose, N.K.(ed.), D.Reidel, 1985, pp.184-232.
[3] Mora T. - Groebner Bases in Non-Commutative Algebras, Preprint, University of Genova, 1988.
[4] Kandri-Rody A. and Weispfenning V. - Non-commutative Gröbner Bases in Algebras of Solvable Type, J. Symb. Comp. 9, 1-26, 1990.
[5] Apel J. and Lassner W. - An Extension of Buchberger's Algorithm and Calculations in Enveloping Fields of Lie Algebras, J. Symb. Comp., 6, 361-370, 1988.
[6] Wahlquist H.D. and Estabrook F.B. - Prolongation Structures of Nonlinear Evolution Equations, J. Math. Phys. 16, 1-7, 1975.
Estabrook F.B. and Wahlquist H.D. - Prolongation Structures of Nonlinear Evolution Equations II, J. Math. Phys. 18, 1293-1297, 1976.
[7] Graegert P.K.H. - Lie Algebra Computations, Acta Appl. Math.16, 231-242, 1989.
[8] Roelofs G.H.M. - The LIESUPER Package for REDUCE, Memorandum 943, University of Twente, The Netherlands, 1991
[9] Akselrod I.R., Gerdt V.P., Kovtun V.E. and Robuk V.N. - Construction of a Lie Algebra by a Subset of Generators and Commutation Relations, In: Computer Al gebra in Physical Reseárch, Shirkov D.V., Rostovtsev V.A. and Gerdt V.P. (eds.), World Scientific Publ.Co., Singapore, 1991, pp.306-312.
[10] Hearn A.C. - REDUCE User's Manual. Version 3.5, RAND Publication CP78 (Rev.10/93), Authorized Reprint by Konrad-Zuse-Zentrum für Informationstech nik; Berlin, 1993.
[11] Bahturin J.A. - Lectures on Lie Algébras, Academic-Verlag, Berlin, 1978.
[12] Reutenauer C. - Free Lie Algebras, Clarendon Press, Oxford, 1993.
[13] Hall M. - The Theory of Groups, The Macmillan Co., New York, 1959.
[14] Gerdt V.P., Kovtun V.E.-and Robuk V.N. - Genetic Codes of Lie Algebras and Nonlinear Evolution Equations, In: Nonlinear Evolution Equations and Dynamical Systems, V.G.Makhankov V.G. and Pashaev O.K.(eds.), Springer-Verlag, Berlin, 1991, pp.124-126.
[15] Litvak A.G. and Fraiman G.M. - Interaction of Strong Electromagnetic Waves with Dense Plasma, In: Nonlinear Waves. Propagation and Interaction, GaponovGrekhov A.V.(ed.), "Nauka", Moscow, 1981, pp.61-87.
[16] Gerdt V.P., Kornyak V.V. and Robuk.V.N. - An Algorithm for Analysis of the Structure of Finitely Presented Lie Algebras, in preparation.
[17] Zharkov A.Yu. and Blinkov Yu.A. - Involutive Approach to Solving Systems of Algebraic Equations, In: Proceedings of the IMACS Symposium on Symbolic Computation, G.Jacob, N.E.Oussous and S.Steinberg(eds.), LIFL, Lille, pp.11-16.

## Received by Publishing Department

on August 1, 1994


[^0]:    ${ }^{1}$ For more details on free Lie algebras see the recent monograph [12].
    ${ }^{2}$ We call it Hall basis as well.

