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§1 Introduction 

Many applied problems lead to systems of nonlinear algebraic 

equations for. some (generally non-commutative) set of ·variables. In 

the commutative case the most developed way of analyzing and solving. 

algebraic . systems is based on the Groebner basis construction for 

polynomial ideal generated by a set of polynomials of a given system 

[1]. In the framework of this approach the universal. effective 

algorithms have been dev~loped and implemented in modern computer 

algebra systems [2]. In the general (non-commutative) case .finite 

Groebner basis for a given finite set of polynomials could not exist. 

This fact essentially restricts an appiicability of the basis Groebner 

technique in non-commutative case [3]. 
In the present paper we propose another approach to the problem 

of solvability of a given system of nonlinear algebraic equations in 

the class of Lie algebras over the field C of complex numbers. We use 

a concept of Hall basis for a free Lie algebra [ 4, 5]. It shou'ld be 

noted that ·in the finite-dimensional case the effective.algorithms are 

developed fo:r: the problem of construction of matrix representations. 

for an algebra generated by a finite set of polynomials [6]. 

The~ method described below for restoring Lie algebras can be 

applied also to the infinite-dimensional case and has an ·algorithmic 

form as well. It is realized in. the computer algebra ~ystem REDUCE 

' [ 7] • 

The indicated problem is very actual, in part'i~ular, for 

Walhquist~Estabrook (W.-E.) method in the theory of nonlinear partial 

differential equations [8-10]. In fact, numerous successful attempts, 

including computer-aided [11], to realize w.-E. scheme in Lie algebras 

are based on a priori additional assumptions on a'class'o~. Lie algebra 

for the solution. It could lead to .complete or partial loss of 

solutions unlike our approach which is directed to obtaining all the 

solutions of im initial algebi:-aic system. 

In ref. [ 12] by verification of Jacobi identities for basis 

elements taking into account initial (determining) algebraic relations 

one of particular problems of such a type has been solved. However, 

more general cases cause -very tedious algebraic manipulations and 

therefore necessity of using a computer. 
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In the present paper we propose the algorithm for .the whole 

computational process and describe its realization in REDUCE. 

§Z Main notations and definitions. 

Let L be. Lie algebra over field c. Then Lie product [.,.] 

satisfies tothe following axioms for any u,v,w e L 
.J 

1) [u,[v,w]) + [v,[w,u]] + [w,[u,v]] = o 
2) [u,u] = o , OTC~~a cne~yeT [u,v] = - [v,u] 

3) [(c
1

u; + c
2
v),w] = c

1
[u,w] + c

2
[v.w], when c

1
,c

2 
e c. 

Generators X(x
1
,x

2
, ... ,xk) ("alphabetical .letters") are a set of 

Lie1-,algebra elements from ·which any other element is constructed by 

Lie product, addition and multiplication by complex numbers from.C. 

.-·The basis R(X) of Lie algebra is a minimal set of elements such 

·that any other element is their linear combination with the 

coefficients from c. 
Lie monomial ("word")· m(X) is any element fr.om L constructed of 

the generators xi by Lie products. 

Lie polynomial P(X,C) is a sum of Lie monomials with a set of 

coefficients C(c1 , ... ck) e c. 
Determining relations ("phrases") are a set of Lie polynomial 

. . . . 1 . . 
equal1t1es of the form Pi(X,C)=O . In the general. case a set of 

determining relations leads to a system of algebraic equations in 

unknowns c. e C, . xk e L. When the values of c. are strictly' defined 
1 1 . 

one can say about the construction of the quotient Lie algebra for a 

free Lie algebra over an ideal given by a set of generators and 

determining relations. 

The algorithm proposed below for solving this problem is based on 

the concept of "Hall. structure". [ 4) of a Lie monomial. By base Hall 

family of a free Lie algebra with alphabet X we shall mean any set R 

of Lie monomials with linear ordering < which satisfies the following 

conditions: 

1 
In discrete gz::oup theory the term "genetic code" is used [ 13) for 

the aggregate of generators and algebraically independent relations. 

. 
)j 

I 

·>( 
I 

.i 

l.XeR. 

2.An element m of the form [m
1

,m2 ] ·e R iff 

(a) m1 ,m2 e R • 

(b) m
1 

< m2 
(c) if m

2 
= [m

3
,m4 ] then m1 > m3 • v 

3. [m
1

,m
2

] > m1 • 

For basis elements as Lie monomials of the above stru~ture a computer 

can be effectively used to simplify algebraic expressions and to 

verify Jacobi identities~ 
Under quotation of free Lie algebra some of Lie monomials from R 

may remain free, i.e. they will play a role of basis for a quotient 

Lie algebra. In addition to it every such a monomial according to the 

above definition either is Lie product of a pair of other basis 

elements or a separate generator which can be treated as a pair as 

well. Therefore we shall call basis monomials free pairs. Rf v;ill 

denote a set of such pairs. Correspondingly Rb will denote a set of 

pairs [m
1

,m
2

], such that m
1

,m
2 

e Rf, m
1

<m2 and [m1 ,m2 ] <1. Rf. These 

will be called bound ones. In the process of computation the bound 

pairs are expressed in terms of linear combinations of basis elements 

with coefficients from c. Expressions of such a kind will be denoted 

phrases. Thus, Rf U Rb is commutant of the desired Lie algebra 

together with generators. 
For subsequent description it is useful a concept of weight V(xi) 

for a· generator. It means that the certain natural nuniber is 

assigned to each generator. The weight of Lie monomial is 

sum of weights of its constituents (letters) , for example: 

if V(x1 ) = 1, V(x3 ) 2, 

defined as 

then V([x
1
,[x

1
,[[x

1
,x3 ]x3 ]]]) = 3V(x1 ) + 2V(x3 ) 3 + 4 7.· 

§3 Statement of problem. Example 

Let Rk be subset Rf U Rb, such that [u,v] e Rk; if u,v e Rf and 

V(u) + V(v) = k where k is a natural number. Then Rf = U R~ ; Rb = U 
b f b k k 

Rk; R U R = U Rk. Let us call Rk k-row. The question now arises how 
k k . 

n 
to construct R 1 row by the given n rows, i.e. U Rk 

n+ · k=1 



To make this question clear and for a better insight into the 

algorithm of §4 let us analyze one of the problems ( 12) in more 

detail. 

The determining relations for that problem have the following form 

[x1 ~[x~~x1 11 - c 1 [x2~x1 1 + c 3x2 = o 
[x21 [x~~x1 11- [x1 ~x3 1- c4x 2 = 0 

[x21 x 3 1.- c2 [x2 ~x1 1 - c 5x 2 = o. 
.J 

(1) 
(2) 

( 3) 

Here x 1 ~ x 2 ~ x 3 are ge~eratcirs, c. e c, [, ] - ,:r-ie product. There 
~ '"·'•''•. ·' 

are five elements of basis x1 ~x2 ~x3 ~[x2 ,x1 1 ·and [x
1
,x

3
1 or 

[x2~[x2 ~x1 11· It means that one of the last two Lie monomials can be 

chosen as an element of basis and another is expressed according to 

( 2) . Let [ x 2 ~ [ x 2 ~ x 1 11 be an element of our basis. ·Then introduce the 
ordering 

x2 < xl < [x2,x11 < x3 < [x2~[x2,x111 < 

with weights: V(x1 ) 

V([x2:fx2 ~x1 JJJ = 3· 

V(x2 ) = 1, V(x3 ) = 2. Then V( [x
2
,x

1 
1) 

Now we can present the problem in the table form: 

Rl 
. f 
Rl 

x2 

xl 

R2 Rf [x2~x11 
2 

x3 
J 

Rf [x21 [X,2 1x 1 ]1 I 
3 

R3 [xl~[x2~x1)] = cl[x2,x11 ~ c3x1 ( 1)' 

Rb 
3 [x2~x3] = c2[x2~x11 + c5x2 (2) I 

[xl~x31 = [x2~[x2~x1)1- c4xl (3) I 

.... 

2, 

:; 

In the given specific case arbitrariness in a choice of the 

ordering for initial elements of Hall basis (§2) is relatively small. 

Therefore the problem (1)-(3) is easily reduced _to the form {1) 1 -(3) 1 

to which our algorithm (§4) can be effectively applied. In the general 

case the optimal choice of ordering as well as in Groebner basis 

construction [2] is a difficult problem that calls for further 

investigation. 

In our example we shall verifying a certain sequence of Jacobi 

identities for the basis element already available .. 

Calculation of R4 : 

Jacobi identity for x2~x1 ~[x2~x1 ] is: 

[x2 ,[x1 ~[x2 ~x1 111 + [[x2 ~x1 1,[x2 ,x1 11 + [[[x2~x1 1~x2 1 1 x1 ] = o 

Using skew-symmetry and bilinearity of Lie brackets we obtain 

from (1') 

c1 [x2~[x2~x1 11 + lflx2~x1 1~x2 1,x1 1 = 0· 

• 
·Transform the last monomial in eq. (4) to the. Hall 

according to the chosen ordering and rewrite (4) to the form 

[x1 ~[x2~[x2~x1 1!1 =- c1 [x2~[x2~x1 1J • 

(4) 

structure 

(4)1 

Thus, we receive the expression for the cornmutator·of the basis 

elements x 1 and [x2~[x2 ~xi11 in terms of the basis element 

[x2~[x2~x111 . . 

Computation of the commutator of the elements x 3 and [x2~x1 1 by 

verification of Jacobi identity for x1 ~x2~x3 gives 

[x3 ~[x2~x1 ]1 =- [x~~[x2~[x21 x1 ]]] +·(c1c 2 - c5 )[x2~x1 1- c2c 3x 2 . 

We have looked over all possible Jacobi identities for basis elements 

·~ of weight 4 and'·the result 'is as follows 

~ 

5 



Rf 
4 , [x2' [x2' [x2,x11 11 

R4 

-~ 
[x1,[x2,[x2,x1111 =- c1[x2,[x2,x111 . 
£x3,[x2,x111=-[x2,[x2,[x2,x1]}1+(c1c2-c5)[x2,x1]-c2c3x2 

----- --

..; 
Computation R

6 
with verification of Jacobi identities for the 

·basi's 'elem~n~s xi, [x2 ,x1 1 and [x2 , [x2 ,x1 ]] relations gives: .' 

c
3

[x
2
,[x

2
,[x2 ,x1 ]]] = c 1c 4 [x2 ,[x2 ,x1 ]] /2. (5) 

We call the relation of type (5) "key phrase" as far as at this 

moment our computational process gets a branch. Indeed, now we have 

three possibilities: 

1) c 3 "'o. 
,:.'>In this case the monomial [x2 ,[x2 ,[x2 ,x1 ]]] belonging earlier to 

R~ now should be considered as element of R~ and hence computation has 

to start at R4 in view of eq. (5). • 

2) c 3 = c 1 = 0 • 

3) c
3 

= c
4 

,;.o. 
·In these cases one has to repeat all computation from the very 

beginning with the assigned values for ci. 

In the general case similar calculations can lead to three 

different situations: 

·l~Finite-dimensional Lie algebra is obtained. 

2.After calculating a sufficiently large volume, it is possible 

to deduce the structure of further rows Rk by induction and to write 

an infinite-dimensional Lie algebra .in the recurrent form. 

) 

3 :The number of basis elements is growing too fast that makes 

further analysis by induction very difficult. In this case one can 

introduce new determining relations, i.e. express separate basi~ 

-elements in terms of linear combinations of low weight elements with 

arbitrary coefficients from c. In our example we receive four .~ 

distinguished solutions: 

) 

0 .. -:,_ 

6 

First solution. 

All ci are arbitrary constants. 

·; Lie algebra basis: x 1 ,x2 ,x3 ,[x2 ,x1 ]. Let [x2 ,x1 ]=x4 . 

Four-dimensional Lie algebra: 

[x2,x1] 

[x2,x3] 

[x2,x4] 

[x1,x3] 

[x1,x4] 

[x3,x4] 

x4' 

c2x4 + c5x2' 
0, 

- c4x2' 

-c3x2' 

(c1c2-c5)x4 - c2c3x2. 

Second solution. 

c
4 

= o (the other ci are arbitrary). 

Lie algebra basis: x 1 ,x2 ,x3 ,[x2 ,x
1

],[x2 ,[x2 ,x
1

]J, 

Let x
4

;[x
2
,x

1
], x 5 ;[x2 ,[x2 ,x

1
]) 

Five-dimensional Lie algebra:· 

[x2,x1] 

[x1,x3] 

[x2,x4] 

[x2,x3] 

[x1,x4] 

[x1,x5] 

[x4,x5] 

[x3,x4] 

[x3,x5] 

[x2,x5] 

= x4' 

x5' 

x5' 

c2x4 + c5x2' 

c1x4 - c3x 2' 

c1x5' 
0, 

( c1c2. -c5)x4 - c2c3x2' 

( c1c2 - ~c5 )x5' 
o. 

Third solution. 

c
3 

= c
4 

= 0 (the other ci are arbitrary). 

. b b . . k ) 00 L1e alge ra as1s: x 2 ,x3 , ad x 2 (x1 , {k} 0 . Let yk 

Infinitely-dimensional Lie algebra: 

[x2,x3] 

[x2,yk] 

cly1 + c5x2' 

yk+1' 

7 

k ad x 2 (x 1 ). 



lYo·Ynl = c1yn' 

fyo;x3] = Y2' 

[yn,x3] = Yn+2 + ( ncs - c1c2 )yn' 

[yp,yn] = o, 

{n};, {p};. 

Forth solution. 
_.; 

c
1 

_= c 3 = c 5 = 0 ( the other ci are arbitrary ) . 

Lie algebra basis: x 2 ,x3 , adkx2 (x1 ), (k}~. Let yk 

Infinitely-dimensional Lie algebra: 

[x2,yk] = Yk+1' 

[y1' x3] = Y3' 
[y1,y0] = O, 

[x2,x3] = c2y1./ 

fyo,x3] = Y2 + c4x2' 
1 

[yp,x3] = Yp+2 t 2 (p - 2 )c2c4yp-1' 
1 

fYp·Yol = 2 (p 1- 2 )c4yp-1' 
[yp,yn] = o, 

1 
[y1,yp] = 2 c4y~, 

(p}; , (n}; . . 

§4 Algorithm descr~ption 

k ad x
2
(x

1
) 

The algorithm! for solving the problem formulated earlier (§2) is 

based on the advent of the ordering by numeration of each word of Lie 
I 

algebra L.Searching for a given word in whole list of words is perfor-

med by its number.~,o abbreviate we shall denote a word m by a number in 
parenthesis ( i), J. e N, ami tting the symbol m. Then any element 

[m.,m.] e R will have a form·of the pair of number (i,j). Call this 
~ J 

pair free, so as i,n set R it can be found by its number. A bounded 

pair from L has ~at its own number. ·Jacobi identities in L are 

fulfilled for any t,riple numbers. 

To realize the_ ordering corresponding to the Hall ordering it is 

necessary to know also the contents of subwords of a number pair. Let 

8 

1 

,..., 

d 

\( 

us describe the procedure of construction of the·row with weight n+1 

by given rows"with weight 1,2, ... ,n. 

Step 1. Generate a word with weight n+1 from free words. It-can 

be done, for example, by adding a word with weight k+1 to a word with 

weight n-k. Since the number of the first word ~s less than the numbe~ 

of the second one the rule (a) in definition of the Hall basis family 

(§3) is satisfied. 

Step 2. Assign to pairs, obtained at the previous step numbers in 

accordance to general numbering of the basis elements. A number is 

assigned to a word if the. two other rules (b) and (c) in the Hall 

basis definition are satisfied. If these rules are not satisfied one 

has to make substitutions of the subwords which follow from Jacobi 

identities (Lie differentiation): 

[a,[b,c]] := [[a,b},c]- [[~,c],b] , a,b,c eN • 

The appearing pairs [a,b] and [a,c] are replaced by the word having a 

number. 

Step 3. Construct a worc;i with 'weight n+1 from fr':e pairs with 

weight k+1 and bound pairs .with weight n-k. Add from the left words 

with a number from the initial data in such a way that the resulting 

weight is still equal to n+1. Differentiate the word with weight n+1 

in the same way as it has been done at step 2. On the other hand the 

same word can be produced by adding a free pair, i.e a word with a 

number, to the right side of a bound pair. Everywhere substitute words 

with numbers for number pairs. The equation obtained is solved with 

respect to the word with a leading. number. This equation is called 

"key phrase". Here the branching of the problem with different 

solutions may take place. If the leading word has a number less than 

n+l the process is interrupted •. It means that the problem must be 

solved. under considering the new phrase that has been obtained~ . In 

other words it is necessary to start with new initial data. Other 

solutions leading essentially to new tasks will appear from analysis 

of the letter coefficients of a key phrase. 

Step 4. The row with weight n+1 has been already constructed. All 

possible free pairs Rn+l have been obtained. There are no key 

phrases. Initial data are supplementing by the row with weight n+l and 

then the next rows with weights n+2,n+3, ... are computed. The process 

of computation is finished when, beginning with some row, there-are no 

9 



free words or when we obtain data enough for -restoring Lie algebra by 

induction. 

Now we can present our algorithm in REDUCE-like form: 

comment: Input of initial data, contents of first i rows Ri and their 

lengths 1
1 

= IR
1
1, 1 = O,l, ... ,n .; 

Input 

Output 

Ri, i = O,l, ... ,n; li 

Ri+l ' 1 i+l = IRi+ll 

lR.I . ~ 

for.k := 1 : n do % start of steps 1 and 2 

for jl := 1 : lk+l do 

for j2 := 1 : ln-k 

if jl < j2 then 

if x jle R ~+1and 
x.2 e R. k then J ~-

if xjl > y 1 and y 2 
then 

i 

do 

0 

[xjl ,xj2] := L ls+ N 
S=l 

else 

% generation of words, weight= n+l 

% verification of Hall conditions 

% y 1 := car xj2 
% y 2 := cadr xj2 

% assignment of ordinal numbers to 

% pars 

. [xjl' {yl,y2]] :.= [[xjl'yl].y2]-[[xjl'y2]'yl] 
end; · 

Comment: As a result of steps _N; and - we obtain all possible pairs 

with weight n+l 

for k := 1 : n do % generation of words of weight= n+l; 

end; 

for jl := 1 : lk+l do 

for j2 := 1 : ln-k do 

if jl < j2 then % selection of pairs, satisfying 

if xjl e Rf and % condition: first subword is basis 

xjl < y 1 and % element, second subword does not 

xj2 e Rb % satisfy the Hall conditions 

then % y 1 :=car x.; 
1-

{ 0 := [xjl'xj2]-[xjl'[yl,y2]]} 

10 

Comment: At~);tep 3 we obtain equations ii1 coefficients ci and basis 

~lements of L. Their analysis ··and solving are' carried out in the block 

{ ... } . It is realized in the following way: the basic element with 

the leading word is~selected and then ·it is expressed in terms of the 

remaining element of the phrase. It.could not be done if all monomials 

in the- equation contain coefficients c. or they dol not b~long to the 
. ~ 

row with weight n+l.; 

Outputl: Rn+l , ln+l.= IRn+ll % contents of row with weight n+1 

o and its length 

Output2: "key phrase" 

Comment: Further analysis of a key phrase and rows are done "by hand"; 

end of algorithm. 

We have implemented the above algorithm in the REDUCE computer 

algebra system. The interactive regime is assumed. In the- process of 

collection of the row cont-;;,nts and key phrases analysis a user applies 

that. information to· restore algebra L. For example, to make it for 

solution 3 . ( §3) , the· knowledge of twelve rows is necessary. The 

following table gives computing time on an IBM PC AT (12 Mhz): 
'~ ~ . 

row number time in sees comment 

4 10 before the key phrase 
5 17 t> is produced · 
6 25 

4 10 after substituting the 
5 13 conditions 

.. 6 18 
"7 .. 

" ~';. ' ··- "· 25 > c = c = 0 -. 8 32 
3 . 4 

9 40 from solution·3 
10 51 in initial data 
ll 62. 
12 77 

our program includes two main procedures timkkl ·and timkk2, which 

form the ways of by-passing throughout the 1 ist of data: along the 

rows and inside them. 

" 
II 



The procedure timkkl produces also adding an ordinal number and 

transposition of subwords, differentiating subwords by means of the 

pro~edure dim2. 
The-. procedure timkk2 calls for the procedure lied of subword 

transposition at the second by-passing throughout the list of data as 

well as the procedure liep for differentiating of the right-hand side 

of number pairs. The procedure dfsu serves to extract the equations 

and analyze the solutions to expose ~'key phrase. 

To use. tJ:e procedures dfsu2, liep, lied it is necessary to 

transform number pairs to some canonical form. That transformation is 

produced by the procedure nsm. 

The program starts with loading of initial data and indicating of 

~ow weight to be obtained. For instance, after calling the procedure 

tstart(nl,jobname) the rows with weight less than n1· will be loaded 

correspondingly to the problem with jobname. ·The present vers.ion · of 

the program is oriented to the class of Lie algebras. In particular, 

it allows verificat~on of Jacobi. identities for a concrete Lie 

algebra and also construction of the Hall basis for any finite number 

of generators. 

§5 Conclusion 

The above algorithm does not pretend to be complete and effective 

for any problem of Lie algebra restoring by · a given subset of 

generators and determining relations. The reasons for such a 

conclusion are following: 

1) The key phrases obtained in the computation process in 

contrast to eq. (5) considered in §3 may lead to complicated systems 

of nonlinear algebraic equations in big number of scalar variables. To 

solve. them the Groebner basis technique ( 1, 2) has to be used. It is 

remarkable that one can apply to these problems the same computer 

algebra methods as to investigation of integrability of polynomial­

nonlinear evolution equa~ions with arbitrary scalar coefficients [14]. 

2) Our algorithm (§4) possesses only a few facilities given by 

the Hall basis definition (§2). The third point of that definition has 

been enhanced by the condition [m
1
,m

2
] > m, for V(m

1
)+V(m

2
) > V(m). 

Th.at concrete choice may restrict possibility of optimizing 

computational process. • 

"' 
12 

3) Possible fast growing of thebasis elements number mentioned 

above (§3) makes serious difficulties in. analysis of the results of 

computation by induction. 

In future we suppose to weaken the restrictions 1)-3) by means of 

extension of the algorithm with a special tool for. analyzing and 

solving algebraic equations similar to those presented in [12]. 
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