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INTRODUCTION 

A great number of data processing problems leads to the 

solving of the overdetermined linear equation systems. Well 

developed methods and standard computer routines exist for the 

solution of similar systems. Most of them are based on the least 

squares method proposed by Legendre and Gauss. As a rule, these 

methods give satisfactory solutions of the equation systems, but 

the information about the dispersion and the confidence 

intervals is insufficient. More information for the quality of 

the obtained solution gives the SVD (singular value 

decomposition) by which the number of the well- established 

variables could be estimated [1]. In most cases it is possible 

to evaluate the accuracy of the obtained solutions in general, 

but not the accuracy of each one variable. 

Since 1950 a series of nonparametric methods, named 

Jackknife and bootstrap [2,3) has appeared in the statistics 

which affords a possibility for a new approach towards data 

processing. Roughly speaking, the basic idea of this approach is 

the multiplication of a limited number experimental data in a 
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substantially bigger assembly, using a considerable computer 

recourses (mainly calculation time). The essential advantage of 

these methods is the freedom from normality assumption. The 

development of the above methods is stimulated by the spreading 

of the fast computers [4,5], In many cases it is cheaper 

nowadays to increase the quantity of computation instead of 

increasing the volume of the stored empirical information. 

In the present work the ideas of these methods are applied 

in solving and estimating of the accuracy of the obtained 

solutions of overdetermined system, resulting from the 

processing of the data yield by the glow discharge experiments. 

We have to use this approach because the obtained values of 

various rate constants differ approximately one order 

magnitude; then arises a question about the accuracy of each 

the values determined in this way, 
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atoms are measured by optical absorption during the afterglow of 

the neon positive column. Simultaneously, the number density and 

the temperature of the electrons are measured by electrical 

probes. More extensive description of the experimental set up 

and the obtained results are given in [6]. The balance equation 

for the metastable Ne
3

P 
·2 

state at the specific 

experimental conditions of this work is: 
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density and temperature, K .. are the rate constants of the 
tj 

reactions Ne3
3
Pl ...!.. Ne3

3
Pj' It is shown in [6] that the 

temperature dependance of the rate constants is 

K .. =k .. exp( -llE . ./kT ) in the region 400-4000 K. Substitution for 
tj \j tJ .. 

these dependencies in eq.(1) gives a linear equation for the 

in constants k
21 

and k
20

• Measuring the corresponding values 

different moments of the plasma decay and various discharge 

conditions (current and gas pressure), we get a heavily 

overdetermined system of equations in the form of equation (1). 

In our case we have 126 equations for two variables. 

METHOD 

The overdetermined system of w linear equations for N 

unknown quantities is solved using the least squares method 

(LSM) by reducing it to a determined system of the so-called 

normal equations. In a matrix form if the initial system is Ax = 

b, the normal system is (ATA)x = (ATb). Here is the matrix w 

x N) of the coefficients, x is the vector (X,.,, ,X ) 
1 N 

of the 

solution and b is the free terms vector. 

The Jackknife method for statistical processing of the 

temporal series is proposed by M.Quenouille [7] and J.Tukey [8), 

The modification of the above method, which we use to solve the 

undetermined system of w linear equations wit~ N variables is as 

follows : from all w equations, J equations are selected (N~J~W) 

by arbitrary choice. This new system 

the LSM. In this way ( ~ ) different 

of J equations is solved by 

subsystems of the source 

system are derived which have in general different solutions. , 
Repeating many times this procedure of arbitrary selection and 

solving J equations subsystems we have a large population of 

approximate solutions of the initial system. Analysing the 

distributions of these solutions a conclusion about the obtained 
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values accuracy could be made. Using the method of percentiles 

to characterize the confinence intervals as Efron has done in 

[9) we choose 25% and 75% as lower and upper limits. The 

difference between these percentiles is the full width at the 

half maximum (FWHM) of the distribution. 

In the Bootstrap method by means of N random samplings with 

replacement of equation, a system similarly to the initial one 

is formed and then solved by the LSM. A manyfold repeating of 

this procedure ( > 1000 times ) gives the bootstrap distribution 

of the solutions. In this particular case th~ Bootstrap 

procedure is equivalent to a multiplying of the initial system 

equation by a non-negative integer weight coefficient, the total 

amount of which is equal to the number of equations w. Besides 

this classical version of the Bootstrap algorithm two other its 

modifications were applied. One natural weak generalization of 

the Bootstrap is to use uniform distributed "real" numbers, 

produced by random generator instead of th~ integer weight 

coefficients. More deep modification of the Bootstrap turns to 

be a multiplication of the initial equations by a random number 

and their summation. Repeating this procedures much as N times, 

where N is the number of variables, a determined system is 

created. This system could be solved by standard methods. Thus, 

a large aggregate of the approximate solutions to the initial 

system c·ould be created. In a matrix form this modification of 

Bootstrap could be written similarly to LSM as (RA)x (Rb), 

where R is the matrix of random numbers with the dimension of AT. 

The meaning sense of the application of such procedures 

clears up by the following consideration When experimental 

data are processed by the LSM it is presumed that all data are 

equally reliable or that the data quality could be taken into 
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account by the introducing weight coefficients. However, in the 

typical experimental situation it is quite difficult to estimate 

the relative quality of different measurements, especially when 

the link between the experimental numbers and the values which 

should be determined by data processing is a complicated one as 

it is in the solving of linear equation system. The application 

of the Bootstrap in this case could be regarded as a test of 

variety of assumptions for the relative quality of the separate 

equations by introducing arbitrary coefficients. 

RESULTS 

The distributions of the solutions obtained by 5000 trial 

with the Bootstrap method for the first and the second variable 

respectively are shown on Fig.la and lb. The median and the 

corresponding percentiles (25% and 75%) are also shown. The 

values of the variables are normalized on the real values of the 

rate constants published in [6) which has been obtained using 

LSM. On Fig.2a and 2b are shown several Jackknife-distributions 

at different J values. Figures 3a and 3b show the plots of the 

median and the corresponding percentiles versus the number of 

the selected equations J, The Table shows the values of medians, 

percentiles and FWHM for the two variables obtained by different 

methods. For the LSM the 50% confidence interval - 2z(0.25)~ 
is used as FWHM. Here z(0.25)=0.67 is 25% point of the standard 

normal distribution and a 2 
is the estimation for the dispersion 

in linear regression model. 

It could be seen that the different methods give 

substantial difference in the estimations of the errors. The 

estimations of the results accuracy yield by the methods 

designed in the Table as II and VII are too pessimistic. Besides 

that the medians of the corresponding distributions are quite 
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Table 1 

Method x l u x l - u - FWHM 
FWHM2 

X - X X - X FWHM X - X X - X 
2 FWiiM1 i 1 1 1 1 1 2 2 2 2 2 

I 1.00 - - 0.040 1.00 - - 0.37 9.3 

II 0.86 -0.21 +0.26 0.47 0.84 -I. 34 tl. 54 2.88 6. 1 

III 1.00 -0.038 +0.041 0.079 0.99 -0.27 +0.26 0.53 6.7 

IV 1.00 -.0002l+.0008 .0009 1.00 -0.006 +0.009 0.014 15.5 

v 1.00 -0.0371+0.037 0.074 0.98 -0.22 tO, 24 0.46 6.2 

VI 1.00 -0.036~+0.035 0.071 1. 00 -0.21 +0.23 0.44 6.2 

VII 0.96 -0.22 t+0.23 0.45 1. 05 -2.51 +2.66 5.17 11.5 

Methods : I - Least squares; II - Jackknife (.J~N; N - number of 

variables); III- Jackknife (.I=N/2; N- number of equations); IV 

- Jackknife (.J=N-1; "standard" ) ; V - Bootstrap (standard 

selection with returning); VI -Bootstrap (small modification 

multiplying by real random rnPffiri.,.nt-QI: lTTT 
o ................ __ _ 
~ ......................... .. 

(modified - multiplying by random matrix of coefficients) 

x -medians of the solution distributions (50% percentile); 

xl- 25% percentile(low); xu_ 75% percentile(up); 

FWHM = (xu-xl) - Full Width at Half Maximum; 

unlike to the solution given by the LSM (method I). On the 

contrary IV method gives too optimistic estimation. The 

estimations given by III,V and VI methods correlates quite well, 

but differ substantially from the one yield by the LSM. The 

ratio of the FWHM of both the variables shown in the last column 

also differ substantially. In our opinion one consideration 

supporting the estimations given by methods III,V and VI is 

that the ratio of the two variables errors is near to the ratio 

of the variables themselves written in the same units, 

7 



In this way the application of the Bootstrap and Jackknife 

methods permits one to abjust the degree of confidence by which 

every variable is determined. 

CONCLUSIONS 

Our practice in using of the Bootstrap and Jackknife 

methods shows that they could be a quite useful instrument in 

the processing of the experimental results. The application of 

these methods could give in some cases an indication for 

incorrectness of the used model (for example when strongly 

asymmetrical distributions appeared). 
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BnaroeB A. H AP· ES-88-463 
ByTCTpen MeTOA H MeTOA CKnaAHOro HO~a 
AnH pemeHHH nHHeHHb~ CHCTeM ypaBH€HHH 
AnH o6pa6o·rKH 3KcnepHMeHTanbHhlX AaHHhlX 

06CYEAaeTCH npHMeHeHHe HeTPaAHQHOHHb~ MeTOAOB MHoroMep 
Horo cTaTHCTHqecKoro aHanH3a AnH pemeHHH nepeonpeAeneHHhlX 
CHCTeM nHHeHHb~ ypaBHeHHH; MeTOAbi Hn~IDCTPHPYIDTCH Ha npH­
Mepe HccneAoBaHHH 3neMeHTapHb~ npo~eccoB B nocnepacnaAaro­
~eHCH nna3Me. 

Pa6oTa BhlnonHeHa B lla6opaTOPHH TeopeTHqecKOH ~H3HKH 
OllHH. 

npenpHHT 06J.e,IUUieHHOro HHC'I'HTJT& R,ll;epllbiX HCCJJe,u;oBaJIHii. ,lly6aa 1988 

Blagoev A. et al. ES-88-463 
Bootstrap and Jackknife Solving 
of Linear Equation System for Experimental 
Data Processing 

The application of statistical methods known as boot­
strap and Jackknife is considered for solving the overde­
termined linear equation system, which is illustrated by 
an example conce~ning elementary processes in the after­
glow plasma. 

The investigation has been performed at the Laboratory 
of Theoretical Physics, JINR. 
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