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).INTRODUCTION 

Let us suppose that ·the set, L , of all experimentally ve­
rifiable propositions of physical system forms a quantum loqic. 
According to Varadarajan 111 , assume that the quantum logic L 
is an orthomodular orthocomplemented u-lattice with the mini­
mal and maximal elements 0 and I, respectively, and with an 
orthocomplementation .1. : a .... a.L, a, a.L ~ L, which satisfies (i) 
(&.L).L= a, for anya.;L; (ii) if a<b, thenb.L<a.L; (iii)aVa.L=l, 
for any a(; L; ( i v) if a< b, then b = aV(a.L 1\ b). Here < denotes a 
partial ordering on L , and f\. and ·v denote the meet and the 
join. 

Two elements a and b of L are said to be ( i) orthogonal and 
write &L b if a< b.L : (ii) compatible and write a .... b, if there are 
three mutually orthogonal elements a

1
, b 

1
, c such that a= a 1 Vc, 

b=b 1 Vc. 
Physical quantities are identified with the observables of 

the quantum logic. An observable on L is a map x from the set, 
B(R 1), of all Borel measurable subsets of che real line R 1, 
~"t-n T ... ,,.t, t-l...,t- (~\ v(R \-1• (~~) v(F.\, v(ll'\~F F.·nll' -Cil· (~~~) 
-~~-- ----------- ,-, --,--1' -~ .. --, - .. ,---... -,-- ··- . ., .. ---, 

"" 00 

x( U E
1
)= V x(E.)if E.nE.=I1,i~j. An observable is bounded if 

i=l 1=1 1 l J 
there is a compact subset CCR1such that x(C) = l. Two observables 
x andy are compatible if x(E) f->,y(F)for any ~.F (; B(R 1). 

Physical states are identified with the states of the quan­
tum logic, that is, a state is a map m: L-+[O,l]with (i) m(l) =I; 

(ii) m( .·v a1) =.l m(a 1) whenever 
1=1 1=1 

a 1 .1.aj,i~j. 
The more general notion as a state is a measure or a sig­

ned measure. So, we say that a map m: L ... R
1 

U{-oo I Ul+oo} is said to 
"" 00 

be a signed measure on L if (i) m( 1·~ 1 a 1)=1~ 1 m(a 1)whenever a1 .~.a 1 , 
Uj ;(ii) m(O)=O;(iii)from the values ±oo it attains only one;for 
the sake of definiteness we consider+ooas the possible value. 
The positive signed measure is called a measure. 

An element a is a carrier of a measure m if m(b) =0 iff b .L a. 
It is clear that if a carrier of a measure exists, then it is 
unique. The signed measure m is (i) finite if \m(a)l <oo, for any 
a(; L; (ii) a -finite if there is a sequence of mutually ortho-

gonal elements la 11;:1 with i~1 a1=l and \m(a1) I <oo for any i. An obser­

vable x is a-finite with respect to a signed measure m if there 

2 1':::'"""1 •UCI"ITJT'l QtldiWX IKC.J!lOUud 
. 61-tbnlrlOTEKA 

t: 

"" is sequence IE 1 1;: 1 cB(R~such that E{\E j=tl, 

and \m(x(E1 )) I< oo, i?! l. 

#j, U E.=R 1 i == 1 l 

We say that a signed measure m is continuous from below 
"" (above) on an element a ~L if,_ for any a1<a2<. .. with V a 1 = a 

"" i= 1 
(a 1>a2> ••• with f\. a1=a and at least for one n lm(a ) I <.>c) we 

1=1 ° 0 o 
have m(a) = limm(a ).Similarly as in/2/we may prove that a finitely 
additive fuActi~n on L withm(O),, is a signed measure iff m is 
continuous from below on any element of L, or, equivalently, 
m is continuous from above on the minimal element 0. 

2. JOINT DISTRIBUTIONS 

For an observable x, an event x(E) denotes that the measu­
red value, ~. of the corresponding physical quantity lies in 
a Borel subset E(;B(R 1). If a quantum mechanical system is des­
cribed by a measure m, the expression 

m n 
ll (E 1x ••• xE n) = n ( .I\ xj (E,)) , 

x1 ... xn J = 1 J 
EJ ~ B(R 1), j = l, ... ,n, ( 2. I) 

denotes the measure of the simultaneous measurement of the ob­
servables x 1, ••• , xn which give measured quantities lying in the 
Borel subsets E, ~ B(R.). i == 1 ..... n. 

According to· Gudde~ 131 , we. s~y the observab les x 1o ••• , x n 
have a joint distribution in a measure m if there is a measure 

m 
ll 11 ... xn on the set B(Rn) of all the Borel subsets of Rn such that 

(2. I) holds. 
Gudder 131 introduced the notion of the joint distribution 

only for a state (it is named type I joint distribution, too). 
This type has been studied in 15·121. Urbanik /4/ defined another 
type of a joint distribution in a state (type II joint distri­
bution) for the summable self-adjoint operators in a Hilbert 
space, and Gudder 131generalized this notion for bounded obser­
vables on a sum logic. 

For given observables x
1
, ••• ,x the function llm , de-

n x 1 ... x 0 
fined on all measurable rectangles ofB(R )via (2. I), may be 
extended to a measure on B(Rn) for (i) an~ measure m; (ii) only 
some measures; (iii) no measure. Accor.ding to this, we may say 
that the observables x1 , ••• ,x are (i) compatible; (ii) partial­
ly compatible; (iii) incompatfble. This characterization was 
investigated in/5,6/. 

If m is a state, then the joint distribution, if it exists, 
is determined unambiguously on B(Rn>· For a measure m with 
m(l)=~, the uniqueness must be studied in more detail. 

3 



The notion of joint distribution in a measure may be gene­
ralized to any set !xt: t ~ T l of observables in a natural way: 
we say that observables lx t: t ~ Tl have a joint distribution in 
a measure m if any finite subset of {xt:t~Tihas one. The genera­
lization of this notion to a -homomorphisms defined on a measur­
able space (X, S) is straightforward (here ~ is a a-algebra of 
subsets of X and a mapx: S-.L is au-homomorphism if (i)x(X)=l; 

"" "" 
tii) x(E)J..x(F)if EnF=~; (iii) x(

1
!;!

1 
E 1) = 1~1 x(E 1 ), {E 11 C S. 

S.P. Gudder in/7/posed the following problem: 
VII. Joint distribution. Can a joint distrib1:tinn be defined 

for noncompatible observables? The answer to that problem for 
states has been obtained in the papers -' 5•6·13•14 /. 

In the present note we solve this problem for measures with 
m{l)=oo. The solution will contain the answer for measures on 
a Hilbert space logic, too. 

In the sequel we suppose that the observables x 1, .•. ,xn are 

given and for the joint distribution ~m of 
x1 ... xn 

x 1, ••• , x n in 

a measure m we shall write simply~· 

LEMMA 2. I. Let observables x 1, ..• ,xn be compatible. Then, 
for any measure m on L, there is a joint distribution. If at 
least one observable is a-finite with respect to m, then the 
joint distribution is unique. 

Proof. For compatible observables x 1' ... , xn , there is a 
unique a-homomorphism x: B(Rn) ->L such that x(R1x ••• xE i x ... xR 1)=X1Q!! 1), 

i =I, ••• , n ; see /1 ,Th.6.17 ~Let us put ~(B) = m(x(B)), B ~ B(Rn). Then 11 
is a well defined joint distribution. 

The uniqueness of the joint distribution follows from the 
uniqueness of the extension of a -finite measures defined on the 

/2/ 
set of all rectangles of B(Rn), .Q.E.D. 

Define 

a(E 1• ... ,En> 

1 

v 
11 ... in= 0 

n ij 
1\. x. ( E . ) , E 1 , ••.• , E ~ B(R 1) , 

j=1 J J n 

where 0 E = Ec = R 1 - E, 1E =E. 
We put (if it exists) 

a 0 = A {a(E 1 , ... ,En): E 1, ... ,En ~B(R 1 )1. 

(2.2) 

(2.3) 

In the paper113 ~t is shown that the elementa
0 

exists, and, 
k k 00 

moreover, there is a sequence {a(E 1 , ... ,En)l such that 
k =1 

"" k k 
a = 1\ a(E 1 , ... ,E ). (2.4) 

o k=1 n 
The element a 0 is called a commutator of x 1, •.. , Xn, and the 
main properties of the commutator are investigated in '12,13/ 

4 
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LEMMA 2.2. Let x1 , .•• ,xn have a joint distribution inm. 
Then 

(i) 

} (2.5) 

m(a(E 1, ... ,En)) =m(l), E 1 , ... ,E
0 
~B(R 1), 

n K k k n 
m( 1\. x 1(E1 )A 1\. a(E 1, ... ,En)) =m( 1\. x

1
(E

1
.)) 

i=l k=l i=l 
(ii) 

E! EB(RJ) ,k=l, ... , K, where K may be 
k for any E 1> ••• , En , E 1 , • • · , 

an integer or ~· 

~· Part (i) 
n 

m(l) = m(J~ 1 xJ(R1)) =~t(R 1x ••• xRi) 
1 

= ~t((E 1 UE~) x ... x(E
8 

U E~)) 

I 
t 1 ... in=O 

i 1 in 
1£( E 1x ••. x En) =m(a(El''"' ,En)) 

Part (ii) 

n n K n 
k k m( 1\ x1(E1 )) ).m( 1\. x.(E1 )A 1\ a(E 1, .•• ,En)) =m( 1\ x

1
(E

1
)A 

1= 1 ' i = 1 1 k = 1 i = 1 

K 1 
1\ 1\ v 

k=l t1 ... tn=O 

n ij k 1 n 
J~l xj( EJ)) ?,m(ll.~ln=O 1~1 xi(Ei)/\ 

K n 1. k 1 n K (. k 
( J . J . 

1\ 1\. 1\ X. Ej ) ) = m ( V /\. x. (E. n n E j ) ) = 
k=1 j=1 J i 1 ... i 0

=0j=1 J 1 k=l 

1 n Kt k n. 
= I ~t( 11 (Ejn n J EJ)) =~t(E 1x ... xEn) =m( 1\. x

1
(E

1
)). 

11 ... 1n=O j=1 k=1 1=1 

Q.E.D. 
COROLLARY 2.3. If x 1, ••• ,xn have a joint distribution in m 

then, for the commutator a
0

, we have 
n n 

m ( 1\ x I (E. Y\ a ) * m ( 1\. X I (E I ) ) , 
1=1 I O i=t (2.6) 

for any E1' ... ,En~B(R 1). 

m(a 0
) = m(l), 

(2. 7) 

Proof. (2.6) follows from Lemma 2.2 and (2.4). For (2.7) 
it is sufficient to put E 1=E 2 = ... = En=R

1
. Q.E.D. 

LEMMA 2.4. Let x 1 , ... ,x have a joint distribution in a 
measure m. If there are E~~R1) and x 1 such that rn(x

1
(E)) < oo, 

then 

m (X I (E) 1\. a~ ) = 0. 
(2.8) 

Proof. From the results of the paper 113-f'ollows that at; f-t x
1
(F) 

for any F~B(R 1 ) and any j =I, ... ,n. Hence 3~*->x1 (E) and from 
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(2.6) we have 

m(x1 (E)) = m(x 1 (E) " a
0

) + m(x 1 (E)" a~) = m(x1 (E)) + m(x 1 (E) " a~) , 

consequently, (2.8) holds. Q.E.D. 

LEMMA 2.5. Let x 1 , ••• ,x 0 have a joint distribution in a 
measure m. If at least one observable is u -finite with res­
pect to m , then 

m(a.l
0

) = 0. (2.9) 

Proof. Let IEnl~=l CB(R 1) be a sequence with E1 n Ej = ,0,i f,j, 

"" 
n ~ 1 En =. R 1 ' and, for some x , Jm(x.(E ))J < oo, n ~ 1. Since 

i 1 n 
00 

a 0 *+ x 1(E 0 ), for any n then due to 11 • LemmaG.lO/ a.L A V X (E ) 
' ' ' o n= 1 i n 

00 

= V (a~ " x 1(E 0 )) • Check 
n= 1 

.L 00 oc .L 
m(a.L)=m(a..I.Al)=m(a "V x 1(En))= :£ m(a 

o o o n = 1 n= 1 o 

when we use (2~8). 

" x1(E
0
)) = 0, 

Q.E.D. 

THEOREM 2. 6. Let x , •••• , x be observables and let m be a 
measure. If (2.9) holJs, then°there is a joint distribution of 
x 1 , ••• , x

0 
1n a measure m. 1.i at: ieast: one ooservao:i.e .i.:s 

a -finite with respect to m, then the joint distribution is 
unique. 

If x1 , ••• , x n 
one observable is 
holds. 

have a joint distribution in m and at least 
u-finite with respect to m, then (2.9) 

Proof. The first part of Theorem follows from the following.' 
Le~be a commutator of x 1 , ••• , x 0 • Then, according tollS/ 
x

10
(E) = x1(E)" &

0
, EO: B(R 1), i =l, ... ,n, defines an obser­

vable x
10

, i=l, ••• , n, in a quantum logic L{o,a
0
)=lb:bO:L,b<a 0 } 

(here the greatest element is a 0 , an orthocomplementation ""' 
is defined via b' = ~" a{)(b < a 0)). Moreover, x 10 , ••• , x ln are mu­
tually compatible observables. Hence, due to Lemma 2. I, 
x 10 , ••• , X no have a joint distribution in a measure rn 0 =miL(O,aor 
From (2.9) we have 

n 
a ..I.) = mo( 1\. x io(Ei)) 

0 i= 1 

n n n 
m( 1\ x 1(E

1
)) = m( 1\. x. (E.)" a ) + m( 1\. x. (E1 ) " 

i = 1 i = 1 1 
I O i= 1 1 

which entails that x 1 , ••• , x n have a joint distribution in m. 
Repeating the same arguments as those in the proof of Lem­

ma 2.1 we establish the uniqueness of a joint distribution. 
The second part of the assertion of Theorem follows from 

Lemma 2.5. Q.E.D. 
6 

LEMMA 2. 7. Let am be a carrier of a measure m. If x 
1

, ••• , x
0 have a joint distribution in m and at least one observable is 

u -finite with respect to m , then 

am <ao' 
(2. 10) 

and 

am<a(E1, ... ,E 0 ), for any E 1 , ... ,E
0 

€ B(R1). 
( 2. 11) 

If (2. 10) holds, or, equivalently, (2. II) is true, then 
x 1 , ... , x 0 have a joint distribution in m. If at least one 
observable is a-finite with respect to m, then the joint dis­
tribution is unique. 

Proof. (2. 10) ahd (2.11) follow from the definition of a 
carrier, Theorem 2.6 and (2.4). Q.E.D. 

Note I. The condition 
..1. 

m(a(E1, ... ,E 0 )) =0, for anyE 1 ,. .. ,E
0 

<::B(R
1
), (2.12) 

is necessary and sufficient condition for x
1

, ... ,x
0 

to have 
a joint distribution in a state (or finite measure) /5,6,18/. 
For a measure with m(l) = .. this condition is known only 
in special cases, see Lemma 2.7. 

LEMMA 2.8. Let a logic L be a -continuous, that is, for any 

a1 <a2< ... a11d, any a, we have ( ·v a
1
)A& = ·v (a.J\a). Let there 

i=1 i=1 1 
hold for a measure m and observables x 

1
, ••• , x

0 

n j j 
m( j ~ 1 x lE 1 u E2)) == 

2 n . 

l m ( . 1\. x .(E ~ _)) , 
k 1 ... kD:=1 J=1 J 

EJ n Ej - 1J1 Ej E j r B(R ) 
(2. 13) 

. 1 2- "'' 1' 2 = 1 ' j = l, ... ,n. 

If at least one observable is u-finite with respect to 
there is a unique joint distribution of x

1
, .•• ,x n in 

m, then 
m. 

Proof. It is easy to verify that (2. 13) implies that J.L : ---. n 

E 1x ... xE ._.. m( 1\. xj (EJ )) , is a finitely additive function on n j=1 

the set Pn of all rectangles. The u -continuity of a logic and 
the continuity of m from below entail that J.L is a u -additive 
and a-finite function on P

0 
• Therefore it may be extended 

to a measure on B(R 0 ). Q.E.D. 
The results of all the above assertions may be extended to 

the set of observables lx t: to; Tl such that there is at most 
countable subset (lcu{R(xJ: to=TI , where (1 generates the minimal 
sub logic of L containing the set U I R(xt): t.: T I (here R(x): = 
= lx(E): E 0: B(R1) I . In particular, this is true for a sequence 
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of observables. For given observables lx;:t€T I we define the 
commutator, a

0
(T), of lxt:t€TI (if it ex1sts)via 

a0 (T) = l\.(a0 {F): F is a finite subset of T I, (2.14) 

where a (F) is the commutator of observables x t , ••• , x 
1 

and 
0 1 s 

F = lt 1 , ••• { ~1. 
From/ S it follows that a 0 (T) exists, and, moreover, there 

is a sequence of finite subsets F cT such that 
n 

I» 

a
0
(T) = I\ a

0
(F

0
). (2. 15) 

n= 1 

THEOREM 2.9. Let lxt:t€TI be a system of observables for 
which there is at most countable subset (t c U lR(x r): t €TI ,where 
(t generates the minimal logic containing all R(xt), t €T. If 
lx t: t €T I have a joint distribution in m and at least one obser­
vable is u -finite with respect to m, then 

m(a 
0 

(T)J. ) = 0. (2. 16) 

If (2.16) holds, then there is a joint distribution of lxt : 
t € T I· If at least one observable is o-finite with respect to 
rn , then there is a unique u -finite measure v. on ll B(R1} 
such that t€T 

n _
1 

n 
IL( n tr (EJ)) =ID(I\. xt (EJ)), E 1 , ... , E

0 
€ B(R 1), 

j = 1 t J j=l j . 
(2. 17) 

. . . . . - - , -
wu~n: "t 1.s Lne proJecc1on I rom 1:t. i om:o J:t. 1• 

Proof. It is clear that if F 1 cF2cT, then & 0 (F2 ) < a
0

(F1 ). 

Let Xt
0 

be u-finite with respect to m. Then (2.}5) implies 
00 00 00 p 

a
0
(T) =I\ &

0
(F

0
) > 1\. aiFn ult

0
1)> /\. a

0
( U (F 1 ult

0
1))>a

0
(T). 

n=1 n=1 n=t 1=1 
n 

Theorem 2.6 entails m(a
0

(B
0
).l)=O.n>l, where 8

0 
= U F 1 ul:t

0
!. 

- 1 = 1 
The continuity of m from below gives (2. 16). 

Conversely, let (2.16) hold. Then, for any finite subset 
FcT, we have m(a0 (F)J.) "' 0. Now we claim to ahow that there 

is a unique p. on n B(Rt) for which ( 2. 17) holds. Let X t be 
t€ T 0 

u -finite with respect to m, and let for some E €B(Rt)have 

0 < m(xt
0

(E)) < oo. Define a system of functions, IlL~: F is a finite 

subset of T I ' on n B(Rl) via 
t€ T 

E n -1 n 
ll ( n rr t (EJ )) = m(x t (E)" 1\. xt (Ej )) , ( 2. 18) 

F J= 1 j o j= 1 j 

where E 1, ••• , En € B(R 1), F= It 1 , ••• , t
0 

I . The system IlL~: F is 
a finite subset of Tl fulfills the conditions of Kolmogorov's 

8 

\ 
J 

f 

consistence theorem 123~ hence there a unique measure p.E on 
/ 

oo Et 
ll B(R

1
) with (2.18). Define ll(B)=!. ll (B), where B€ H B(R1 ) 

l€T 1=1 t€T 

and {E 1 1~=l is a measurable partition ofR1 with 0<m(Xt 0(E 1 ))<~, 
i;::: 1. The function p. is well defined and it is u-additive and 
u -finite. It is easy to check that (2. 17) is fulfilled. The 

uniqueness of p. follows from the extension theorem for (] -fini-
te measure on the set of all cylindrical sets. Q.E.D. 

Analogically we may prove Lemma 2.7 for the case described 
in Theorem 2. 9; it suffices to change a 0 to a 0(T). 

The proofs of the following two lemmas are simple and they 
are omitted. 

LEMMA 2. tO. Let at least one observable x 1, i=l, ••• , n, be 
u -finite with respect to m. Then x 1, ••• , x 0 have a joint dis­
tribution in m iff f 

1 
ox , ••• , f no x have it for all the Borel 

measurable real-values functions, w'here r o x(E): = x(f -1 (E)), 
E € B(R ~· In this case there holds 

m (E E ) m -1 -1 11-r t 1 x ••• x n •Jl (r (E
1
)x ••• xf {E)). 

1o x1 ... 0 ox 0 • x r··x n 1 n n 

LEMMA 2. II. Let M be a collection of measures on Land let 
a measurem

0
be a superposition of M,i.e., m(a)=O, for any 

m €M, implies m (a) =0. Let, for any m€M and m
0

, there be at 
lo"'"lc=ot- ,.,...,o n'h~o..,...,~~)J,1.o ,..,.},~,..}, .;£! --.fin;t-n ,..,.;t-'h roanol"'t- t-nt-horn 
----- -~·- ---------- ··------ -- - ------- ---- ---c---

If x1' ... ,x have a joint distribution in any m~M, tpen they 
have a joint

0 
distribution in m • 

0 

3. HILBERT SPACE LOf;IC 

One of the most important examples of quantum logics is the 
set, L(H) , of all closed subspaces of a Hilbert space of H over 
the real or complex field C • This is a case of the great im­
portance in quantum mechanics. In this case observables may be 
identified with self-adjoint operators (not necessarily boun­
ded), according to the spectral theorem. 

The famous Gleason theorem 116~sserts that a state m on a 
separable Hilbert space H, dim H > 3 , is induced by a positive 
von Neumann operator T via the fo~la 

m(P) = tr(TP), P € L(H) • (3. I) 

Here we identify the subspace P with its orthoprojector TP onto 
P. We recall that a bounded operator Ton His said to be an 
operator with finite trace if tr(T): = I (Txa• X a) is absolutely 

L€1 
convergent series,independent 
tx .. : a~ r 1. 

of the used orthonormal basis 
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The Gleason theorem has been generalized in/16· 171 for all 
bounded signed measures on L(H) for a separable Hilbert space 
whose dimension is at least 3. Eilers and Horst 1181 proved Glea­
son's theorem for finite measures on L(H) for non-separable 
Hilbert space, and Drisch 1191 extended (3. I) for bounded signed 
measures on a logic L(H) of a non-separable Hilbert space whose 
dimension is a non-real measurable cardinal. 

For the measures on L(H) with m(H)=~ we need the following 
notions. A bilinear form is a function t : D(t) x D(t) -+ C, where 
D(t) is a linear submanifold of H (named the domain of t) such 
that t is linear in the first argument and antilinear in the 
second one. If t(x, y) = t(y,x), for all x,y ED(t) ,then t is said 
to be symmetric; if for a symmetric bilinear form t we have 
t(x,x)2:_0,then tis said to be positive. Lett be a synunetric 
bilinear form and B> 0 be a self-adjoint operator. Then to B de­
notes a symmetric bilinear form defined via toB(x,y) =t(B 1hx,B~y), 
when the corresponding assumptions on the domains of t and B~ 
are satisfied. Symmetric bilinear form is said to be a bilinear 
form with finite trace if (i) D(t) = H; (ii) t(x, y) = (Tx, y) , for 
all x,y E H ,where Tis an operator with finite trace. We put 
tr t = tr (T), and we write t E tr(H} , where tr(H) is the set of 
all bounded operators with finite trace. 

Lugovaja and Sherstnev 120/ proved that, for any a -finite 
measure m on L(H) of an infinite-dimensional separable Hilbert 
space there is a unique symmetric positive bilinear form t 
with a dense domain such that 

trto P 
n;,P) = I 

00 

if t o P E tr(H) , 

otherwise. 
(3. 2) 

In the paper 1211 this result has been extended to a -finite 
f -bounded measures on L(H) of a Hilbert space \vhose dimension 
is a non-real measurable cardinal. 

The joint distribution of observables on L(H) in a state has 
been studied in 13•51 • It was proved that x 1, ... ,x 0 have a joint 
distribution in a state m induced hy T E tr(H) via (3. I) iff 

x 1 (E 1 ) ... x 1 (E 1 )T = x1(E 1 ) ... x
0
(E

0
)T, 

1 1 n n 
(3. 3) 

for any permutation ( i 1 , ... , in) of (I, ... , n) and all E 1 , ••• , 

E DE B(Rl). 
In the following we shall study the existence of a joint 

distribution for a measure m on L(H) with m(H)=oo, and the con­
dition analogous to (3.3) will be proved. First of all we begin 
with a finite-dimensional Hilbert space. 

LEMMA 3. I. (Lugovaja-Sherstnev 120). Let dim H = 3 and let m 
be a measure on L(H) Hith m(H) = oo• If there are a one-dimensional 
Q and a two-dimensional P with m(Q) < oo, m(P)<oo, then Q<P. 
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Denote 

P m = V IP: m(P) < ~ I . 
(3.4) 

The following lemma has been proved in ~ll. 
LEMMA 3. 2. Let 3:;:; dimH .~""and let m be a measure with m(H) "'""• 

If there is a two-dimensional Q
0 

with m(Q0 ) < oo, then m(Q)<oo iff 

Q<Pm· 
LEMMA 3.3. Let4.::;dlmH<oo and let m be a measure with n(H) =~. 

Let th~re be a three-dimensional Q 0 with m(Q J <oo. If m(M) =m(N) =0, 
then m(M V N) = 0. 

Proof. Due to Lemma 3. 2, m(Q) <oo iff Q < Pm• Hence m(MVN) < 00
• 

Applying the Gleason theorem to m 0 :=miL(o,P }=mlL(Pm) we see 
that m(MVN) = 0. ' m Q.E.D. 

LEMMA 3.4. Let the conditions of Lemma 3.3 are fulfilled. 
T1~en any mea~ure m on L(H) has a carrier. 

Proof. Let us denote ~ = IP: m(P) = Oj. It is .clear that (i) 
:lJI,qJ; (ii) if Q<P,P.;;"', then Q~:ln; (iii) ifP.1.Qand P, Q~, 
then PVQ E~; (iv) if Px and P E :ln, then PVP ~~,where Px 

, , Y X l 
denotes the one-dLmens1onal subspace generated by a non-zero 
vector x~H. Let us put P 0 =V{P:m(P)=O.l~Then from Leunna 3.3 
and (i)-(iv) we have that ~(P0 )= 0. Define Am"'p~J.· Then Am is 
" ",,.,.;.,,. nf "mo:>,!'mrP m. m Q.E.D. 

We recall that a subset mcL(H) with (i)-(iv), from the last 
proof, is said to be called an ideal. 

THEOREM 3.5. Let the conditions of Lemma 3.3 are fulfilled. 

If, for x 1 , ••• , x 0 , we have 

(3.5) xl (Ei ) ... xi (Ei )Am=xl(El) ... xn(En)A m• 
1 1 . n n 

for any permutation { i 1 , ••• , in) of ( 1, .•• , n ) and any E 1 , ••• , 
E ~ B(Rt~ where Am is a carrier of a measure m, then x 1 , ••• , x 
have a joint distribution in m. Moreover, the condition (3.5)

0 

is equivalent to 

AXi ... AX! 
1 n 

Am = Ax ... Ax Am ' 1 n 
(3.6) 

for any permutation (i 1 , ••. , in) of (I, ... , n ) , where Ax is an 
Herrnitean operator corresponding to an observable x. 

Proof. It is known/22/ that (3. 5) implies (x1(E 1) A ... A x0(E 0))Am= 

= x 
1
(E 

1
) ... x n(E n) Am. Hence 

1 11 ~ 
:a(E

1
, ... ,E )A = l'. x

1
( E 1) ... x ( E )A =lAm= Am, 

n m 1 ... 1 =O n n m 
1 n 
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where I is the identical operator on H. Therefore a(E
1
, .•. ,En)>Am, 

for all E 1, ... , En, consequently, A0 > "ro, where A
0 

is the com­
mutator of x 1 , .•• , xnand m(A 0)=0. Repeating the first part 
of the proof of Theorem 2.6 we finish our proof. Q.E.D. 

We see that measures with m(H) =oo on finite-dimensional Hil­
bert space are in some sense "pathological". More useful infor­
mation we may obtain in an infinite-dimensional separable Hil­
bert space. 

LEMMA 3.6. Any u-finite measure on L(H) of an infinite-di­
mensional separable Hilbert space has a carrier. 

Proof. If m(H) < oo, then the assertion follows immediately 
from Gleason's theorem. 

Let now m(H) = oo. Define m = IP: m(P) = 01. We claim to show 
that m is an ideal of L(H). For that it is necessary to show 
that if Px, Py ~m. then P 11 vPy~• We may limit ourselves 
withPx,J::Py,Px~py' The u-finiteness of m entails that there is 
at least one three-dimensional P such that m(P)<oo and Px ~ 0, 
Py f, 0. Then there is I (;P such that Z-l x and ZJ. y . Applying the 
Lugovaja-Sherstnev lemma to a three-dimensional space P = 
=Pz vPll vPy we have that m(PxvPy)<oc, and, consequently, M(P)<oo, 
too. Using the Gleason theorem for a finite measure m

0 
= m\L(P) 

we have m(Px v Py) = 0. 
Now we show that if Py 1 , ... , PYn ~m. thenP=Py 1 v,,vPy

0 
~m. 

Lemma 3. 2 implies that m(P) <oo and Lemma 3 . .) entails that in(P)=O. 
Define the submanifold[) P'PnPr<'ltPrl hv "'" irlP"l 'Ill ,.;,n_ !" 

Px ~mlutOI and let M be a sub~pace of H ~enerated by D • Then 
M= vfP:m(P)=O,dimP<oo.LThe separability of a Hilbert space 
implies that there is a sequence of finite-dimensional subspa-

oo 00 

ces of H, 1Pnln=1 , with m(Pn)=O, such that M =V Pn.Pn may be 
n=1 

chosen such that P 1 <P2 < .... The continuity of m from below en-
tails m(M) = o. The element A =~is a carrier of a measure m. m 

Q.E.D. 

Note 2. The author does not know whether Lemma 3.6 holds for 
a non-separable Hilber space whose dimension is a non-real meas­
surable cardinal. For that it is necessary and sufficient to 
show that m(M) < oo, For more details, see the proof of Lemma 3.9. 

The following elementary Lemma has been proved in / 5 /. 

LEMMA 3. 7. Let M1, ... , Mn ~L(H), where H is an arbitrary Hi 1-
ber spac-e. Let (i 1 , ... , in) be any permutation of (I, ... , n). 

i 1 In o 1 
If 0-1 f~ M1/\ .... /\ Mn, where M=M, M=M, then 

M Ji ... M Jn f = M1 ... M n f , 

for any permutation ( j 1 , •.. , j.) of (I, ... , n). 
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(3.7) 

THEOREM 3.8. Let H be an infinite-dimensional separable 
Hilber space. If x1, •.. , Xn have a joint distribution in m and 
at least one observable is a-finite with respect to m,then 
(3.5) holds (for any permutation ( i 1 , ... ,in) of (l, ... ,n)). 
If x1, ... ,xn are bounded observables, then (3.6) holds. 

If m is u-finite and for xl> ... ,xnthere holds (3.5),then 
x 1 , ••• , xn have a joint distribution in m. If at least one 
observable is u -finite with respect to m, then the joint dis­
tribution is unique. 

Proof. Since at least one observable is a -finite with res­
pee~ m, we see that m is u-finite measure, consequently, 
the carrier ofm exists. Due to Lemma 2.7 Am<A 0 <a(E 1, ... ,En), 
where A0 is the commutator of x1 , ••• ,xn defined by (2.4). The­
refore if f ~An'! then f ~ a(E 1 ,.~,En) and r is a finite linear 

combi:1at ion of vectors from x
1 

( h E 
1

) 1\ ... "x ( jnEn)for any per-
mutat1on (j 1, ... , jn) of (1, ... , n ). Due to femma 3.7, 

x 1 (E 1 ) ... x1 (E 1 )f =x 1(E 1) ... xn(E n)t, 
1 1 n n 

for any permutation of (i
1

, ... ,in) of (I, ... , n ), and, conse­
quently, (3.5) holds. 

For bounded observables, (3.6) is a consequence of the spect­
ral theorem for Hermitean operators. 

The second part of the proof is analogous to the proof of 
Theorem 3.5. Q.E.D. 

T"n t-ho -f'n11f"'\1'.7-1nrr t-1-ll"'l T\"t""£HT.;,-.,,,co rrhaA'V"OTn T.,-111 'ho avt-onrlcul .... ,. 
-~- ---- -----··---o----r--·---------------··------------------

a non-separable Hilbert space. We recall that a cardinal I is 
said to be non-real measurable if there is no positive measure 
v, v f. 0, on the power set of I with v(la I) = 0, for each a~ I. 

LEMMA 3.9. Let H be a Hilbert space whose dimension is a 
non-real measurable cardinal. Let m be a measure on L(H) with 
m(H)=oo, Let us putA.L=VIP:m(P)=OI. If at least one obser­
vable is a-finite with respect tom and xl' ••. ,Xn have a joint 
distribution in m, then 

X 1 
1 

(E 1 1) ... xi n (E in) A = x1 (E 1) ... xn(E n) A, (3. 8) 

for any permutation (il''"'in) of (l, ... ,n) and allE 1 , ... , 
En ~ B(R t>. 

If m(Ai)<oo, m is a-finite and (3.8) holds, then xl''"'xn 
have a joint distribution in m. If at least one observable 
is a -finite with respect to m, then the joint distribution 
is unique. 

Proof. The first part of the theorem is similar to that in 
Theorem 3.8. 

In the second part we show that m(A.L) < oo implies m(Ai) = 0, 
that is, A will be a carrier of m. The generalized Gleason 
theorem for a non-separable Hilbert space'21/entails that the.::e 

13 



is D unique operator T c:;: tr(H) such that m(P) = tr(TP) whenever 
P <AJ.. The operator T has a form T= ~ .\1f 1@f1 , where f

1
.l fj' i~j, 

1 

llfdl=l,f 1tH, >. 1>0, for any i, f 91 :x-+(x,f)(, XtH. Hence u(P) =0 
iff P.L£ 1 for any i (here P.l r1 denotes that x.1f

1
, for all x t P). 

Hence AJ. .1 f , for any i, so that, m(A.l) =0. For the rest of the 
proof we appeal Lemma 2.7. Q.E.D. 
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AsypeqeHCKHH A. 
CosMeCTHhle pacnpeAeneHHH Ha6nroAaeMhlX H Mepw 
C 6eCKOHe'IHhlMH 3Ha'leHHHMH 

E5-85-867 

B paMKaX. nOAXOAa KBaHTOBhlX norHK K aKCHOMaTH3a.I.J;HH KBaHTOBOii 
Mex.aHHKH H3Y'l~TCH COBMeCTHhle pacnpeAeneHHH Ha6nroAaeMhlX B Me­
pax_, npHHHM~~HX 6ecKoHe'IHhle 3Hat~eHHH. ITpeAno~eHw Heo6X.OAHMhle 
H AOCTaTO'IHbJe ycnoBHH AnH cy~eCTBOBaHHH COBMeCTHblX pacnpeAene­
HHH. MoAenb KBaHTosofi norHKH npocTpaHCTBa f»nb6epTa H3yt~aeTcH 
6onee noApo6Ho. 

Pa6oTa BhlnOnHeHa B Tia6opaTOPHH Bbi'IHCnHTenbHOH TeX.HHKH 
H asToMaTH3a~HH OHHll. 

ITpenpHHT 06be~HeHHoro HHCTHTyTa RAePHNX HCCneAOB&HHA. nY6Ha 1985 

Dvure~enskij A. E5-85-867 
Joint Distribution of Observables and Measures 
with Infinite Values 

In the frame of the quantum logic approach to axiomatizatior 
of quantum mechanics we study the joint distribution of obser­
vables in measures attaining infinite values. The necessary 
and sufficient conditions to existence of the joint distribu­
tion are given. The Hilbert space quantum logic model is inves­
tigated in more detail. 

The investigation has been performed at the Laboratory 
of Computing Techniques and Automation, JINR. 
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