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1 Introduction 

In this paper, we prove the equivalence of the conditional Wiener measure 
w, defined in C0 ([0, 1]), and the centered Gaussian measure µ, defined 
L2(0, 1), with the correlation operator (- d~2 )-

1 ,.taken with zero Dirichlet 
boundary conditions, so that for an arbitrary functional <p in L2(0, 1) 
integrable over the measure µ the following integral 

J c.p(x)dw(x) 
Co ([0,1]) 

is determined and it coincides with 

J c.p(x)dµ(x). 
L2(0,l} 

In addition, some properties of the measure w are proved. The present in
vestigation is mainly stimulated by the fact that recently a number of pa
pers was published devoted to the construction of invariant measures for 
nonlinearpartial differential equations, such as a nonlinear Schrodinger 
equation (see, for example, [1-7]), in part of which the measure w is used 
[1-4] and in part the measureµ [6,7]. Therefore, it follows from the results 
of the present paper that in the indicated papers the same measure is in 
fact used for constructing invariant measures. 

A number of papers is devoted to constructing the conditional Wiener 
and Gaussian measures (see, for example, [8-12]). In addition, in [10-12], 
the equivalence in a sense of the usual (unconditional) Wiener measure 
and a Gaussian measure is shown. The author of the present paper must 
remark thaf generally the opinion of specialists is known, according to·. 
which the measures wandµ are in fact equivalent; however, lie.does not 

,know.a paper where tlie questions studied here are consid~red:: 
- - ... -,.- . " -·. . . . '=,:~·-:·;· . , 

'.•;~, 

:c2- ,De:6.nitioris. Formulationhf>th~~m.ainre~ 
~. - . -

siilt: 

We begin\vith :some:Definitions: •. In-.the present:articl~,,.alL·quantities 
(variables, spaces,.a11cLso on}are ieal. Let C == C~([O,l]) be.the!standaid 
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space of functions continuous on [0, 1) and becoming zero at the ends of 
this segment, with the norm ll9llc = max lg(x)I, and let L2 = L2(0, 1) 

. xE[O,l) 

be the standard Lebesque space consisting of functions square integrable 
1 

over (0,1), with the scalar product (g,h)L2 = J g(x)h(x)b and the 
0 

norm 119111
2 

= (g,g)L2 i as it is well-known, L2 is a Hilbert space. Let 
C0 (0, 1) be the linear space of functions infinitely differentiable in [0, 1] 
and becoming zero at the ends of this segment, and let .6. be the clo
sure in L2 of the operator -l2 , taken with the domain C0 (0, 1). Then, 
it is well-known that .6. is a self-adjoint positive operator in L2 • Let 
en(x) = v12"sin 7r(n+ l)x and An= [7r(n+ 1))2 where n = 0, l, 2, .... Then, 
An and en are eigenvalues and corresponding eigenfunctions of the oper
ator .6.; in addition, { en}n=0,1,2, ... is an orthonormal basis in L2. Finally, 
let HJ = HJ(0, 1) be the standard Sobolev space being the completion of 

1 

the space C0 (0, 1) taken with the norm 1191111 = f[g'(x)]2dx; clearly, HJ 
0 0 

is a Hilbert space. · 
Now we briefly recall definitions of the measures µ and w. The 

measure µ can be constructed as follows. Let a positive integer N and a 
Borel set F C RN+1 be arbitrary. The set M C L2 of the kind 

M = {u E L2: [(u, eo)L2 , ••• , (u, eN)L2 ] E F} 

is called cylindrical in L2 • For the cylindrical set of the above kind we set 

N 1 N 2 

_!£±1. II !. J -2 L >.1,xk 
µ(M) = (27r) 2 · Ak e "=0 dxo ... dxN. 

k=O F 

Clearly, the family of all cylindrical subsets of the space L2 is an· alge
bra (it will be denoted by AL), on which, as one can easily verify, µ is 
an additive measure. Furthermore, since the operator .6. - 1 is of trace 

00 

class in L2 (i. e. all its eigenvalues A;1 are positive and I: A; 1 < oo ), 
n=O 

the measure µ is countably additive on AL (see [9]), therefore it can be 
uniquely extended onto the minimal sigma-algebra BL of subsets of L2 
containing AL, and this sigma-algebra BL will be proved to be the Borel 
sigma-algebra in L2 • The measureµ defined on BL is called the centered 
Gaussian measure in L2 with the correlation operator ,6.-1

• 

2 

Now we recall the definition of the measure w (a careful construc
tion of this measure is presented in the next section). Let p(:r, t) be the 
fundamental solution of the heat equation 

fJ l f)2 
otu(.r,t) = 28.r2ll(J·,t), XE R, t > 0, 

• xl 

1. P. p(.r,f) = ¼tc-1', where .r ER and t > 0, so that 

,x, 

j p(x, t)d:r = 1 ( 1) 
-oo 

and for 0 < t1 < t2 

00 J p(y, ti)p(x - y, t2 - f1 )dy = p(x, t2). (2) 
-oo 

A set M C C is called cylindrical in C if 

M = {u EC: [u(ti),u(t2), ... ,u(tN)] E F} 

for some positive integer N, 0 < t 1 < t2 < ... < tN < 1, and a Borel set. 
F C RN. For the indicated cylindrical set M we set 

N+1 

w(M) = ~ e "=1 dx1 ... d:rN, J -L p(xk-Xk-1,tk-tk-il . 

F 

where xo = XN+i ::::;; 0, to= 0 and iN+1 = l. Using (1) and (2), one can 
easily verify that the set Ac of all cylindrical subsets of C is an alge::,ra, 
on which w is an additive measure; in addition w(C) = 1. It is known that 
the measure w is countably additive on Ac, too (see the next section), 
therefore it can be uniquely extended onto the minimal sigma-algebra Be 
of subsets of C containing Ac, and this sigma-algebraBc wili be proved . . 

to be t.he Borel sigma-algebra in C. The constructed measure i1J is called 
the conditional Wit'nrr measure. For the convenience_ of readers, in what 
follows we present proofs of some of the indicated facts and, in addition, 
briefly consider some properties of w. 

3 



In the theorem below we formulate main results of the present paper. 

Theorem. 
(a) For any A E Bi, the following takts place: An CE Be and 11(A) = 
w(An C); 
(b) for any functional r.p in L2 integrated over the measure 11, the func
tional r.p is also integrable in C over the measure w and 

J .p(x)dµ(.r) = J .p(x)dw(x). 

i2 C 

Remark. One may interpret the statements (a) and (b) of this the
orem as the equivalence of the measures µ and w. 

This theorem will be proved in Section 4; in Section 3 we estab
lish proofs to the construction of the measure w and prove some of its 
properties. 

3 Auxiliary resul~s. Constructing the mea
sure w 

The fact that Bi is the Borel sigma-algebra in L2 follows from the follow
ing. 

Lemma 1. Let Bn(a) = {u E L2 : llu - alli2 ::; R}, where R > 0 
and a E L2. Then Bn(a) E Bi. 

00 

Proof follows from the representation Bn(a) = n Mn where 
n=t 

Mn = { u E L2 : { u, eo)L + ... + ( u, en)L ::; R2
} D . ' 

In what follows in this section, we construct the measure w and 
consider some of its properties. We exploit methods introduced in [11] for 
studying the usual (unconditional) Wiener measure. So, w is an additive
measure on the algebra Ac. Le_t w* be the outer measure corresponding 
tow, i. e. for any AC C w*(A) = inf E w(Mk) where the infimum 

ACLJMk k 
k 

4 

is taken over all finite and countable coverings of the set A by sets Mk 
from Ac. Let also 

la,a,k,n = { u EC: ju(!) - u (k; l) I> aran}, 

where k = 1, 2, ... , 2n, and 

{ 
k • l 

Ha(a) = u EC: 3 St= 
2
n,s2 = 

2
m E [0,1] such that St -=f s2 and 

lu(st) - u(s2)1 > a!st - s21° }, 

where in both the cases, k, l, m and n are positive integer and a, a > 0. 

Lemma 2. Let a E (0, ½) and a> 0. Then w(/0 ,a,k,n) ::; 
2~ f-½a22n(l-2a) • 

Proof. Clearly la,a,k,n E Ac so that the quantity w(Ia,a,k,n) is deter
mined. Further, w(/a,a,k,n) = 

? [k-t t ~1 k ) ] ½ / 
-½ [ 2kn~: +2n(x-y)

2 
+ 1-f:-n] dx dy ~ e 

~71" 2" 2n - 2n lx-yl>a2-na 

2!l _!a22n(l-2a) J _! [2n.,2 +~] !l _!a2
2
n(l-2a) O 

2 e 2 2 k-1 l-k2-n dx dy = 2 2 e 2 • < i e 
- [ k- t ( 1 k ) ] 2 21r 2" - 2n n2 

00 2n 

Let O'. E (0, ½). For any a> 0 we have Ha (t_2
2a_a) C LJ LJ la,a,k,n 

n=tk=t 
(for the proof, see [11]), therefore 

w* ( Ha ( l };_a)) 00 

~ n+!l _!a22n(l-2a) ::;~2 2e 2 <oo 
n=t 

and, in addition, 

"w*(Ha ( l_};_a) )- 0 as a -+oo. {3) 

5 



Also, it is clear that for any a > 0 C \ H0 (a) is a compact subset of C 
so that in particular H0 (a) E Be. 

Lemma 3 . . The measure w is countably additive on the algebra Ac. 
Proof. It suffices to prove that, if { A1n}n=l,2,3, ... is a sequence of 

00 

cylindrical sets in Ac, M1 :::> M2 :::> ••• :::> Mn :::> ••• and n Mn = 0. 
n=l 

then w(Mn) -t O as n -t oo. Take an arbitrary t > 0. By the known 
property of Borel measures, for any n there exists a closed cylindrical set 

n 

Kn C Mn such that w(Mn \ Kn) < e2-n-1. Let Ln = n K1. Then for 
l=l 

any n w(Mn \ Ln) :s; £ 1:2-1
-

1 < ½, because Mn\ Ln = Mn\ ( r1 K,) = 
~l ~l 

n n 1 

LJ (Mn \ K1) C LJ (M, \ K,). Now, it suffices to prove the existence of 
l=l l=l 
no> 0 such that w(Ln0 ) < ½, because if this occurs, then w(Mn) < t for 
n 2: no. 

Fix an arbitrary a E (0, ½) and take a> 0 such that w*(H0 (a)) < ~
Then we obviously have, for any cylindrical set M satisfying M n ( C \ 
H0 (a)) = 0, w(M) :s; w*(H0 (a)) < ½· Let us prove that there exists a 
number n0 >-Osuch that In:= Ln n (C \ H0 (a)) = 0 for n 2: no. Suppose 
the opposite. We have 

00 

11 :::> 12 :::> ••• :::> In :::> ••• and n In = 0. 
n=l 

By the supposition, for each number n 2: 1 there exists Un E In. Since the 
set C \ H0 (a) is compact in C, there exists a subsequence { Unk h=i,2,3, ... 

of the sequence { un}n=t,2 ,3 , ... converging in C to some u. But then u E 
C \ H 0 (a) because C \ H 0 (a) is closed. 

Take an arbitrary number l > 0; Then Unk E ft for all nk 2: l. Since 
00 

11 is closed, we have u E ft. But then n In -f= 0 because l > O is arbi-
n=t 

trary, i. e. we get a contradiction. Thus, it is proved that In = 0 for all 
sufficiently large numbers n, which implies w(Ln) < ½ for all sufficiently 
large n. Lemma 3 is proved. D 

Lemma 4. Be is the Borel sigma-algebra in C. 
Proof. Let R > 0 and a E C be arbitrary. It suffices to prove that 

6 

Bn(a) := {u EC: llu - allc :s; R} belongs Be. But this follows by the 
•X· 

relatiou Bn(a) = n Mn where 
n=l 

.\!,, = {u EC: ju(kT")-a(krn)I :s; RV k = 1.2, .... 2"} . □ 

So. tlw measure w is constructed. In conclusion of this section. we 
shall pron, the following well-known important property of this measure. 
Let for o > 0 C 0 = {u E C : • 3 a > 0 such that lu(.r) - u(y)I :s; 
al,r - YI"' V ;r, y E [0. I]}. 

Proposition. C 0 E Be for any a > O; in addition, w(C0
) = 1 if 

0 < o < ½ and w(C 0
) = 0 if o > ½-

oo 

Proof. Since C0 = LJ [C \ H0 (a)] for o > 0, the set C0 belongs to 
.a=l , 

Be. In addition, w(C0
) = 1 - lim w(Ha(a)) = I for a E (0. ½)-

a-+oo 
Let now o > ½ and let 

Jc,,a.n = { u EC: lu(krn) - u((A· - l)T")I :s; ar 110 V l: = I. 2 ..... 2"} 

where a > 0. We have C \ H0 ( a) C lc,,<1,n for any n = I. 2. 3 ..... Estimat-
1 (.t2n J -X2t1 J )2 

ing t·- 2 r" from above by I and making the change of variables 

YI = J"1, Y2 = X2-;r1, Y3 = X3-X2, ... Y2"-2 = X2n-2-X2n_3, Y2"-1 = .r:.!"-1• 

we obtain (x2n = O): 

X I 
l.rk -'-rk-i l:$a2-on 

k:1,2, ... ,2n 

e 

w(J ) = [?1r)2"-1 9 -n2"]-½ X 
a,a,n - -

)2 .. ~ .. 1] . 2 (.r2n-1-.r2n-2 +----
_1 (-=1-+<.r22-::_"'J,) + ... + 2 ,. r" dx1 ... d;r2"-1 :s; 2 2-n , 

2n-1 2 

:s; [(21r)2"-trn2;•r½ I 
I "' ...!I,_ -2 L, 2-n d 

e k=t dyt··· Y2"-t = 
IYk 1:5«2-on 

k=l,2, ... ,2"-J 

- [ 1 - J2,r22<2'r_ 11 / 

,2 ] 2"-1 
e- 2 dz -t 0 

l•l~u2-on+ fJ 

i 

asn-too 



because the integral in the expression in square brackets from the right
hand side of these relations tends to zero as n ---+ oo. Consequently, since 

,X, 

C 0 = LJ [C \ H 0 (a)] and, as it is proved w(C\H0 (a)) :'.S lim w(J0 .u.n) = 
a=l n-oc-

0 for any a> 0, we get w(C 0
) = 0 for o > ½- □ 

4 Proof of Theorem 

Lemma -5. An CE Be for any A E Bi. 
Proof. Clearly, if AC L2 is open, then AnC is open in C. Tlwr<>fore, 

if AC L 2 is closed, then An C = C \ [C n (L2 \ A)] is closed C. Suppose 
the existence of D E Bi such that D n C ¢ Be. Consider the family S' 
of all Borel subsets A of the space L2 such that An C E Be. Then, in 
view of the above-described facts, S contains all open and closed subsets 
of L2 • Let us prove that S is a sigma-algebra. 

00 

Let {An}n=l,2,3, ... C s. It suffices to prove that A = n An E S'. 
n=l 

°" 
But indeed An C = n (Ann C) E Be. Hence, indeed S' is a sigma-

n=t 
algebra containing all open and closed subsets of L2. But D ¢ S, i. e., 
S is contained in Bi, and it does not coincide with Bi. The obtained 
contradiction implies the statement of Lemma ,5. □ 

Take an arbitrary positive integer N and consider on the segment 
[O, l] the network SN with the mesh width h = 2-N and nodes :rk = 
kh, k = 0, 1, ... , 2N. Consider the linear space LN of all broken lines on 
SN being linear functions between arbitrary two neighboring nodes of the 
network, continuous on [O, 1] and becoming zero at x = 0 and x = 1. 
On the linear space LN, we consider the normalized to 1 nonnegative 
countably additive measure WN defined by the rule: for any Borel set 
F C R2N-i and M = {u E LN: [u(2-N), ... ,u((2N -1) · 2-N)] E F} we 
set 

2N 2 
l _l ._--. (zk-zk 1) 

[ 
2N 1 N2N]- 2 / 2 L.- 2-N WN(M) = (27r) - r e k=l dx1 ... dX2N-1 

F 

where x0 = x 2N = 0; clearly, for any fixed N the family of all subsets of 
LN of the indicated kind is a sigma-algebra, on which WN is a countably 

8 

) 
t' 

: 

\ 
:/ 
,1 

I 

additive measure, and WN(LN) = 1. 

Lemma 6. The extension of the measure WN on the space C, defined 
by lhf rule: wN(A) = WN(A n LN) for any A E Be, is a well-defined 
nonnegative normalized to I Borel measure in C. 

Proof. It suffices to prove that if A E_ Be, then FN = FNkA) := 
_{[u(2...,N), ... , u((2N -_1)·2-N)]: u E AnLN) 1s ~ Borel sub~et of R2 - 1 . It 
1s also clear that FN is a Borel subset of R2 -l 1f and only 1f AN= AnLN 
is a Borel set as a subset of LN where the linear space LN is equipped 
with the topology of the uniform convergence. Suppose the opposite, i. 
e., that there exists A E Be such that An LN is not a Borel subset of LN. 
It is easy to verify, as in the proof of Lemma 5, that all Borel subsets of 
the space C, the intersection of each of which with LN is a Borel subset 
of this space, form a sigma-algebra B' in the space C containing all open 
and closed subsets of C. But according to our assumption, there exists 
A E Be not belonging to B' which is contradictorily. □ 

Lemma 7. Let WN(A) = WN(A n LN) where A E Bi. Then, WN 
becomes a nonnegative normalized to I Borel measure in L2 • 

Proof follows from Lemmas 5 and 6. □ 

In what follows, measures WN, where N = 1,2,3, ... , are considered 
as Borel measures in C or L2, in the dependence on the context. Now 
we also recall that, in a complete separable metric space P, a sequence 
{vn}n=t,2,3, ... of nonnegative normalized to 1 Borel measures Vn is called 
a weakly converging to a nonnegative normalized to 1 Borel measure v if 

J~~1 cp(x)dvn(x) = J cp(x)dv(x) 
p p 

for an arbitrary continuous and bounded functional cp in P. 

Lemma 8. The sequence of measures { WN} N=l,2,3, ... weakly converges 
tow in C. 

Proof. Fix arbitrary t: > 0 and o E (0, ½)- Let us prove the existence 
of a > 0 such that for the set K := C \ Ha ( 1_

2
2°_0 ) = {u E ca 

lu(x) - u(y)I :'.S 1 _
2
2°_0 Ix - Yla V x, y E [O, 1]} the following takes place: 

WN(C\K) < t:, N = 1,2,3, ... 

9 
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( the fact that the set I{ of the indicated kind is a Borel set in C is proved 
in Section 3). Choose a > 0 such that 

00 
~ 3N _la22N(l-2a) ? 
L..., 2 2 e 2 < t for all N = l, -, 3, .... ( .5) 

N=l 

Take an arbitrary positive integer N and let J( be the set introdt.eed 
above corresponding to a > 0 which obeys (5). Consider the set KN = 
J( n LN. As one can easily verify, for any positive integer n > N and any 

2N 

k = l, 2, ... , 2n the following takes place: Uo,a,k,nnLN) C LJ [Io,a,k,NnLN ]. 
k=l 

00 2" 

Then, since as it is noted in Section 3, ( C \ K) C LJ LJ 10 ,a,k,n, we have: 
n=lk=l 

N 2" 

((C\K)nLN)C u UUo,a,k,nnLN), 
n=l k=l 

therefore 
N 2n 

WN(C \ K) = WN((C \ K) n LN)::; LL WN(Io,a,k,n n LN ). 
n=l k=l 

One can prove as in the proof of Lemma 2 that for any n = l, 2, ... , N 

and k = l, 2, ... , 2n the following 

(I ) 2
!!. _la22n(l-2a) 

WN o,a,k,n :'.S 2 e 2 

is valid. But this together with (5) yields that WN(LN \ J{N) < t, and the 
existence of the above-described set J{ satisfying ( 4) is proved. 

It is clear that for any t: > 0 the corresponding set J( is com
pact in C. Hence, by the Prokhorov theorem [13] the sequence of mea
sures { WN} N=I,2,3, ... is weakly compact in C. Let w' be an arbitrary 
its limit point (in the sense of the weak convergence). Let us prove 
that w' = w. Suppose the opposite. Then in view of the uniqueness 
of the extension of a measure from an algebra onto the minimal sigma
algebra containing this algebra and since the minimal sigma-algebra con
taining the algebra of cylindrical subsets of C of the kind { u E C : 
[u(2-N),u(2 • 2-N), ... ,u((2N -1) • 2-N)] E F}, where N and Fare ar
bitrary positive integer and Borel subset of RN+i, is the Borel sigma
algebra in C (see Lemma 4), there exists a cylindrical set M = { u E C : 

10 

[u(2-:v), u(2 • 2-N), ... , u((2N -1) • 2-N)] E F} such that w'(Af) =/:- w(Af) . 
In viP\\' of tlw known property of Borel measures, according to which a 
nwa.sun· of a Hon,) set is equal to the infirnum of measures of open sets 
containing this Borel set, we can accept that the set J/ is open. 

For an arbitrary sufficiently small f > 0, consider a functional .p, in 
C continuous and such that 

l. .p,(;r) =:= 1 if x EM and dist (a:, 8M) ~ t; 
2. 0 S .p,(x) :S 1 for any x E C7; 
:3. 'P,(;r) = 0 for x </. M; 
,1 (· ·) I d l ·(•J-N) ('). •J-N) ·((')N 1). •J-N) . 'P, .1 c epen s on y on .z _ .. r - _ , ... , .l _ - _ .. 

We have for those subsequence {wNk h=i,2,3, ... of the sequence 
{ WN} N=I,2 ,3 , ... , which weakly converges tow' in C: 

lim j <.p,(;r.)dwNJr) = j c.p,(a:)dw'(;r). 
k-oo 

/11 Al 

(6) 

At tlw same time, according to the definition of an integral by integral 
SlllllS, 

j .p,(x)dwN(i·) = J .p,(;r)dw(;r.) (7) 

M M 

for all sufficiently large N. But it is clear that the integrals in the right
hand sides of (6) and (7) are arbitrary close to w'(M) and w(M), respec
tively, for sufficiently small f > 0, i. e. they are different for sufficiently 
small t: > 0. This contradiction proves the lemma.□ 

Lemma 9. The sequence of measures { WN} N=i,2,3, ... weakly converges 
to the measure µ in L 2 • 

Proof. Take an arbitrary f > 0. It follows from the proof of Lemma 
8 that there exists a compact set K, C L2 such that lVN(L2 \ I<,) < t 

for all N = 1, 2, 3, ... ( this set simply coincides with the set I{ from the 
proof of Lemma 8 corresponding to our t:). Let us also prove that for any 
cyliudrical set 

M = {u E L2: [(u,eo)L2 , ... ,(u,eN)L2 ] E F}, 

such that the set F C R1v+ 1 is bounded and the Lebesque (N + l )
clinwnsional measure of its boundary oF is equal to zero, the following 
occurs: 

lim Wn(M) = Jt(M). (8) 
n--oo 

l l 



Let Pn be the orthogonal projector in the space HJ onto the subspace L" 
and t;' = Pne;; clearly, for any i 

e;' = e; + a;' where Ila;' IIHJ -t O as n - oo. (9) 

Also. for any n the set 1'v!n := A,J n Ln can be represented as follows: 

Aln = {u E Ln: [(u.eo)L2 •···,(u,eN)L2 ] E F} = 

= {u E Ln: [>.01(u,eo)H1, ... ,>.N-t(u,eN)H1] E F} = 
0 0 

= {u E Ln: [>.01(u,eg)HJ,··•,>.i(u,eN)HJ E F}. (10) 

By L1;;, we denote the orthogonal complement, again in the sense of 
the space HJ, in the space Ln of the subspace span { eg, ... , eR, }. Clearly, 
dimln = 2n - 1, therefore, since by (9) the vectors eg, ... , eN are linearly 
independent for all sufficiently large n, we have dimL1;;, = 2n - N - 2 
for the same n. For each sufficiently large n denote by eN+t, ... , e;,._2 an 
arbitrary basis in the space L1;;, orthonormal in the sense of the scalar 
product of HJ. Then, for all sufficiently large n vectors { ei:} k=o,1, ... ,2"-2 
form a basis in Ln, therefore for the same n and any u E Ln 

n-2 

u = L Xket 
k=O 

' ( 11) 

In addition, it is easy to see that in Ln the transition from coordinates 
[u(2-n), u(2 · 2-n ), ... , u((2n - l) · 2-n) to coordinates x = (x1, X2, ••• , X2n-1) 

from ( 11) of a broken line u E Ln for all sufficiently large n is made by a 
nondegenerate (2n - 1) x (2n - 1) matrix that is constant in Ln (it does 
not depend on u). 

Let A be the diagonal (N + 1) x (N + 1) matrix with the principal 
diagonal (.\0 , ••• ,AN). For any t > 0 by o = b(t) > 0 we denote a constant 
such that 

(21r)-¥ ft >.z J 
k=O {yERN+1: dist (y,&F)~li} 

N 2 

_![:,\kykd • dyN < t 2 

k=O YD·•· e 

(this o > 0 exists due to the fact that the Lebesque measure of the 
boundary fJF is equal to zero). Also, introduce the (N + l) x (N + 1) 
matrix Qn = ((ef, eJ)HJ )i,i=0,1, ... ,N· In view of (9) Qn -t A as n -t oo. 
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Let ;rN = (x0 , ••• , x.iv) E RN+l. Finally, let Ff = {y E F : dist(y, 8F) 2'.: 
o}. Ff= {y E RN+t : dist(y, F) $ o}, where o > 0, and Fn = 

= {·/" E RN+t: [>-;1 txk(e;,eg)HJ,···,>.N
1 
txk(ek,eN)HJ] E F}. 

k=O k=O 

It is dear, first, that for all sufficiently large n the function u E Ln with 
coordinates ;r E R2"-t belongs to Mn if and only if xN E Fn, and, second, 
that. in view of ( 9) and ( 10), for any o > 0 and all sufficiently large n the 
following takes place: 

F}c Fn C Ff. (12) 

Substituting the expansion (11) into the expression for wn(Mn), we obtain 

N 
• !1il II ! J 1 ( N N) Wn(Mn) = c,.(21rr 2 >.t e- 2 Qnx ,x dxo---dXN 

k=O pn 

for all sufficiently large n, where Cn > 0. From this, taking at first Mn = 
Ln, n = 1, 2, 3, ... , in view of the facts that lim Qn = A and Wn(Ln) = 1, n-+oo 
we get 

{ 

N lN 2 
} · !1il ! -2 I: ,\kyk 

1 = ;~ Cn(21rr 2 II >.t J e k=O dya ... dyN ' 
k=O RN+l . 

hence, lim en = 1. Further, taking an arbitrary t > 0 and choosing for 
n-+oo 

Mn the above-described cylindrical set with a bounded F, the Lebesque 
measure of the boundary of which is equal to zero, in view of the above 
arguments, (12) and the property Qn -t A as n -t oo, we derive 

N l N 2 

E±! II ! J -2 [: ,\kxk (21r)- 2 ).k e k=o dx0 ••• dxN $ liminf wn(Mn) $ n-+OO 
k=O pl 

6(<) 

N 
1 J $ limsupwn(Mn) $ (21r)-¥ II>.{ . 

n-+OO k=O 
17c•> 

N 2 

_! [: ,\kxkd dxN. 
2 k=O XQ••• e 

13 



By construction, the absolute value of the difference between the left-hand 
and right-hand side of these inequalities is smaller than 21:, therefore, since 
f > 0 is arbitrary, we deduce that 

N 1 N 2 

lim Wn(Mn) = (211"t 2 >.t e k=o dxo ... dxN = µ(M), 
n-+OO 

lfil IT !. J -2 L >.kxk 

, k=O F _ . 

and the property (8) we need in is proved. 
Taking now into account the fact that, as one can easily verify, the 

minimal sigma-algebra containing the algebra of all cylindrical sets from 
AL with bounded sets F, the Lebesgue measures of the boundaries of 
which are equal to zero, is the Borel sigma-algebra in L2 (see Lemma 
1 ), the further proof of the present lemma is analogous to the proof of 
Lemma 8. □ 

As a corollary to Lemmas 8 and 9, we establish the following well
known result (see [13]). 

Corollary 1. liminf wn(A) 2'. µ(A) for any open AC L2 and 
n-+oo 

liminfwn(A) 2: w(A) for any open ACC. limsupwn(A) ~ µ(A) for 
n-+OO n-+oo 

any closed AC L2 and limsupwn(A) ~ w(A) for any closed ACC. 
n-+oo 

Lemma 10. µ(A)= w(A n C) for any open AC L2 • 

Proof. Let A C L2 be an open set. Then, A n C is open in C. 
As earlier, for each f > 0, there exist a set I< C A compact in L2 such 
that µ(A \ I<) < 1: and a· set I<1 . c A n C compact in C such that 
w((AnC)\I<1 ) < f. Let I<,= J<LJ]{1 . Then, it is clear that K, is compact 
in L2 , µ(A\ I<,) < 1:, and that (I<, n C) C (An C). Clearly, there exists a 
covering of I<, in L2 by open balls BR;(ai), ~ > 0, ai E L2, i = 1, 2, ... , /, 

I 
such that B = LJ BR;(a;) CA where Dis the closure of a set D (here in 

i=l . 

L2 ). Then, µ(A \B) < 1:, (BnC) c AnC and w((AnC)\(BnC)) < 1:; 
in addition, B n C is open and B n C is closed in C. In view of Corollary 
1, we have: 

µ(A) - 1: < µ(B) ~ liminf wn(B) s; 
n-+oo 

~ liminf wn(B n C) ~ w(B n C) ~ w(A n C) 
n-+oo 

14 

I 

a)l(l 
w(.4 n C') - f < w(B n C') ~ liminf Wn(B n C') ~ 

n-oo 

~ liminfwn(B) ~ Jt(B) ~ µ(A), 
n-+oo 

which implies that lit( A) - w( An C )I < f and, in view of the arbitrariness 
of ( > 0. we have Jt(A) = w(A n C'). □ 

Corollary 2. Jt(A) = w(A n C) fo1· any AC L2 closed in L2 • 

Let A E BL be arbitrary. Then, by the known property of Borel 
measures for any f. >. 0 there exists a set B :) A, open in L2 • and a set 
D c A. closed in L 2 , such that Jt(B\D) < L Hence, (DnC) c (AnC') c 
(B n C) a11cl 

w((B n C')\ (D n C')) = Jt(B \ D) < E: 

in addition, according t.o Lemma 10 and Corollary 2 Jt(B) = w(B n C') 
and p(D) =·w(D n C). In view of the arbitrariness off.> 0, this yields 
that Jt(A) = w(A n C). Thus, the statement (a) of Theorem is proved. 
The statement (b) follows from the definition of the Lebesgue integral by 
integral sums. Theorem is completely proved. □ 
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)KH,IO(OB Il.E. ES-2000-141 
06 3KBHBaJieHTHOCTII uem])HpOBaHHOH rayccOBCKOH MepLI B L2 

( 
2 )-1 

C KOppellilUHOHHLIM onepaTOpOM - :x 2 H ycnoBHOH MepLI Buuepa 

JJ:oKa3aua 3KBHBaJieHTHOCTL ycnoBnoii MepLI Buuepa u uempuRoBauuoii rayc

coBcKoii MepLI B L2 (0,1) C KoppellilUHOHHLIM onepaTOpOM (- d\)- 'B3RTLIM C uy-
. dx 

neBLIMH rpaHU'IHLIMH ycnoBHHMH JJ:upuxne, H3 KOTOpoii cne.zzye-r paBeHCTBO ume
rpanoB no 3THM MepaM OT npott3BOm,uoro umerpupyeMoro no BTopoii Mepe cpyttK
uuouana B L2 (0,1). 

Pa6orn BLmonueua B Jia6opaTOpnu TeopeTntJ:ecKoii cptt3HKH HM. H.H.6oro
mo6oBa OM51H. 

npenpmlT Ofne11m1e1111oro HIICTHtyra ll/lepHblX HCCJie/lOBlUIHU • .lly611a, 2000 

Zhidkov P.E. ES-2000-141 
On an Equivalence of the Centered Gaussian Measure in L2 

( 
2 )-1 

with the Correlation Operator - :x 2 

and the Conditional Wiener Measure 

We prove an equivalence of the conditional Wiener measure and the centered 

( 
2 )-1 

Gaussian measure in L 2 with the correlation operator - :x 2 , takt:n with zero 

Dirichlet boundary conditions, which implies the equality of the integrals over 
these measures of an arbitrary functional in L2 integrable over the second measure. 

The investigation has been performed at the Bogoliubov Laboratory of Theo
retical Physics, JINR. 
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