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1. THE CLASS OF QUASI-EXTENDED ASYMPTOTIC FUNCTIONS

The class of the quasi-extended asymptotic functions $F$ we are going to introduce in this paper contains all extended asymptotic functions (ref. ${ }^{18 / \mathrm{sec} .3 \text { ) but it contains. }}$ also some new asymptotic functions, which cannot be obtained as an extension of any ordinary function. The important thing is that the class $F$ is closed with respect to the addition and multiplication, which is essential for the further applications.
(1.1) DEFINITION (Quasi-Extended Functions). An asymptotic function:

$$
\begin{equation*}
\mathbf{f}: \mathbf{D} \rightarrow \mathbf{A}^{-*} \tag{1.2}
\end{equation*}
$$

where $D \subseteq A$ will be called a quasi-extended asymptotic function (or simply, a quasi-extended function) if it can 'be represented as

$$
\begin{equation*}
f(a)=\phi_{a s}(a, b)+o^{d(a)}, \quad a \in D \tag{1.3}
\end{equation*}
$$

where $\nu(a)$ is the order of $f(a), \phi$ is some continuous oxdinary function of two real variables and $b$ is a fixed asymptotic number. In other words, there exists a continuous function $\phi$ of the type:

$$
\begin{equation*}
\phi: X \times Y \rightarrow C, \tag{1.4}
\end{equation*}
$$

where $X$ and $Y$ are two open subsets of $R$, such that (see ref. (2.1)) :

$$
\begin{equation*}
X \subset D \subseteq X_{a s} \tag{1,5}
\end{equation*}
$$

and there exists an asymptotic number

$$
\begin{equation*}
b \in Y_{\mathrm{a}} \tag{1.6}
\end{equation*}
$$

for which the asymptotic extension $\phi_{\text {as }}(a, b) \quad$ (ref. ${ }^{/ 8 /(3.1) \text { ) }}$ exists for all $a \in D$ and (1.3) holds. The set of all quasiextended asymptotic functions will be denoted by $F$.
(1.7) DEFINITION (Generating Couples). If $(\in F$ and (1.3) holds, we will call the couple ( $\phi, \mathrm{b}$ ) a generating couple of $f$. We shall say also that $f$ is generated from ( $\phi, b$ ). The set of all generating couples of $f$ will be denoted by Genf, i.e.,

$$
\begin{equation*}
\text { Gen } f=\{(\phi, b):(1.3) \text { holds }\} \tag{1.8}
\end{equation*}
$$

(1.9) DEFINITION (Regular and Singular Functions). A quasiextended function of the type (1.2) will be called regular if there exists a continuous ordinary function of one real variable:

$$
\begin{equation*}
\phi: \Sigma \rightarrow C \tag{1.10}
\end{equation*}
$$

where $X$ is an open subset of $\mathbf{R}$ such that (1.5) holds and

$$
\begin{equation*}
f(a)=\phi_{a s}(a)+\sigma^{\nu(a)}, \quad a \in D . \tag{1.11}
\end{equation*}
$$

is valid, where $\nu(a)$ is the order of $f(a)$. The quasi-extended functions which are not regular will be called singular.
(1.12) REMARK: We have just defined the quasi-extended functions of one variable by means of ordinary functions of two variables. However, Definition (1.1) (together with Definitions (1.7) and (1.9)) can be naturally generalized in order to introduce quasi-extended functions of $n$ variables. Instead of (1.3) the representation

$$
\begin{equation*}
f\left(a_{1}, \ldots, a_{n}\right)=\phi_{a s}\left(a_{1}, \ldots, a_{n}, b\right)+o^{b(a)},\left(a_{1}, \ldots, a_{n}\right) \in D \tag{1.13}
\end{equation*}
$$

must be used, where $\phi$ is an ordinary function of $\mathrm{n}+1$ variables of the type discussed in ref. ${ }^{18}$ Definition (3.1), (1i). We are going to consider the case $n=1$ only, but all results in this section can be easily generalized to the case $n>1$.
(1.14) REMARK: Every extended asymptotic function (ref. 8 ; Definition (3.1)) is a regular quasi-extended function. Indeed, the representation:

$$
\begin{equation*}
\mathrm{f}(\mathrm{a})=\phi_{\mathrm{as}}(\mathrm{a})=\phi_{\mathrm{as}}(\mathrm{a})+\mathrm{o}^{\nu(\mathrm{a})} \tag{1.15}
\end{equation*}
$$

holds, where $\psi(a)$ is of the order of $f(a)=\phi_{a g}(a)$, corresponding to ref. /5/ Theorem 6 (here $\phi$ as is an asymptotic extension of $\phi$ (ref. ${ }^{18}$ (3.1)).
(1.16) REMARK: Every asymptotic function of the type:

$$
\begin{equation*}
f(a)=\phi_{a s}(a ; b), \quad a \in D \tag{1.17}
\end{equation*}
$$

where $\phi$ is a continuous ordinary function and $b$ is a fixed asymptotic number, is also a quasi-extended, function. However, if (1.17) is a singular function, then it is 2
not an extended-asymptotic function, i.e., it is not an asymptotic extension of any ordinary function of one real variable. We see that $F$ is more rich of functions than the set of the extended functions is.
(1.18) REMARK: The $\Theta$-valued function, i.e., the asymptotic function of the type:

$$
0^{\nu(a)}, \quad a \in D
$$

as well as the 1 -valued functions, 1.e., the functions of the type
$1^{\lambda(\mathrm{a})}$,
$a \in D$,
where $\nu$ and $\lambda$ are mappings of the type:

$$
\nu: \mathrm{D} \rightarrow \mathrm{Z} \cup\{\infty\}
$$

and

$$
\lambda: D \rightarrow N_{0} \cup\{\infty\},
$$

respectively, are also quasi-extended functions. In fact, they are regular asymptotic functions.
(1.19) REMARK: Finally, the asymptotic functions of the type:

$$
\begin{equation*}
\mathrm{f}(\mathrm{a})=\mathrm{c}+\mathrm{o}^{\nu(\mathrm{a})}, \quad \mathrm{a} \in \mathrm{D}, \tag{1.20}
\end{equation*}
$$

where $c \in C$, are also regular quasi-extended asymptotic functions. We shall call them quasi-constant asymptotic functions (because, strictly speaking, they are not constant functions).
(1.21) LEMMA: The constant asymptotic function

$$
\begin{equation*}
f(a)=b, \quad a \in D \tag{1.22}
\end{equation*}
$$

where $b \in A^{*}$ is a quasi-extended function if and only if the number $b$ is of the type

$$
\begin{equation*}
\mathrm{b}=\mathrm{c}+\mathrm{o}^{\nu}, \tag{1.23}
\end{equation*}
$$

where $c \in C$ and $\nu \in Z \cup\{\infty\}$. By the way, $f$ is a special type of a quasi-constant function (see (1.20)) in this case. PROOF: The important fact here is that fref. ${ }^{18 /}$ Theorem (3.31)):

$$
\begin{equation*}
(\text { const })_{\mathrm{as}}=\text { const } . \tag{1.24}
\end{equation*}
$$

The following three lemmas follow directly from the fact that the values of any quasi-extended asymptotic functions are asymptotic numbers (just like the values of any asymptotic function). More precisely, these three lemmas follow directly from ref. Theorem 4. That is why we are not going to give their proofs.
$\frac{(1.25) \text { LEMMA: Let } f \text { be a quasi-extended asymptotic function }}{\text { and let (1.3) hold. Then }}$

$$
\begin{equation*}
f(a)=1^{\lambda(a)} \phi_{a s}(a, b), \quad a \in D \tag{1.26}
\end{equation*}
$$

is valid, where

$$
\begin{equation*}
D_{0}=\{a: a \in D, \quad f(a) \notin \Theta\} \tag{1.27}
\end{equation*}
$$

and $\lambda(a)$ is the relative order of $f(a)$ (ref. '5. Definition 5 (iii)).
PROOF: The lemma follows directly from ref./5. Theorem 25. (1.28) DEFINITION (Additive and Multiplicative Forms). Let $f$ be a quasi-extended function and let (1.3) and (1.26) hold. Then (1.3) will be called an additive form of $f$ and (1.26) will be called a multiplicative form of 1 .
(1.29) REMARK: We would like to stress that $\nu(a)$ in any additive form (1.3) of $f$ is the order of $f(a)$ and $\lambda(a)$ in any multiplicative form $(1.26)$ of $f$ is the relative order of $f(a)$.
(1.30) LEMMA: The asymptotic function of the type

$$
\begin{equation*}
f(a)=\phi_{a s}(a, b)+0_{0}^{(a)}, \quad a \in D \tag{1.31}
\end{equation*}
$$

where $\phi$ is a continuous ordinary function of two real variables, $b \in A$ is fixed and $o^{\nu_{0}(a),} a \in D \quad$ is an arbitrary $\Theta$-valued function, is a quasi-extended function. Let $\widetilde{v}(a)$ be the order of $\phi_{a s}(a, b)$. Then

$$
\begin{equation*}
\nu(\mathrm{a})=\min \left[\tilde{\nu}(\mathrm{a}), \nu_{0}(\mathrm{a})\right] \tag{1.32}
\end{equation*}
$$

is the order of $f(a)$ and consequently, (1.3) for $\nu$ (a) determined by (1.32) is an additive form of $f$.
(1.33) REMARK: (1.31) is not (in general) an additive form of $f$ because $\nu_{0}(a)$ is not (in general) the order of $f(a)$.
(1.34) LEMMA: Let $f$ be a quasi-extended function and let (1.3) be its additive form. Then the formulae:

$$
\begin{array}{ll}
\mu(a)+\lambda(a)=\nu(a), & a \in D \\
\tilde{\mu}(a)+\tilde{\lambda}(a)=\tilde{\nu}(a), & a \in D, \\
\mu(a)=\min [\tilde{\mu}(a), \nu(a)], & a \in D \tag{1.37}
\end{array}
$$

as well as the inequalities:

| $\mu(a) \leq \tilde{\mu}(a)$, | $a \in D$, |
| :--- | :--- |
| $1(a) \leq \tilde{\nu}(a)$, | $a \in D$, |
| $\lambda(a) \leq \tilde{\lambda}(a)$, | $a \in D$ |

are valid, where $\mu(\mathrm{a}), \prime(\mathrm{n})$ and $\lambda(\mathrm{a})$ are the power, the order and the relative order of $\mathrm{f}(\mathrm{a})$ respectively, and $\tilde{\mu}(a), \tilde{v}(\mathrm{a})$ and $\bar{\lambda}(a)$ are the power, the order, and the relative order of $\phi_{\mathrm{as}}(\mathrm{a}, \mathrm{b})$, respectively ( $\mathbf{b}$ is fixed).
PROOF: An immediate consequence from ref./5/ Theorem 4. We are going to use the inequalities (1.38)-(1.40) very often in future and in particular during the proof of Theorem(4.1).

## 2. THE GENERATING SET

In the theory of quasi-extended functions it is important to know the connection which may exist between two couples ( $\phi, b$ ) and ( $\psi, \mathrm{c}$ ), which generate the same quasi-extended function f , i.e., $(\phi, \mathrm{b}),(\psi, \mathrm{c}) \in \operatorname{Genf}$ (see (1:8)). In other words, we must describe somehow the generating set Genf of any $f$ provided one of its elements is known. The following two theorems deal with this question.
(2.1) THEOREM: Let $f$ be a quasi-extended asymptotic function and let (1.2)-(1.6) hold for some generating couple $(\phi, b)$ of $f, i . e .,(\phi, b) \in$ Genf.Let $k(a)$ be the order of $f(a)$ (i.e., (1.3) be the additive form of f ). Let, finally, $\psi$ be a continuous ordinary function defined on $X \times Y$ and $c \in Y_{\text {as }}$. Then $(\psi, c) \in G e n f, i . e .$,

$$
\begin{equation*}
f(a)=\psi_{\text {as }}(a, c)+o^{\nu(a)}, \quad a \in D \tag{2.2}
\end{equation*}
$$

if and only if the following condition (denoted by *) is valid: * For each $a \in D$, each $a \in a$, each $\beta \in b$, and each $\gamma \in c$

$$
\begin{equation*}
\lim _{s \rightarrow 0} s^{-n}[\phi(\alpha(s), \beta(s))-\psi(\alpha(s), \gamma(s))]=0 \tag{2.3}
\end{equation*}
$$

for all $n \in Z$ such that $n \leq \nu(a)$.
(2.4) REMARK: In the cases $\nu(a) \in Z$ (but not $\nu(a)=\infty$ ) (2.3)
could be replaced by

$$
\begin{equation*}
\left.\lim _{s \rightarrow 0} s^{-\nu(a)} I \phi(\alpha(s), \beta(s))-\psi(a(s), \gamma(s))\right]=0 \tag{2.5}
\end{equation*}
$$

leaving out the expression "for all $n \in Z \quad$ such that $n \leq \nu(a) \quad$ " We would like to notify that the proof of the theorem is based on the inequalities (1.38)-(1.40), as well as on some results of refs. $/ 5,6 /$.
PROOF: Let $\nu_{1}(\mathrm{a}), \nu_{2}(\mathrm{a})$ and $\nu_{0}(\mathrm{a})$ be the orders of $\phi_{a s}(\mathrm{a}, \mathrm{b}), \psi_{\mathrm{as}}(\mathrm{a}, \mathrm{b})$

$$
\begin{equation*}
\nu(\mathrm{a}) \leq \nu_{1} \text { (a) }, \quad \mathrm{a} \in \mathrm{D} \tag{2.6}
\end{equation*}
$$

corresponding to Lemma (1.34). Let (2.2) hold (together with (1.3)-(1.6), of course). If we subtract (1.3) and (2.2), we shall obtain:

$$
\begin{equation*}
0^{\nu(\mathrm{a})}=\phi_{\text {as }}(\mathrm{a}, \mathrm{~b})-\psi_{\mathrm{as}}(\mathrm{a}, \mathrm{c})+0^{\nu(\mathrm{a})}, \quad \mathrm{a} \in \mathrm{D} \tag{2.7}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\phi_{a s}(a, b)-\psi \text { as }(a, c) \subseteq o^{M(a)}, \quad a \in D \tag{2.8}
\end{equation*}
$$

On the other hand, (2.8) implies:

$$
\begin{equation*}
\lim _{s \rightarrow 0} s^{-n}\left[\phi(a(s), \beta(s))-\psi\left(\alpha_{1}(s), \gamma(s)\right)\right]=0 \tag{2.9}
\end{equation*}
$$

for all $a \in D$, all $a_{1}, a_{1} \in \mathrm{a}$, all $\beta \in \mathrm{b}$, all $\gamma \in \mathrm{c}$, and all $\mathrm{n} \in \mathbb{Z}$
such that $n \leq \nu(a)$. But (2.9) reduces to $*$ in the case $\alpha_{1}=a$; (ii) Let $*$ hold (together with (1.3)-(1.6). We must show that (2.2) holds, too. First of all implies

$$
\begin{equation*}
\nu(\mathrm{a}) \leq \nu_{2}^{(a)}, \quad a \in \mathrm{D} \tag{2.10}
\end{equation*}
$$

Indeed, if we assume $\nu\left(a_{0}\right)>\nu_{2}\left(a_{0}\right)$ for some $a_{0} \in D$, we shall obtain (bearing in mind (2.6)):

$$
\begin{equation*}
\lim _{s \rightarrow 0} s^{-\mathrm{n}}[\phi(\alpha(\mathrm{~s}), \beta(\mathrm{s}))-\psi(\alpha(\mathrm{s}), \gamma(\mathrm{s}))] \neq 0 \tag{2.11}
\end{equation*}
$$

for some $a \in a_{0}$, some $\beta \in b$, some $\gamma \in c$, and alln $\in Z$, such that $\nu_{2}\left(a_{0}\right)<n \leq \nu\left(a_{0}\right)$, which contradicts * . But $(2.10)$ is equivalent

$$
\begin{equation*}
0^{\nu(a)}+0^{\nu(a)}=0^{\nu(a)}, \quad a \in D \tag{2.12}
\end{equation*}
$$

corresponding to ref. $/ 5 /$, (10). Moreover, (2.6) and (2.10) implies

$$
\begin{equation*}
\nu(\mathrm{a}) \leq \nu_{0}(\mathrm{a}), \quad a \in \mathrm{D} \tag{2.13}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
0^{\nu(a)}+0^{\nu} 0^{(a)}=0^{\nu(a)}, \quad a \in D \tag{2.14}
\end{equation*}
$$

since

$$
\begin{equation*}
\nu_{0}(\mathrm{a})=\min \left[\nu_{1}(\mathrm{a}), \nu_{2}(\mathrm{a})\right], \quad a \in \mathrm{D} \tag{2.15}
\end{equation*}
$$

corresponding to ref. $/ 5 /$ (10). On the other hand, * means

$$
\begin{equation*}
\phi(a, \beta)-\psi(a, \gamma) \in 0^{v(a)}, \quad a \in D \tag{2.16}
\end{equation*}
$$

for alla $a$, all $\beta \in b$ and all $\gamma \in c$. Consequently,

$$
\begin{equation*}
a s\{\phi(a, \beta)-\psi(a, y)\} \subseteq 0^{\nu(a)}, \quad a \in D \tag{2.17}
\end{equation*}
$$

corresponding to ref. ${ }^{/ 5 /}$ Lemma 1 Adding $0^{\nu(4)}$ to both sides of (2.17) and bearing in mind ref. ${ }^{/ 6 /}$ Theorem 14, we obtain:

$$
\begin{equation*}
0^{\nu(a)}+a s\{\phi(a, \beta)-\psi(a, \gamma)\}=0^{\nu(a)}, \quad a \in D \tag{2.18}
\end{equation*}
$$

for all $a \in a, a l l \beta \in b$, and all $\gamma \in c$. On the other hand (on the ground of ref. $/ 8 /$ Lemma (3.22) we have:

$$
\begin{equation*}
\phi_{a s}(\mathrm{a}, \mathrm{~b})-\psi_{\mathrm{as}}(\mathrm{a}, \mathrm{~b})=\mathrm{as}\{\phi(a, \beta)-\psi(a, y)\}+0_{0}^{(a)}, \quad a \in \mathrm{D} \tag{2.19}
\end{equation*}
$$

for any $a \in a$, any $\beta \in b$ and any $\gamma \in c$. Let us add $o^{1(z)}$ to both sides of (2.19), bearing in mind (2.14) and (2.18):

$$
\begin{equation*}
\phi_{a s}(a, b)-\psi_{a s}(a, c)+0^{\nu(a)}=0^{\nu(\alpha)}, \quad a \in D \tag{2.20}
\end{equation*}
$$

Adding $\psi_{a s}(a, c)$ to both sides of (2.20), bearing in mind (2.12), we obtain:

$$
\begin{equation*}
\phi_{a s}(a, b)+0^{\nu(a)}=\psi_{a s}(a, c)+0^{\nu(a)}, \quad a \in D \tag{2.21}
\end{equation*}
$$

which coincides with (2.2). The proof is finished.
The next theorem is quite similar to the above one. It deals with the same question in the special case $b=c$. We shall often use this theorem instead of the previous one because of its simplicity.
(2.22) THEOREM: Let $f$ be a quasi-extended function, let $\nu(a)$ be the order of $f(a)$ and let (1.3)-(1.6) hold for some generating couple $(\phi, b)$, i.e., $(\phi, b) \in \operatorname{Genf}$. Let $\phi$ be another continuous ordinary function defined on $X \times Y$. Then $(\psi, b) \in G e n f$, i.e.,

$$
\begin{equation*}
f(a)=\psi_{\text {as }}(a, b), \quad a \in D \tag{2.23}
\end{equation*}
$$

if and only if the following condition (denoted by ** ) is valid: **. For each $a \in D$, each $a \in a$, and each $\beta \in b$

$$
\begin{equation*}
\lim s^{-n}[\phi(\alpha(s), \beta(s))-\psi(\alpha(s), \beta(s))]=0 \tag{2.24}
\end{equation*}
$$

$8 \rightarrow 0$
for, all $n \in Z$ such that $n \leq \nu(a)$.
(2.25) REMARK: If $\nu(\mathrm{a}) \in \mathrm{Z}$ (but not $\nu(\mathrm{a})=\infty$ ) (2.24) could be replaced by

$$
\begin{equation*}
\lim _{s \rightarrow 0} s^{-\nu(a)}[\phi(\alpha(s), \beta(s))-\psi(\alpha(s), \beta(s))]=0 \tag{2.26}
\end{equation*}
$$

leaving out the expression "for all $n \in Z \ldots$ etc."
(2.27) REMARK: "The above theorem could be formulated as follaws: $(\psi, b) \in \operatorname{Gen} f$, i.e., (2.23) is valid, if and only if $\psi$ can be represented in the form:

$$
\begin{equation*}
\psi(x, y)=\phi(x, y)+\Delta(x, y), \quad x \in X, y \in X \tag{2.28}
\end{equation*}
$$

where $\Delta$ has the property: For each $a \in D$, each $\alpha \in a$, and each $\beta \in b$

$$
\lim _{s \rightarrow 0} s^{-n} \Delta(\alpha(s), \beta(s))=0
$$

for all $n \in Z \quad$ such that $n \leq \nu(a)$; where $\nu(a)$ be the order of $f(a)$.

PROOF: The proof is quite analogous to the proof of Theorem (2.1), in fact, it coincides almost with it. We omit it.

## 3. STANDARD ASYMPTOTIC NUMBER

Let $f$ and $g$ be two quasi-extended asymptotic functions. The following question arises: In which cases can $f$ and $g$ be represented in their additive or multiplicative forms for the same asymptotic number $b$ ? In other words, in which cases is there (the same) $b=A$ for which $(\phi, b) \in G e n f$ and ( $4, \mathrm{~b}$ ) EGeng for some (appropriately chosen) ordinary functions $\phi$ and $\psi$ ? The answer is: "In all cases". Moreover, it turns out that there exists a standard asymptotic number $b$, namely $b=s$ (ref. (3.26)) such that every quasi-extended function can be generated by a couple ( $\phi$, s) for some ordinary function $\phi$. The following theorem deals with that question.
(3.1) THEOREM: Let $f$ be a quasi-extended function, $\nu$ (a) be the order of $f(a)$ and let (1.3)-(1.6) hold for some generating couple $(\phi, b)=G e n f$. Then $(\psi, s) \in \operatorname{Gen} f$, too, i.e.,

$$
\begin{equation*}
f(a)=\psi_{a s}(a, s)+o^{\nu(a)}, \quad a \in D \tag{3.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi(x, y)=\phi(x, \beta(y)), \quad x \in X, y \in(0, \epsilon) \tag{3.3}
\end{equation*}
$$

for some (sufficiently small) $\epsilon \in \mathbb{R}, \epsilon>0$ and any (arbitrarily chosen and fixed) $\beta \in \mathrm{b}$.
PROOF: The theorem is an immediate consequence of ref./8/ Lemma (3.22) and Corollary (3.24).
(3.4) REMARK: Corresponding to Lemma (1.25), (3.2) implies

$$
\begin{equation*}
f(a)=1^{\lambda(a)} \psi_{a s}(a, s), \quad a \in D \tag{3.5}
\end{equation*}
$$

where $\lambda(a)$ is the relative order of $f(a)$ and $D_{0}$ is given by (1.27). In other words, (3.5) is a multiplicative form of $f(a)$ (Definition (1.28)).
(3.6) COROLLARY: Every two quasi-extended functions $f_{1}$ and $\mathrm{f}_{2}$ can be represented in the forms (their additive forms):

$$
\begin{equation*}
f_{1}(a)=\phi_{1 a s}(a, b)+o^{\nu_{1}(a)}, \quad a \in D_{1} \tag{3.7}
\end{equation*}
$$

$$
\begin{equation*}
f_{2}(a)=\phi_{\text {2as }}(a, b)+0^{\nu_{2}(a)}, \quad a \in D_{2} \tag{3.8}
\end{equation*}
$$

respectively, for the same asymptotic number $b$ and some ordinary functions $\phi_{1}$ and $\phi_{2}$. In other words, for every $\mathrm{f}_{1}, \mathrm{f}_{2} \in \mathrm{~F}$ there exist the same $\mathrm{b} \in \mathrm{A}$ such that ( $\left.\phi_{1}, \mathrm{~b}\right) \in \operatorname{Gen} \mathrm{f}_{1}$ as well as $\left(\phi_{2}, b\right) \in \operatorname{Gen} f_{2}$ for some $\phi_{1}$ and $\phi_{2}$.
PROOF: Indeed, (3.7) and (3.8) are valid (at least) for $b=s$ corresponding to Theorem (3.1).

## 4. ALGEBRAIC OPERATIONS IN F

(4.1) THEOREM (Algebraic Operations in F). (i) The class of all quasi-extended asymptotic functions $F$ is closed with respect to the addition (subtraction) and multiplication. Namely, if $f_{1}, f_{2} \in F$ and

$$
\begin{equation*}
\left(\phi_{1}, b\right) \in \operatorname{Gem} f_{1}, \quad\left(\phi_{2}, b\right) \in \operatorname{Gen} f_{2} \tag{4.2}
\end{equation*}
$$

then

$$
\begin{align*}
& \left(\phi_{1} \pm \phi_{2}, b\right) \in \operatorname{Gen}\left(f_{1} \pm f_{2}\right)  \tag{4.3}\\
& \left(\phi_{1} \cdot \phi_{2}, b\right) \in \operatorname{Gen}\left(f_{1} \cdot f_{2}\right) \tag{4.4}
\end{align*}
$$

are valid; (ii) Moreover, let

$$
\begin{array}{ll}
\mathrm{f}_{1}(\mathrm{a})=\phi_{1 \mathrm{as}}(\mathrm{a}, \mathrm{~b})+0^{\nu_{1}(\mathrm{a})}, & \mathrm{a} \in \mathrm{D}_{1} \\
\mathrm{f}_{2}(\mathrm{a})=\phi_{2 \mathrm{as}}(\mathrm{a}, \mathrm{~b})+0^{\nu_{2}(\mathrm{a})}, & \mathrm{a} \in \mathrm{D}_{2} \tag{4.6}
\end{array}
$$

be additive forms of $f_{1}$ and $f_{2}$, respectively (for the same $b$ corresponding Corollary (3.6)) and let

$$
\begin{array}{ll}
f_{1}(a)=1^{\lambda_{1}(a)} \cdot \phi_{1 a s}(a, b), & a \in D_{1} \\
f_{2}(a)=1^{\lambda_{2}(a)} \cdot \phi_{2 a s}(a, b), & a \in D_{2} \tag{4.8}
\end{array}
$$

be multiplicative forms of $f_{1}$ and $f_{2}$, respectively. Then: a) The representation:

$$
\begin{equation*}
\mathrm{f}_{1}(\mathrm{a}) \pm \mathrm{f}_{2}(\mathrm{a})=\left(\phi_{1} \pm \phi_{2}\right)_{\mathrm{as}}(\mathrm{a}, \mathrm{~b})+0^{\nu(\mathrm{a})}, \quad \mathrm{a} \in \mathrm{D} \tag{4.9}
\end{equation*}
$$

is an additive form of $\mathrm{f}_{1} \pm \mathrm{f}_{2}$, where

$$
\begin{equation*}
\mathrm{D}=\mathrm{D}_{1} \cap \mathrm{D}_{2} \tag{4.10}
\end{equation*}
$$

$$
\begin{equation*}
\nu(\mathrm{a})=\min \left[\nu_{1}(\mathrm{a}), \nu_{2}(\mathrm{a})\right], \quad \mathrm{a} \in \mathrm{D} ; \tag{4.11}
\end{equation*}
$$

b) The representations

$$
\begin{array}{ll}
\mathrm{f}_{1}(\mathrm{a}) \cdot \mathrm{f}_{2}(\mathrm{a})=\left(\phi_{1} \cdot \phi_{2}\right)_{a s}(\mathrm{a}, \mathrm{~b})+0_{0}^{\nu(a)}, & a \in D \\
\mathbf{f}_{1}(\mathrm{a}) \cdot \mathrm{f}_{2}^{(a)}=1^{\lambda_{0}^{(a)}}\left(\phi_{1} \cdot \phi_{2}\right)_{a s}(a, b), & a \in D \tag{4.13}
\end{array}
$$

are the additive and multiplicative forms of $\mathrm{f}_{1} \cdot \mathrm{f}_{2}$, respectively. The order $\nu_{0}(a)$ and the relative order $\lambda_{0}(a)$ of $\mathrm{f}_{1}(\mathrm{a}) \cdot \mathrm{f}_{2}(\mathrm{a})$ is given by:

$$
\begin{aligned}
\nu_{0}(\mathrm{a}) & =\min \left[\mu_{1}(\mathrm{a})+\nu_{2}(\mathrm{a}), \mu_{2}(\mathrm{a})+\nu_{1}(\mathrm{a})\right]= \\
& =\min \left[\tilde{\mu}_{1}(\mathrm{a})+\nu_{2}(\mathrm{a}), \dot{\mu}_{2}(\mathrm{a})+\nu_{1}(\mathrm{a}), \nu_{1}(\mathrm{a})+\nu_{2}(\mathrm{a})\right], \quad \mathrm{a} \in \mathrm{D}
\end{aligned}
$$

and

$$
\begin{equation*}
\lambda_{0}(a)=\min \left[\lambda_{1}(a), \lambda_{2}(a)\right], \quad a \in D \tag{4.15}
\end{equation*}
$$

respectively, where $\mu_{1}(a)$ and $\mu_{2}(a)$ are the powers of $f_{1}(a)$ and $f_{2}(a)$, and $\tilde{\mu}_{1}(a)$ and $\tilde{\mu}_{2}(a)$ are the powers of $\phi_{1 s 8}(a, b)$, and $\phi_{\text {2as }}(\mathrm{a}, \mathrm{b})$, respectively;
c) The representations:

$$
\begin{align*}
\mathrm{f}_{1}(\mathrm{a}) / \mathrm{f}_{2}(\mathrm{a})= & \left(\phi_{1} / \phi_{2}\right)_{a s}(\mathrm{a}, \mathrm{~b})+0^{\overline{\nu(a)}}= \\
& -\bar{\lambda}(\mathrm{a})  \tag{4.16}\\
= & 1^{\left(\phi_{1} / \phi_{2}\right)_{a s}(\mathrm{a}, \mathrm{~b}), \quad a \in D_{1} \cap D_{2}^{\circ}}
\end{align*}
$$

are additive and multiplicative forms of the ratio $\mathbf{f}_{1} / \mathbf{f}_{2}$, respectively. Here

$$
\begin{equation*}
D_{2}^{\circ}=\left\{\mathrm{a} \in \mathrm{D}_{2}: \mathrm{f}_{2}(\mathrm{a}) \notin \Theta\right\} \tag{4.17}
\end{equation*}
$$

corresponding to ref. ${ }^{18 /}$ Definition (1.7).
PROOF: The proof of this theorem is quite analogous to the proof of ref. Theorem, (2.9). In fact; this theorem is a consequence of (ref. $19 /$ Theorem (2.9)) and Lemma (1.34). Let us add (and subtract) (4.5) and (4.6):

$$
\begin{aligned}
& f_{1}(a) \pm f_{2}(a)=\phi_{1 a s}(a, b)+0^{\nu_{1}(a)} \pm \phi_{2 a s}(a, b)+o^{\nu_{2}(a)}= \\
& =\phi_{1 a s}(a, b) \pm \phi_{2 a s}(a, b)+0^{\nu(a)}=\left(\phi_{1} \pm \phi_{2}\right)_{a s}(a, b)+0^{\tilde{\nu}(a)}+o^{\nu(a)}= \\
& =\left(\phi_{1} \pm \phi_{2}\right)_{a s}(a, b)+o^{\nu(a)}, \quad a \in D,
\end{aligned}
$$

where $\tilde{v}(\mathrm{a})$ is the order of $\phi_{1 \mathrm{as}}(\mathrm{a}, \mathrm{b}) \pm \phi_{2 \mathrm{as}}(\mathrm{a}, \mathrm{b})$ corresponding to ref. ${ }^{\prime 9 /}$ Theorem (2.9), (a) is given by (4.11) and D is the set (4.10). We have just used the identity

$$
\begin{equation*}
o^{\tilde{\nu}(a)}+o^{\nu(a)}=o^{\nu(a)}, \quad a \in D \tag{4.18}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\nu(a) \leq \tilde{\nu}(a), \quad a \in D \tag{4.19}
\end{equation*}
$$

On its part, the latter inequality follows directly from Lemma (1.34). The case of multiplication is treated exactly in the same way having in mind (ref. ${ }^{\prime / 9}$ Theorem (2.9)) as well as Lemma (1.4). That is all.

Now let us remind the comments of the beginning of Sec. 2 of ref. ${ }^{\prime \prime}$ / and especially ref.' '9' (2.5), (2.6), Example (1.9), (1.26). We see that, then -th power of the asymptotic function $\delta$ defined by ref. ${ }^{\prime \prime}(1.24)$ is a quasi-extended function, i.e.,

$$
\delta^{\mathbf{n}} \in \mathbf{F}
$$

$$
\begin{equation*}
\mathrm{n}=1,2,3 \ldots . \tag{4.20}
\end{equation*}
$$

That follows directly from the theorem just proved. Moreover,

$$
\begin{equation*}
\delta^{n}(a)=\left(\Delta^{n}\right)_{a s}\left(a, s+o^{1}\right)+o^{\nu_{0}(a)}, \quad a \in A \tag{4.21}
\end{equation*}
$$

is an additive form of $\delta^{n}$, where the ordinary function $\Delta$ is defined in ref. $\left.{ }^{9 / 20}\right), \Delta^{n}$ is the $n$-th power of $\Delta,\left(\Delta^{n}\right)$ as is the asymptotic extension of $\Delta^{n}$ and

$$
\nu_{0}(a)=\left\{\begin{align*}
-n, & a=s x+3 h,  \tag{4.22}\\
-2 n, & a=0^{\circ}, \\
n, & a=x+h, \quad x \in R, \quad x \neq 0, \quad h \in \Omega_{0}
\end{align*}\right.
$$

is the order of $\delta^{n}(a)$, corresponding to ref. ${ }^{\prime 9 /}$ (1.26). We
kindly suggest the reader to remind (ref. ${ }^{/ 9 /}$ Example (1.19)) and to keep in mind (4.20)-(4.22).
(4.23) DEFINITION: Let $V$ be a class of continuous ordinary functions of two real variables of the type

$$
\begin{equation*}
\phi: X \times Y \rightarrow C, \tag{4.24}
\end{equation*}
$$

where $X$ and $Y$ are two open subsets of $R$, which are the same for all functions from $V$. Let $b$ be an asymptotic number from $\mathbf{Y}_{\text {as }}$, i.e.,b $\in \mathbf{Y}_{\text {as }}$. Then the set of all quasi-extended asymptotic functions $f$ for which there exists a generating couple $(\phi, b) \in G e n f$ such that $\phi \in V$ will be denoted by $V_{a 8}(b)$. In other words, $f \in V_{a s}$ (b) if $f$ can be represented in the form:

$$
\begin{equation*}
f(a)=\phi_{a B}(a, b)+o^{\nu(a)}, \quad a \in D \tag{4.25}
\end{equation*}
$$

(4.26) THEOREM: Let $V$ be a set of ordinary functions described in Definition (4.23) and let b be an asymptotic number from $Y_{a s}$, i.e., $b \in Y_{a s}$. Then: (i) $\dot{V}_{a s}$ (b) is closed, with respect to the addition if and only if $V$ is closed with respect to the addition; (ii) $\mathrm{V}_{\mathrm{as}}(\mathrm{b})$ is closed with respect to the multiplication if and only if $V$ is closed with respect to multiplication : (iii) In the cases when $\mathrm{V}_{\mathrm{as}}$ (b) is. closed with respect to the algebraic operations" (addition or multiplication or addition and multiplication) $\mathbf{V}_{\mathrm{as}}$ (b) has the same algebraic properties as $A$ and $A^{*}$ have (we mean that the identities (ref. ${ }^{15 /}$ Theorem 6) are valid in $\mathbf{V}_{28}(b)$ ) with respect to the corresponding algebraic operations.
PROOF: (i) and (ii) follow directly from Theorem (4.1) and (iii) follows from ref. ${ }^{18 /}$ Lemma: (1.13).
(4.27) COROLLARY: Let $C^{\mathrm{ni}}, \mathrm{n}=0,1, \ldots \infty, \mathbb{I}$ and S be the wellknown classes of ordinary functions (defined on $\mathbf{R}$ ). Then the corresponding (according to (4.23)) classes of quasiextended asymptotic functions $\left(C^{n}\right)_{\text {as }}(s), n=0,1 \ldots \ldots, \Phi_{\text {as }}(\mathrm{s})$ and $S_{a s}(s)$ are closed with respect to the addition and multiplication. Moreover; these classes have the, same algebraic structure as $\mathbf{A}$ and $\mathbf{A}^{*}$. Notice that the extended asymptotic functions given in ref. ${ }^{18 /}$ (1.15), (1.12) which are, at the same time, quasi-extended functions, are examples of functions from $\left(\mathrm{C}^{\infty}\right)_{\mathrm{as}}(\mathrm{s}), \mathbb{I}_{\mathrm{as}}(\mathrm{s})$ and $\mathrm{S}_{\mathrm{as}}(\mathrm{s})$, fespectively.
(4.28) REMARK: (The Role of $\mathrm{V}_{\mathrm{as}}$ (b) ): The classes of quasiextended asymptotic functions of the type $V_{a s}(b)$, where $V$ is some (arbitrarily chosen) class of ordinary functions (Definition (4.23)) will play an important role in our approach in the future. In the next section we shall set $V=F(x, y)$, where $F(x, y)$ is the class of ordinary functions defined in ref. ${ }^{14 /} \mathrm{I}$, Sec. 3. The corresponding class of quasi-extended asymptotic functions $[F(x, y)]_{\text {as }}$ (s) turns out to be isomorphic to the class $F(x)$ of asymptotic. functions introduced in ref. ${ }^{1 / 4 /}$. In the next paper of our series we shall set $V=\Phi$, where $\Phi$ is another class of ordinary functions closely connected with the analytic functions. The asymptotic functions from the corresponding class $\Phi_{a s}(s)$ will be called quasi-distributions because they are realizations, in a certain sense, of Schwartz distributions.
(4.29) CHANGE OF A NOTATION: Instead of the notation " $F(x, y)$ " just used, the notation "F(x,s)" is used in ref. ${ }^{\prime 4}$ I. Recall as well (ref, ${ }^{5 /}$ Definition 12) that "s" is the short notation for the asymptotic number " $\mathrm{s}+\mathrm{o}^{\infty 0}$, i.e., $\mathrm{s} \equiv \mathrm{s}+\mathrm{o}^{\infty}$ (see (5.3)).
5. THE CONNECTION WITH THE ASYMPTOTIC FUNCTIONS INTRODUCED IN REF. ${ }^{14 /}$
The notion of "asymptotic function" was introduced for the first time in ref. $/ 2 /$ and a series of works ${ }^{14 /}$ has appeared based on this notion. The definition of the asymptotic functions given in refs. ${ }^{4 /}$ I is different from the one used here (ref. (1.1)). Namely, the asymptotic func tions in ref. ${ }^{1 / 1}$ are not mappings from the set of the asymptotic numbers $A$ into itself; they are equivalence classes of sequences of ordinary smooth functions of a particular type (ref. ${ }^{/ 4 /}$, 1, Sec. 3). An asymptotic function $\delta$, similar, in a certain sense, to Dirac's delta-function is constructed in the framework of this approach $12,4 /$. What is more interesting, it was shown that every two asymptotic functions of this type can be multiplied; in particular, several expressions for $\delta^{2}$ were established in refs. $/ 2 \%$ and

- The following question arises: Is there any connection between the asymptotic functions as defined in on the one hand, and the asymptotic functions considered in the present paper(together with ${ }^{18 /}$ and ${ }^{/ 8 /}$ of course) on the other hand. The answer is "yes" and we are going to discuss briefly this connection:
(i) Let $F(x, y)$ be the class of ordinary functions defined in ref. ${ }^{/ 4 /}$ I,Sec. 3) (see (4.29)). In this reference the reader may find the exact definition of this class. We shall notice only that $F(x, y)$ is a class of complex-valued smooth (respect to " $x$ " ) functions of two real variables of the type:


## $f(x, y)$,

$$
\begin{equation*}
x \in R, y \in\left(0, s_{1}\right), \tag{5.1}
\end{equation*}
$$

where $s_{1}$ is an arbitrarily fixed real positive number. Besides, $F(x, y)$ is closed with respect to the addition and multiplication ( $\mathrm{F}(\mathrm{x}, \mathrm{y})$ is a ring of functions). About the other defining properties of $F(x, y)$ we refer the reader to (ref. $14 /$ I).
(ii) Let us consider the class

$$
\begin{equation*}
F_{0} \stackrel{\text { def. }}{=}[F(x, y)]_{a s}(s) \tag{5,2}
\end{equation*}
$$

of quasi-extended asymptotic functions obtained according, to Definition (4.23) for $\mathrm{V}=\mathrm{F}(\mathrm{x}, \mathrm{y})$ and $\mathrm{b}=\mathrm{s}$. Recall (ref. ${ }^{18 /}$ (3.26)) that $s$ is the following asymptotic number:

$$
\begin{equation*}
s \equiv s+0^{\infty}=\left\{s+\Delta: \quad \Delta \in A_{s}, \lim _{s \rightarrow 0} \Lambda(s) / s^{n}=\text { for all } n \in Z\right\} \tag{5.3}
\end{equation*}
$$

According to Theorem (4.26), $\mathrm{F}_{0}$ is closed with respect to the addition and multiplication and has the same algebraic structure as $A$ and $A$ *;
(iii) It is easy to see that

$$
\begin{equation*}
\mathbb{T}_{\mathrm{as}}(\mathrm{~s}) \subset \mathbf{S}_{\mathrm{a} s}(\mathrm{~s}) \subset \mathbf{F}_{0} \tag{5.4}
\end{equation*}
$$

where $\mathbb{I}_{\text {as }}(s)$ and $S_{a s}(s)$ are discussed in (4.27);
(iv) INTEGRATION IN $F_{0}$ : Let $f \in F_{0}$ and let $\Delta$ be a Lebesque measurable subset of $R$ (an interval of $R$ for example). Let us set:

$$
\mathrm{J}^{*}=\left\{\int_{\Delta} \phi(\mathrm{x}, \chi) \mathrm{dx}:(\phi, \mathrm{h}) \in \operatorname{Genf}, \phi \in \mathrm{F}(\mathrm{x}, \mathrm{y}), \mathrm{h} \in\left(0, \mathrm{~s}_{1}\right)_{\mathrm{as}}, \chi \in \mathrm{~h}\right\} .
$$

The asymptotic cover (ref. $/ 5 /$ Definition 7) as $\mathrm{J}^{*}$ of $\mathrm{J}^{*}$ (which is an asymptotic number, i.e., as $J^{*} \in \mathbf{A}^{*}$ ) will be called the integral of $f$ on $\Delta$ and the following notations will be used:

$$
\begin{equation*}
J=a s J^{*}=\int_{\Delta} f(x) d x . \tag{5.6}
\end{equation*}
$$

It can be proved that every asymptotic function $f$ from $F_{0}$ is locally integrable, i.e., $\mathrm{x}_{2}$ $\int_{\mathrm{x}}^{1} \mathrm{f}(\mathrm{x}) \mathrm{dx}$
exists (and belongs to $A^{*}$ ) for every $f \in F$ and every $x_{1}$, $x_{2} \in R$. The other analytic operations (differentiation, Fourier-transformation, convolution, etc.) can be introduced in an analogous way.
(v) EXAMPLE OF DIRAC's DELTA FUNCTION: Let $\rho \in \mathrm{S}$ and

$$
\begin{equation*}
\int_{-\infty}^{\infty} \rho(x) d x=1 \tag{5.8}
\end{equation*}
$$

To consider the function:

$$
\begin{equation*}
\phi(x, y)=\frac{1+\sqrt{y}}{y} \rho\left(\frac{x}{y}\right), \quad x \in R, \quad y \in\left(0, s_{1}\right), \tag{5.9}
\end{equation*}
$$

which belongs to $\mathrm{F}(\mathrm{x}, \mathrm{y})$. The asymptotic extension $\delta_{\mathrm{as}}(\mathrm{a}, \mathrm{b})$ of $\phi$ exists for every $a \in A$ and every $b=\left(0, s_{1}\right)$ as (ref. ${ }^{\text {/ }}$ (2.18)). Let us put (for $\mathrm{b}=\mathrm{s}=\mathrm{s}+0^{\infty}$ ) :

$$
\begin{equation*}
\delta(a)=\phi_{a s}(a, s), \quad a \in A . \tag{5.10}
\end{equation*}
$$

The values of $\delta$ are given by:

$$
\left(s^{-1}+0^{-1}\right) \rho(x), \quad a=s x+s h, \quad x \in R, h \in \Omega_{0}
$$

$$
\delta(\mathrm{a})=10^{-2},
$$

$$
\begin{equation*}
a \in\left\{0^{-n}: n=0,1, \ldots\right\}, \tag{5.11}
\end{equation*}
$$

0 , for all other $a \in A$.

It is clear that $\delta \in \mathbf{F}_{0}$. Moreover,

$$
\begin{equation*}
\int_{-\infty}^{\infty} \delta(x) d x=1+0^{\circ}=1^{\circ} ; \tag{5.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{-\infty}^{\infty} \delta(x) \psi(x) d x=\psi(0)+0^{\circ} \tag{5.13}
\end{equation*}
$$

for every $\psi \in \mathscr{I}_{\mathrm{as}}(\mathrm{s})$ (or $\psi_{5} \in \mathrm{~S}_{\mathrm{as}}(\mathrm{s})$ ). Bearing in mind the isomorphism $\mathrm{R}_{=}^{\mathrm{as}}=\mathrm{R}^{\circ}$ (ref. ${ }^{15 /}$ Theorem 20), we see that $\delta$ is a realization of the Dirac's delta-function. The values of the square $\delta^{2}$ (every two functions from $F_{0}$ can be multiplied) are given by:

$$
\delta^{2}(a)= \begin{cases}\left(s^{-2}+0^{-2}\right) \rho^{2}(x), & a=s x+s h, x \in R, \quad h \in \Omega_{0}  \tag{5.14}\\ 0^{-4}, & a \in\left\{0^{-n} ; n=1,2, \ldots\right\} \\ 0, & \text { for all other } a \in A\end{cases}
$$

Moreover, we obtain:

$$
\begin{equation*}
\int_{-\infty}^{\infty} \delta^{2}(\mathrm{x}) \psi(\mathrm{x}) \mathrm{dx}=\mathrm{M} \psi^{\prime}(0), \quad \psi \in \mathscr{I}_{\mathrm{as}}(\mathrm{~s}) \tag{5.15}
\end{equation*}
$$

where

$$
\begin{equation*}
M=\frac{m}{s}+0^{-1}, \quad m=\int_{-\infty}^{\infty} \rho^{2}(x) d x . \tag{5.16}
\end{equation*}
$$

Notice that $M$ is an infinitely large asymptotic number (constant) (ref. '6 Definition 8), i.e., $\mathrm{r}<\mathrm{M}$ for any real number r . Moreover, M does not depend on the choice of $\psi$;
(vi) It can be shown that the class $F_{0}$ of quasi-extended asymptotic functions is isomorphic to the class $F(x)$ of asymptotic functions defined in ref. ${ }^{/ 4 / 1,} 1$ Sec. 4, i.e.,

$$
\begin{equation*}
F_{0} \doteq F(x) \tag{5.17}
\end{equation*}
$$

and the isomorphism preserves also the analytic operations (differentiation, integration and so on). The class $\mathrm{F}_{0}$, respectively $\mathcal{F}(x)$, has several interesting properties which are discussed in detail in the series ${ }^{14 /}$.
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