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## 1 Introduction

The Fermi function (F-function):

$$
\begin{equation*}
f_{F}(r)=\frac{1}{1+e^{(r-c) / a}} \tag{1.1}
\end{equation*}
$$

is widely used in nuclear physics. It has been extensively used [1]-[4], originally by the Stanford group, to represent the charge density $\rho_{F}(r)=\rho_{0} f_{F}(r)$ of nuclei for a wide range of mass numbers. Then, beginning with [5] it was often used in the so-called high-energy approximation in calculating the charge form factors of nuclei. Furthermore, the "form factor" of the conventional Woods-Saxon potential [6], which is a fair first approximation to the self-consistent single-particle potential, is an F-function. Among other applications of the F -function, we mention its use in connection with the strong absorption models [7]-[11].

Another function which is closely related to $f_{F}(r)$ and which we also study in this paper is the symmetrized Fermi function (SF-function) (see,e.g., [12],[13]):

$$
\begin{equation*}
f_{S F}(r)=\frac{1}{1+e^{(r-c) / a}}+\frac{1}{1+e^{-(r+c) / a}}-1 \tag{1.2}
\end{equation*}
$$

The function $f_{S F}(r)$ has the property $f_{S F}(-r)=f_{S F}(r)$ and may also be written in the following forms:

$$
\begin{gather*}
f_{S F}(r)=\frac{1}{1+e^{(r-c) / a}}-\frac{1}{1+e^{(r+c) / a}},  \tag{1.3}\\
f_{S F}(r)=\frac{\sinh (c / a)}{\cosh (r / a)+\cosh (c / a)},  \tag{1.4}\\
f_{S F}(r)=\frac{1}{2}\left[\tanh \left(\frac{c+r}{2 a}\right)+\tanh \left(\frac{c-r}{2 a}\right)\right] . \tag{1.5}
\end{gather*}
$$

It is evident since $f_{S F}(r)$ is an even function that it can be expanded in even powers of $r$ and has a zero slope at the origin $f_{S F}^{\prime}(0)=0$. Furthermore, it has certain analytic advantages. For light nuclei with $c / a>1$, it resembles a Gaussian function while for heavier nuclei it goes over to the Fermi distribution. Thus, it might be said that it is quite appropriate to be considered as a "universal" nuclear density. In practice, however, at least for medium and heavy nuclei, it leads to results very similar to those of the usual Fermi distribution. We may also recall that the so called "cosh" [14] and the SF-potentials [15] are appropriate to represent cluster model potentials [14]. We finally note that very recently D.Sprung and J.Matorell [16] studied as well the symmetrized Fermi function and its transforms and also emphasized in their independent study pertinent analytic advantages.

In a recent publication [17] the "expansion of the Fermi distribution" was derived in terms of derivatives of the $\delta$-function in an alternative way to the traditional one:

$$
\begin{equation*}
\frac{1}{1+e^{(r-c) / a}}=\theta(c-r)-\sum_{k=0}^{\infty} \delta^{(2 k+1)}(r-c) a^{2 k+2} A_{2 k+1} \tag{1.6}
\end{equation*}
$$

with the coefficients $A_{n}=A_{2 k+1}$ expressed through the Bernoulli numbers. In the above expansion both sides should be understood under the integral sign, with a well-behaved
function $q(r)$. These integrals were discussed in [2] and called "the Fermi type integrals" In those cases when eq.(1.6) has meaning, the corresponding integrals are corrected by the exponentially small terms of the order $\exp (-c / a)$. They have becn omitied in [17] as well as in other studies (e.g., [18], [19]), where only the first terms of (1.6) have been derived. In the following Sects. the exact formulae and estimations for omitted terms will be given and some examples where their contribution can be important will be considered.

The purpose of the present paper is to extend these results in three directions. Firstly, in Sec. 2 we extend the approach of [17] to the case of the SF-function, and we pay attention to the conditions of validity for expansions similar to (1.6). Secondly, in Sec.3, we allow for more general integration limits, namely from $R_{i}<c$ to $R_{f}>c$, including in the expansion the exponential terms in a convenient form. The same procedure is applied to the SF function, and the results for both distributions are obtained in a unified way. Thirdly, in Sec. 4 an alternative treatment is carried out on the basis of Fourier transforms and the properties of the hypergeometric functions. The results are obtained in a general form for the F - and SF-integrals with arbitrary limits, and in particular cases the expressions for the correction terms are given in "closed form" (i.e., in terms of known functions). In ithe final section, specific cases are considered and numerical calculations are performed.

## 2 On an expansion of the symmetrized Fermi function

In this section we derive a general expansion of an integral containing the SF -function. Using for $f_{S F}(r)$ the form of (1.3) we write:

$$
\begin{equation*}
I_{S F}=\int_{0}^{\infty} f_{S F}(r) q(r) d r=I_{F}-\mathcal{J}^{(+)} \tag{2.1}
\end{equation*}
$$

where the "standard Fermi integral" considered previously in [17] is

$$
\begin{equation*}
I_{F}=\int_{0}^{\infty} \frac{q(r)}{1+e^{(r-c) / a}} d r \tag{2.2}
\end{equation*}
$$

As to the second term in (2.1), we introduce the designation $\mathcal{J}^{( \pm)}$, useful for calculations, with the replacement $r=a z-c$ :

$$
\begin{equation*}
\mathcal{J}^{( \pm)}=\int_{0}^{\infty} \frac{q( \pm r)}{1+e^{(r+c) / a}} d r=a \int_{c / a}^{\infty} \frac{q( \pm(a z-c))}{1+c^{z}} d z \tag{2.3}
\end{equation*}
$$

In the following we shall simplify the method of [17] to make it more transparent and suitable for further considerations. 'To this aim let us transfom (2.2) by changing the variable $r=a z+c$ to obtain:

$$
\begin{equation*}
I_{F}=a \int_{0}^{\infty} \frac{q(c+a z)}{1+e^{z}} d z+a \int_{0}^{c / a} \frac{q(c-a z)}{1+e^{-z}} d z \tag{2.4}
\end{equation*}
$$

Substituting into the second integral the $(1+\exp (-z))^{-1}$ by means of the identity $(1+\exp (-z))^{-1}=1-(1+\exp z)^{-1}$ and then using the relation

$$
\begin{equation*}
\int_{0}^{c / a} \frac{q(c-a z)}{1+c^{2}} d z=\int_{0}^{\infty} \frac{q(c-a z)}{1+e^{2}} d z-\int_{c / a}^{\infty} \frac{q(c-a z)}{1+c^{2}} d z \tag{2.5}
\end{equation*}
$$

one can write:

$$
\begin{gather*}
I_{F}=I_{s}+I_{a s}+J^{(-)}  \tag{2.6}\\
I_{S F}=I_{s}+I_{a s}+\mathcal{J} \tag{2.7}
\end{gather*}
$$

where

$$
\begin{gather*}
I_{s}=a \int_{0}^{c / a} q(c-a z) d z=\int_{0}^{\infty} \Theta(c-r) q(r) d r  \tag{2.8}\\
I_{a s}=a \int_{0}^{\infty} \frac{q(c+a z)-q(c-a z)}{1+e^{z}} d z  \tag{2.9}\\
\mathcal{J}=\mathcal{J}^{(-)}-\mathcal{J}^{(+)} \tag{2.10}
\end{gather*}
$$

and $\Theta(x)$ is the unit step function:

$$
\Theta(x)=\left\{\begin{array}{lll}
1 & \text { for } & x \geq 0 \\
0 & \text { for } & x<1
\end{array}\right.
$$

The representation for the F- and SF-integrals (2.6) and (2.7) is rather instructive. Indeed, the first term $I_{s}$ contains the very simple sharp cutoff function in an integrand. The second term $I_{a s}$ includes an "antisymmetric" function $g(z)=q(c+a z)-q(c-a z)$. The property $g(z)=-g(-z)$ enables one to simplify considerably its evaluation. Finally, the integrals $\mathcal{J}^{( \pm)}$and $\mathcal{J}$ are usually exponentially small since merely the integration from a large number $(z=c / a \gg 1)$ to $\infty$, where only the tail of the integrand function $\left(1+e^{z}\right)^{-1} \simeq e^{-z} \ll 1$ contributes to them, is involved.

Now, when calculating the $I_{a s}$-integral we assume that $q(c \pm a z)$ can be expanded in the series

$$
\begin{equation*}
q(c \pm a z)=q(c)+\sum_{n=1}^{\infty}( \pm 1)^{n} a^{n} \frac{q^{(n)}(c)}{n!} z^{n} \tag{2.11}
\end{equation*}
$$

Inserting (2.11) into (2.9) and then changing the order of integration and summation (which is assumed to be valid) we get:

$$
\begin{equation*}
I_{a s}=a \sum_{n=1}^{\infty} D_{n} a^{n} q^{(n)}(c) \tag{2.12}
\end{equation*}
$$

where the decomposition coefficients $D_{n}$ are related for the odd $n$-values to the Bernoulli numbers (see, e.g., [20], p. 53 and [21]):

$$
D_{n}=\frac{1-(-1)^{n}}{n!} \int_{0}^{\infty} \frac{z^{n}}{1+e^{z}} d z= \begin{cases}0 & \text { for } \quad \text { even } n  \tag{2.13}\\ \frac{2}{n!} \frac{\pi^{n+1}}{n+1}\left(2^{n}-1\right)\left|B_{n+1}\right| & \text { for } \quad \text { odd } n\end{cases}
$$

Thus, for example, one can obtain, the first coefficients:

$$
\begin{equation*}
D_{1}=\frac{\pi^{2}}{6}, \quad D_{3}=\frac{7}{4} \frac{\pi^{4}}{90}, \quad D_{5}=\frac{31}{16} \frac{\pi^{6}}{945} \tag{2.14}
\end{equation*}
$$

Further, accepting the relation

$$
\begin{equation*}
q^{(n)}(c)=(-1)^{n} \int_{0}^{\infty} \delta^{(n)}(r-c) g(r) d r, \quad(n=1,2,3 \ldots) \tag{2.15}
\end{equation*}
$$

$$
\begin{equation*}
I_{S F(F)}(p)=\int_{0}^{\infty} f_{S F(F)}(r) \cos (p r) d r . \tag{2.23}
\end{equation*}
$$

as valid for some class of functions $q(r)$ (see, e.g., [22]) one can write the final result for $I_{a s}$ :

$$
\begin{equation*}
I_{a s}=-a \sum_{n=1, o d d}^{\infty} a^{\pi} D_{n} \int_{0}^{\infty} \delta^{(n)}(r-c) q(r) d r \tag{2.16}
\end{equation*}
$$

Thus, we obtain the integrals $I_{F}$ and $I_{S F}$ expanded in powers of the diffuseness parameter $a$ :

$$
\begin{gather*}
I_{S F(F)}=\int_{0}^{\infty} f_{S F(F)}(r) q(r) d r=\int_{0}^{\infty} \Theta(c-r) q(r) d r- \\
\sum_{n=1, o d d}^{\infty} D_{n} a^{n} \int_{0}^{\infty} \delta^{(n)}(r-c) q(r) d r+\mathcal{J}\left(\mathcal{J}^{(-)}\right) \tag{2.17}
\end{gather*}
$$

To this approximation when one can ignore the last terms in (2.17), the expansions for the SF- and F-functions coincide with each other, and therefore one can write:

$$
\begin{equation*}
f_{S F}(r)=\frac{\sinh (c / a)}{\cosh (r / a)+\cosh (c / a)}=\theta(c-r)-\sum_{n=1, o d d}^{\infty} a^{n+1} D_{n} \delta^{(n)}(r-c) . \tag{2.18}
\end{equation*}
$$

The explicit form as a series with terms proportional to the odd derivatives of the $\delta$-function may be useful for practical calculations. However, in all the cases one necds to keep in mind the conditions of its validity, viz., (i) existence of the expansion (2.11), (ii) possibility of the transition from (2.11) to (2.12), (iii) determination of the class of functions, on which the generalized $\delta$-function and its derivatives act. As to the disregardness of integrals $\mathcal{J}\left(\mathcal{J}^{(-)}\right)$their calculation is a separate task. For sufficiently smooth functions $q(r)$ they are thought to be of the order $e^{-(c / a)}$. Indeed, when evaluating the integrals $\mathcal{J}^{( \pm)}$it is often convenient to use the following presentation:

$$
\begin{equation*}
\int_{0}^{\infty} e^{\phi(r)} d r=\left.\frac{e^{\phi(r)}}{\phi^{\prime}(r)}\right|_{0} ^{\infty}+\left.\frac{\phi^{\prime \prime}}{\left[\phi^{\prime}\right]^{\prime}} e^{\phi(r)}\right|_{0} ^{\infty}+\ldots \tag{2.19}
\end{equation*}
$$

which can be obtained through integration by parts. Here we have the integrals

$$
\begin{equation*}
\mathcal{J}^{( \pm)} \simeq e^{-\frac{\epsilon}{a}} \int_{0}^{\infty} q( \pm r) e^{-\frac{\tau}{a}} d r \tag{2.20}
\end{equation*}
$$

with $\phi(r)=\ln q( \pm r)-\frac{r}{a}$. It follows from (2.19) that

$$
\begin{equation*}
\mathcal{J}^{( \pm)} \simeq a \frac{q(0)}{1-a \frac{q^{\prime}(0)}{q(0)}}\left\{1+a^{2} \frac{\phi^{\prime \prime}(0)}{\left[1-a \frac{q^{\prime}(0)}{q(0)}\right]^{2}}+\ldots\right\} \tag{2.21}
\end{equation*}
$$

if the function $q( \pm r) \exp (-r / a)$ tends to zero as $r \rightarrow+\infty$. In particular, one can sce that for a frequently oscillating $q(r)$ with $a\left|q^{\prime}(0) / q(0)\right| \gg 1$ the additional small factor $\mp q(0) / q^{\prime}(0)$ appears in the estimation (2.21). Moreover, for even functions $q(r)$, the "correction" term $\mathcal{J}$ becomes zero. In general, this is not the case for each $\mathcal{J}^{(t)}$ taken separately. In order to make the essential points more transparent let us consider as ant example the form factors:

$$
\begin{equation*}
F_{S F(F)}(p)=\int_{0}^{\infty} f_{S F(F)}(r) \sin (p r) r d r=-\frac{d}{d p} I_{S F(F)}(p) \tag{2.22}
\end{equation*}
$$

liirst, it is casily sem from (2.8) that $I_{s}=\sin p / p$. Them. in calculating $I_{a s}$ by mans of (2.12) we usc $d^{n} \cos p r / d r^{n}=(-1)^{(n+1) / 2} p^{n}$ sin $p$ for $n=$ odd and the relation from [20] (p.66):

$$
\begin{equation*}
I(z)=\frac{1}{z}\left(\frac{z}{\sin z}-1\right)=\frac{1}{\pi} \sum_{n=1 . \text { odd }} D_{n}\left(\frac{z}{\pi}\right)^{n} . \quad|z|<\pi . \tag{2.2.1}
\end{equation*}
$$

Thus, we obrain

$$
\begin{equation*}
I_{a s}=a i \sin p c \sum_{n=1, n d d} D_{n}\left(\frac{i \pi p a}{\pi}\right)^{n}=\pi a \frac{\sin p c}{\sin h \pi p a}-\frac{\sin p c}{p} . \quad p a<1 . \tag{2.25}
\end{equation*}
$$

Bearing in mind that for the exom cos pr-function $7=0$. one gets:'.

$$
\begin{equation*}
\operatorname{rs}(p)=-\frac{d}{d p} \frac{\pi a \sin p c}{\sinh \pi p w} \tag{2.26}
\end{equation*}
$$

Then, applying eq. (2.21) to calculate the integrat of interest with $q(r)=\exp (i \boldsymbol{f})$ one can show that

$$
F_{F}(p)=-\frac{d}{d p}\left[\pi a \frac{\sin p c}{\sinh \pi p a}+\frac{a}{1+a^{2} p^{2}} c^{-(\cdot / \cdot a)}\right]
$$

One shoudd stress an important point namely that the results ( $2.2(6)$ and ( $2.2 \overline{1}$ ) have been obtamed for the SF: and $\mathrm{F}^{\mathrm{F}}$-integrals with the oscillating function cospr ander the condition $p a<1$ which emsures the comvergence of the series in (2.25). It means that the method used may be applied if the "wave length" $p^{-1}$ is greater than the the thess $a$ of a "surface layer" of the SF- and F -functions. Norower. the guantity $f_{\text {as }}$ is a small correction to the "sharp - edge" contribution $J_{s}$ under the stronger condition $p a \ll 1$. In fact, we have

$$
I_{a s} \simeq-\frac{\pi^{2}}{6} p^{2} a^{2} \frac{\sin p c}{p}=-\frac{\pi^{2}}{6} p^{2} a^{2} I_{s}
$$

retaining only the term with $n=1$ in the sories ( 2.25 ). ln other words, as ome should expect, the diffuseness effects wheh are acemumated in the terus with the derivatives of the decomposition (2.18) are not considerable if the "wawe lengit" $p^{-1}$ is much preater than $a$. On the otler hand, if one evaluates the integral (2.9) by using the result from [21] (p. 505) we obtain

$$
\begin{equation*}
I_{a s}=a \int_{0}^{\infty} \frac{\cos [p(c+a z)]-\cos [p(c-a z)]}{1+c^{z}} d z=\pi a \frac{\sin \mu^{c}}{\sin h^{2} p^{a}}-\frac{\sin \mu}{p} \tag{2.29}
\end{equation*}
$$

for any values of the eflective parameter $p$. The $\mathrm{r} . \mathrm{h} . \mathrm{s}$. of (2.29) may be expanded in the series appeating in ( 2.25 ) only under the condition $p<1$. This analysis shows that the method based on the expansion (2.18) becomes impractical when we deat with frequently oscillating functions. Rather it is applicable for exaluations of the Fomi-type interat: with slowly varying functions (for instance of the polyomial tepe).

Also, it is seco from ( 2.27 ) that the "conrection" tems of the onter exp( $-\cdots / 10$ ) mat be comparable and in some cases larger than the oscillating contrisution to the form factor. In these cases of rapidly varying fanctions $q(r)$ one neds to de wolop methods which calculate these contributions in a satisfactory way. In Socel a methed will be described in wheh the eesults ate expressed hrongl: the lapergeometrie buntions and the comesponding series are in fact, hadecompositions in lie smath parameterexpe rint.

## 3 A general method for the calculation of the Fermi type integrals

### 3.1 Expansion of the "generalized" Fermi type integral using

 a Taylor seriesHere we extend our consideration by introducing the integration limits $R_{i}<c$ and $R_{f}>c$, so that the "standard Fermi integral" is a special case of the integral we calculate. (namely, for $R_{i} \rightarrow 0$ and $R_{f} \rightarrow \infty$ ). Such a generalization is not only of mathematical interest but it is also relevant (pertaining to the upper limit) to a problem of physical interest (sec Sec.5). Henceforth in this Section we procced in the same way as in certain treatments made for more specialized cases [23]. Namely, let us split the second integrat in a form suitable for the the use of the well known formula for the geometrical progression. Respectively, one can write

$$
\begin{gather*}
I_{F}\left(R_{i}, R_{f}\right)=\int_{R_{1}}^{R_{1}} \frac{q(r)}{1+e^{(r-c) / a}} d r=\int_{R_{1}}^{c} \frac{q(r)}{1+e^{(r-c) / a}} d r+\int_{c}^{R_{s}} \frac{q(r) e^{-(r-c) / a}}{1+e^{-(r-c) / a}} d r= \\
\quad \sum_{m=0}^{\infty}(-1)^{m}\left[\int_{R_{1}}^{c} q(r) e^{m(r-c) / a} d r+\int_{c}^{R_{f}} q(r) e^{-(m+1)(r-c) / a} d r\right] . \tag{3.1}
\end{gather*}
$$

Further, separating out the first term of the first sum in eq.(3.1) and shifting the dummy index in the second sum (by setting $m+1=m^{\prime} \rightarrow m$ ) we find

$$
\begin{equation*}
I_{F}\left(R_{i}, R_{f}\right)=\int_{R_{\mathrm{t}}}^{c} q(r) d r+\sum_{m=1}^{\infty}(-1)^{m}\left[\int_{R_{\mathrm{t}}}^{c} q(r) e^{m(r-c) / a} d r-\int_{c}^{R_{f}} q(r) e^{-m(r-c) / a} d r\right] . \tag{3.2}
\end{equation*}
$$

We now assume that the function $q(r)$ can be expanded in a Taylor series around $r=c$

$$
\begin{equation*}
q(r)=\sum_{n=0}^{\infty} q^{(n)}(c) \frac{(r-c)^{n}}{n!} \tag{3.3}
\end{equation*}
$$

Substituting (3.3) into (3.2) and making the replacement $a z=r-c$ we get:

$$
\begin{gather*}
I_{F}\left(R_{i}, R_{f}\right)=\int_{R_{1}}^{c} q(r) d r+ \\
\sum_{n=0}^{\infty} \frac{q^{(n)}(c)}{n!} a^{n+1} \sum_{m=1}^{\infty}(-1)^{m}\left[(-1)^{n} \int_{0}^{\left(c-R_{1}\right) / a} z^{n} e^{-m z} d z-\int_{0}^{\left(R_{f}-c\right) / a} z^{n} e^{-m z} d z\right] \tag{3.4}
\end{gather*}
$$

or

$$
\begin{gather*}
I_{F}\left(R_{i}, R_{f}\right)=\int_{R_{1}}^{c} q(r) d r+\sum_{n=0}^{\infty} \frac{q^{(n)}(c)}{n!} a^{n+1}\left\{n!D_{n}+\right. \\
\left.\sum_{m=1}^{\infty} \frac{(-1)^{m}}{m^{n+1}}\left[(-1)^{n+1} \Gamma\left(n+1, m \frac{c-R_{i}}{a}\right)+\Gamma\left(n+1, m \frac{R_{f}-c}{a}\right)\right]\right\} \tag{3.5}
\end{gather*}
$$

where $\mathrm{S}(a, y)$ is the incomplete $\Gamma$-function defined by ([24], p.138):

$$
\begin{equation*}
\Gamma(\alpha, y)=\int_{y}^{\infty} e^{-t} t^{\alpha-1} d t \tag{3.6}
\end{equation*}
$$

When deriving eq.(3.5) we have used the relation:

$$
\begin{equation*}
\left[(-1)^{n}-1\right] \sum_{m=1}^{\infty}(-1)^{m} \int_{0}^{\infty} e^{-m t} t^{n} d t=\left[1-(-1)^{n}\right] \int_{0}^{\infty} \frac{t^{n}}{1+e^{t}} d t=n!D_{n} \tag{3.7}
\end{equation*}
$$

where $D_{n}$ is determined by (2.13). Then, using the decomposition

$$
\begin{equation*}
\Gamma(1+n, x)=n!e^{-x} \sum_{l=0}^{n} \frac{x^{l}}{l!} \tag{3.8}
\end{equation*}
$$

eq.(3.5) can be written as

$$
\begin{gather*}
I_{F}\left(R_{i}, R_{f}\right)=\int_{R_{1}}^{c} q(r) d r+\sum_{n=0}^{\infty} q^{(n)}(c) a^{n+1}\left\{D_{n}+\right. \\
\left.\sum_{l=0}^{n} \frac{1}{l}\left[(-1)^{n+1}\left(\frac{c-R_{i}}{a}\right)^{l} F\left(-e^{\frac{R_{i}-c}{a}}, n+1-l\right)-\left(\frac{R_{f}-c}{a}\right)^{l} F\left(-e^{\frac{c-R_{l}}{\sigma}}, n+1-l\right)\right]\right\} . \tag{3.9}
\end{gather*}
$$

Here according to ([20], p.45) the function $F(z, s)$ is determined by

$$
\begin{equation*}
F(z, l)=\sum_{m=1}^{\infty} \frac{z^{m}}{m^{l}}=z \Phi(z, l, 1) \tag{3.10}
\end{equation*}
$$

where $\Phi(z, l, 1)$ has the following integral representation:

$$
\begin{equation*}
\Phi(z, l, 1)=\frac{1}{\Gamma(l)} \int_{0}^{\infty} \frac{t^{l-1} e^{-t}}{1-z \mathrm{e}^{-t}} d t \tag{3.11}
\end{equation*}
$$

which is valid if either $|z| \leq 1, z \neq 1$ and $\operatorname{Re} l>0$ or $z=1$ and $\operatorname{Re} l>1$ (see eq. (3) in [20], p.43). Here $\Gamma(l)$ is the ordinary $\Gamma$-function. Note a compact form:

$$
\begin{equation*}
I_{F}\left(R_{i}, R_{f}\right)=\int_{R_{i}}^{c} q(r) d r+\sum_{n=0}^{\infty} q^{(n)}(c) a^{n+1}\left\{D_{n}+(-1)^{n} D_{n}\left(\frac{c-R_{i}}{a}\right)+D_{n}\left(\frac{R_{f}-c}{a}\right)\right\} \tag{3.12}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{n}(\beta)=\frac{2}{n!} \int_{\beta}^{\infty} \frac{t^{n}}{e^{t}+1} d t \quad(\beta \geq 0) \tag{3.13}
\end{equation*}
$$

Eq.(3.9) follows from (3.12) if one uses the geometric progression expansion in powers $e^{-t}$ for the denominator $\left[e^{t}+1\right]=e^{-t}\left[1+e^{-t}\right]^{-1}$ in the integrand of (3.13).

### 3.2 Integrals with the SF-function

It is convenient to use form (1.3) of the SF function. Thus we have only to calculate the integral which corresponds to the second term in (1.3). In this case no separation of the interval of integration is needed and we obtain after some algebra

$$
\begin{gather*}
\mathcal{J}^{(+)}\left(R_{i}, R_{f}\right) \equiv \int_{R_{i}}^{R_{f}} \frac{q(r)}{1+e^{(r+c) / a}} d r=\sum_{n=0}^{\infty} q^{(n)}(c) \frac{a^{n+1}}{n!} \\
\left\{\sum_{s=0}^{n} \frac{1}{s!}\left[\left(\frac{R_{f}+c}{a}\right)^{s} F\left(-e^{-\left(R_{f}+c\right) / a}, n+1-s\right)-\left(\frac{R_{i}+c}{a}\right)^{s} F\left(\sim e^{-\left(R_{t}+c\right) / a}, n+1-s\right)\right]\right\} \tag{3.14}
\end{gather*}
$$

The above result can be combined with the corresponding one of the previous section and therefore we obtain immediately the expansion of the integral with the SF distribution. However, it is more expedient to write the results obtained in a unified way, that is to write in a simple formula the expansion of both the F and SF -function, by introducing c , which is equal to 1 in the case of the SF function and 0 in the case of the usual F one. Thus, we write:

$$
\begin{equation*}
I\left(R_{i}, R_{f}, \epsilon\right)=\int_{R_{i}}^{R_{f}} q(r) f(r) d r=I_{F}\left(R_{i}, R_{f}\right)-\epsilon \mathcal{J}^{(+)}\left(R_{i}, R_{f}\right) \tag{3.15}
\end{equation*}
$$

where

$$
\begin{equation*}
f(r)=\frac{1}{1+e^{(r-c) / a}}-\epsilon \frac{1}{1+e^{(r+c) / a}}, \tag{3.16}
\end{equation*}
$$

and the final expression for the integral is written in both cases:

$$
\begin{gather*}
I\left(R_{i}, R_{f}, \epsilon\right)=\int_{R_{i}}^{c} q(r) d r+\sum_{n=0}^{\infty} \sum_{l=0}^{n} \frac{1}{n!l} a^{n+1} q^{(n)}(c)\left\{n!D_{n} \delta_{l, 0}+\right. \\
\left(\frac{R_{f}-c}{a}\right)^{l} F\left(-e^{-\frac{R_{f}-c}{a}}, n+1-l\right)-(-1)^{n}\left(\frac{c-R_{i}}{a}\right)^{l} F\left(-e^{-\frac{-\varepsilon-R_{i}}{a}}, n+1-l\right)+ \\
\left.c\left[\left(\frac{R_{f}+c}{a}\right)^{l} F\left(-e^{-\frac{R_{f}+c}{a}}, n+1-l\right)-\left(\frac{R_{i}+c}{a}\right)^{l} F\left(-e^{-\frac{R_{f}+c}{a}}, n+1-l\right)\right]\right\} \tag{3.17}
\end{gather*}
$$

In the special case in which $R_{i} \rightarrow 0$ and $R_{f} \rightarrow \infty$ the above formula is simplified, as follows:

$$
\begin{equation*}
I(0, \infty, c)=\int_{0}^{\infty} q(r) f(r) d r=\int_{0}^{c} q(r) d r+\sum_{n=0}^{\infty} q^{(n)}(c) a^{n+1}\left[D_{\mathrm{n}}+B_{\mathrm{n}}(c / a)\right] \tag{3.18}
\end{equation*}
$$

where $D_{n}$ are given by (2.13) and $B_{n}(c / a, \epsilon)$ is defined as follows:

$$
\begin{equation*}
B_{n}(c / a, \epsilon)=\sum_{l=0}^{n}\left[c(-1)^{l}-(-1)^{n}\right] \frac{1}{l!}\left(\frac{c}{a}\right)^{l} F\left(-e^{-c / a}, n+1-l\right) \tag{3.19}
\end{equation*}
$$

The preceding results have been obtained by expanding $q(r)$ around the point $r=c$.

In certain cases, altemative expansions may be more appropriate. For example. if we expand $q(r)$ around the point $r=0$

$$
\begin{equation*}
q(r)=\sum_{n=0}^{x} q^{(n)}(0) \frac{r^{n}}{n!} \tag{3.20}
\end{equation*}
$$

we obtain the following final result:

$$
\begin{align*}
& l\left(R_{i}, R_{f}, \prec\right)=\int_{R_{1}}^{R_{j}} \frac{q(r) d r}{1+c^{(r-c) / a}}-c \int_{R_{1}}^{R_{1}} \frac{q(r) d r}{1+c^{(r+r) / a}}=\int_{R_{1}}^{r} q(r) d r+ \\
& \sum_{n=0}^{\infty} q^{(n)}(0) a^{n+1}\left\{\sum _ { l = 0 } ^ { n } \frac { 1 } { ( n - l ) ! } \left[D_{l}\left(\frac{c}{a}\right)^{n-l}+\right.\right. \\
& \left(\frac{R_{i}}{r}\right)^{n-s}\left[r F\left(-c^{-\frac{+R_{s}}{n}} \cdot l+1\right)-(-1)^{l} r\left(-r^{-\frac{-M_{s}}{n}} \cdot l+1\right)\right]- \\
& \left.\left.\left(\frac{R_{f}}{c}\right)^{n-l}\left[c F\left(-c^{-\frac{c+R_{j}}{n}} \cdot l+1\right)-F\left(-c^{-\frac{k_{f}-t}{a}} \cdot l+1\right)\right]\right]\right\} . \tag{3.21}
\end{align*}
$$

This is again simplified in the case. When $R_{1} \rightarrow 0$ and $R_{f} \rightarrow \infty$. We obtain. by changing the frec index from 11 to m :

$$
\begin{align*}
& I(0, \infty, c)=\int_{0}^{\infty} q(r) f(r) d r=\int_{0}^{c} q(r) d r+\sum_{m=0}^{\infty} q^{(m)}(0) a^{m+1} \\
& \left\{\sum_{i=0}^{m} \frac{1}{(m-l)!} D_{l}\left(\frac{c}{a}\right)^{m-l}+\left[r-(-1)^{m}\right] r\left(-c^{-c / n} \cdot m+1\right)\right\} \tag{3.22}
\end{align*}
$$

In the special case in which $q(r)=r^{n}$, all the temes in the sum orer $m$ are wero. becanse of the derivatives of $q(r)$, except the one with $m=n$. since in this ase $q^{(2)}(0)=n$ !. Therefore, we find:

$$
\begin{align*}
& I_{n}(0, \infty)=\int_{0}^{\infty} r^{n} f(r) d r=\frac{r^{n+1}}{n+1}\left\{1+(n+1)!\left(\frac{a}{r}\right)^{n+1}\right. \\
& \left.\left[\sum_{l=0}^{n} \frac{1}{(n-l)!} D_{1}\left(\frac{c}{a}\right)^{n-1}+\left[r-(-1)^{n}\right] r\left(-c^{-\cdots / n} \cdot m+1\right)\right]\right\} \tag{3.23}
\end{align*}
$$

The following remarks can be made regarding this expression:
Firstly, in the case of the Fermi distribution $(1=0)$ it reduces to the result which follows from the general expression of the "lermi integral" $k, k(k) . k=(c / a)$ quoted by
 alizations $\mathbf{t o}$ non-integral values of $n$ efe in moment calculations have bere descussed in literature ([25], [26], [27]). Scondly, in the case of the Symmetriged femi distribution
 Permi distributiom has the advatage that all its cean moments are fer of exponembat
 That found in Soc. 2 , since when $n$ is even $q(r)=r$ as semmetre whe when $n$ is odd $q(r)$ is antisymmetric.

## 4 Treatment on the basis of Fourier transforms and the properties of the hypergeometric functions

### 4.1 The hypergeometric series for the typical Fermi integrals

The previous results have been based on the assumption that the function $q(r)$ may be expanded in a power series at a vicinity of the radius $r=c$. In this section we shall relax this assumption and consider the exponential Fourier transform ${ }^{3}$ :

$$
\begin{equation*}
q(r)=\mathcal{F}\{\bar{q}(p) ; r\}=(1 / 2 \pi) \int_{-\infty}^{\infty} \dot{q}(p) e^{i r p} d p \tag{1.1}
\end{equation*}
$$

In calculating the Fermi type integrals with such functions $q(r)$, for which the fourier transform exists one can use the following reptesentation for the Gauss hypergeometric function $F(a, b ; c ; z)([21]$, p.319):

$$
\begin{equation*}
\int_{0}^{x}\left(1-e^{-x}\right)^{\nu-1}\left(1-\beta e^{-x}\right)^{-\rho} e^{-\mu x} d x=B(\mu, \nu) F(\rho, \mu ; \nu+\mu ; \beta) \tag{4.2}
\end{equation*}
$$

where

$$
\operatorname{Re} \mu>0, \quad \operatorname{Rev}>0, \quad|\arg (1-\beta)|<\pi,
$$

and $B(x, y)$ is the beta function:

$$
B(x, y)=\frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)}
$$

Let us set $q(r)=e^{i p r}$ and calculate the integral $\int_{0}^{\infty} q(r) f_{F}(r) d r$. Obvjously, this is the case when in the more general expression (4.2) one scts $\mu=1-i p a, \nu=1, \rho=1$ and $3=-e^{c / 2}$. Therefore, one can obtain [28], [29]:

$$
\begin{equation*}
A_{F}(p)=\int_{0}^{\infty} \frac{e^{i p r}}{1+e^{(r-c) / a}} d r=a B(1-i p a, 1) e^{c / a} F\left(1,1-i p a ; 2-i p a ;-e^{c / a}\right) \tag{4.3}
\end{equation*}
$$

Furthermore, because for the applications in question $\exp (c / a)>1$ (or even $e^{c / a} \gg 1$ ) it is pertinent to transform (4.3) into

$$
\begin{equation*}
A_{F}(p)=\frac{\pi a}{i \sinh \pi p a} e^{i p c}+i p^{-1} \cdot F\left(1, i p a ; 1+i p a ;-e^{-(c / a)}\right) \tag{4.4}
\end{equation*}
$$

When deriving eq.(4.4) we have used one of the Kummer relations ([20], p.116, eq.(2)) for the hypergeometric series

$$
\begin{equation*}
F(1, b ; b+1 ;-z)=B_{1} z^{-1} F\left(1,1-b ; 2-b ;-z^{-1}\right)+B_{2} z^{-b}, \quad(|\arg z|<\pi) \tag{4.5}
\end{equation*}
$$

where

$$
B_{1}=\frac{\Gamma(b+1) \Gamma(b-1)}{\Gamma^{2}(b)}, \quad B_{2}=\Gamma(b+1) \Gamma(1-b)
$$

and the formula

$$
\begin{equation*}
\Gamma^{\prime}(b) \Gamma(1-b)=\frac{\pi}{\sin \pi b} \tag{4.6}
\end{equation*}
$$

Thus, the Fourier transform of the Fermi distribution has been expressed in terms of functions of well-known properties. One should emphasize that the exact result (4.4) reflects explicitly the interplay between the physical parameters involved, viz., the radius $c$. the diffuseness parameter $a$ and the "incident frequency" $p$. In many applications the latter plays the role of momentum transfer.

Formula (4.4) enables one to separate all at once the oscillating part of the form factor $A_{F}(p)$ (the first term in the r.h.s. of (4.4)) from a comparatively smooth $p$-dependence which is determined by its second term. Note that the separation has been achieved without those constraints inherent to the previous approaches (see Sect. 2 and 3). We see that the corresponding oscillations at $p c>1$ (the "edge" effect) have an exponential falloff generated by the factor $[\sinh \pi p a]^{-1} \sim \exp (-\pi p a)$ at $\dot{p} a \geq 1$ (the "surface diffuseness " effect).

Further, by using the definition

$$
\begin{equation*}
F(a, b ; c ; z)=1+\frac{a b}{c} \frac{z}{1!}+\frac{a(a+1) b(b+1)}{c(c+1)} \frac{z^{2}}{2!}+\ldots \tag{4.7}
\end{equation*}
$$

of the Gauss series, the smooth contribution to $A_{F}(p)$ can be splitted into the pole term $p^{-1}$ and an expansion in descending powers of an "effective" parameter $\exp \left(-\frac{c}{a}\right)<1$. The former is cancelled at $p=0$ with the same term which stems from $-i \pi a[\sinh \pi p a]^{-1} \exp (i p c)$, while the latter may not be disregarded even for the values of $c / a \gg 1$. In fact, at high frequences with $\pi a p \sim \frac{c}{a}$ all these exponentially small contributions get comparable to one another and the formula gives a systematic way to calculate each of them.

Now, we apply this result to evaluate the integral considered in Sec.3:

$$
\begin{equation*}
I_{F}\left(R_{i}, R_{f}\right)=\int_{R_{i}}^{R_{f}} \frac{q(r)}{1+e^{(r-c) / a}} d r=I_{F}\left(R_{i}, \infty\right)-I_{F}\left(R_{f}, \infty\right) \tag{4.8}
\end{equation*}
$$

with finite lower $R_{i}$ and upper $R_{f}$ limits which satisfy the condition $R_{i}<c<R_{f}$. Here

$$
\begin{equation*}
I_{F}(R, \infty)=\int_{R}^{\infty} \frac{q(r)}{1+e^{(r-c) / c}} d r=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d p \bar{q}(p) A_{F}(p, R) \tag{4.9}
\end{equation*}
$$

with the function $q(r)$ being replaced by its exponential Fourier transform. Again the problem reduces to the following:

$$
\begin{equation*}
A_{F}(p, R)=\int_{R}^{\infty} \frac{e^{i p r}}{1+e^{(r-c) / a}} d r=e^{i p R} \int_{0}^{\infty} \frac{e^{i p r}}{1+e^{(r-c+R) / a}} d r \tag{4.10}
\end{equation*}
$$

By using (4.3) one gets

$$
\begin{equation*}
A_{F}(p, R)=a B(1-i p a, 1) e^{i p R} e^{(c-R) / a} F\left(1,1-i p a ; 2-i p a ;-e^{(c-R) / a}\right) \tag{4.11}
\end{equation*}
$$

Two cases should be considered, namely: $R<c$ and $R>c$.

## Case i) $R<c$

In this case it is convenient to convert the hypergeometric function of (4.11) into the corresponding hypergeometric series (cf., the transition from (4.3) to (4.4)). Thus we have

$$
\begin{align*}
& A_{F}(p, R)=\epsilon^{i p R}\left\{\frac{\pi a}{\sin (\pi i p a)} e^{i p(c-R)}+\frac{i}{p} F\left(1, i p a ; 1+i p a ;-e^{-(c-R) / a}\right)\right\}= \\
& e^{i p R}\left\{\frac{\pi a}{\sin (\pi i p a)} e^{i p(c-R)}-\frac{1}{i p}+\frac{a}{1+i p a} e^{-(c-R) / a}+O\left(e^{-2(c-R) / a}\right)\right\}, \tag{4.12}
\end{align*}
$$

or omitting the terms of higher order in $e^{-(c-R) / a}$ we obtain

$$
\begin{equation*}
A_{F}(p, R)=\pi a H(\pi i p a) e^{i p c}+\int_{R}^{c} \epsilon^{i p r} d r+e^{i p R} \frac{a}{1+i p a} e^{-(c-R) / a}, \tag{4.13}
\end{equation*}
$$

where the function $H(z)=\sin ^{-1} z-z^{-1}$ is the function considered in Sec.2. Substituting (4.13) into (4.8) and preserving the exponential Fourier transform in $r$-space we arrive at the expression

$$
\begin{equation*}
I_{F}(R, \infty)=\pi a \mathcal{F}\{\bar{q}(p) H(\pi i p a) ; c\}+\int_{R}^{c} q(r) d r+a \mathcal{F}\left\{\frac{\bar{q}(p)}{1+i p a} ; R\right\} e^{-(c-R) / a} \tag{4.14}
\end{equation*}
$$

Case ii) $R>c$ :
In this case eq. (4.11) includes the hypergeometric series directly from the beginning and therefore

$$
\begin{equation*}
A_{F}(p, R)=\frac{a}{1-i p a} e^{i p R} e^{-(R-c) / a} F\left(1,1-i p a ; 2-i p a ;-e^{-(R-c) / a}\right) \tag{4.15}
\end{equation*}
$$

If the parameters involved meet the inequality $e^{-(R-c) / a} \ll 1$ we find

$$
\begin{equation*}
A_{F}(p, R)=\frac{a}{1-i p a} e^{i p a} e^{-(R-c) / a} \tag{4.16}
\end{equation*}
$$

and finally making the same substitutions as in the case i) we get for $I_{F}(R, \infty)$ :

$$
\begin{equation*}
I_{F}(R, \infty)=a \mathcal{F}\left\{\frac{\bar{q}(p)}{1-i p a} ; R\right\} e^{-(R-c) / a} \tag{4.17}
\end{equation*}
$$

Combining eq.(4.14) and cq.(4.17) we get

$$
\begin{gather*}
I_{F}\left(R_{i}, R_{f}\right)=\pi a \mathcal{F}\{\bar{q}(p) ; c\}+\int_{R_{i}}^{c} q(r) d r+ \\
a \mathcal{F}\left\{\frac{\bar{q}(p)}{1+i p a} ; R_{i}\right\} e^{-\left(c-R_{i}\right) / a}-a \mathcal{F}\left\{\frac{\ddot{q}(p)}{1-i p a} ; R_{f}\right\} e^{-\left(R_{f}-c\right) / a} \tag{4.18}
\end{gather*}
$$

As an illustration of this method we cualuate the generalized $n-1 /$ moment for the F distribution:

$$
\begin{equation*}
<r^{n}>\left.\right|_{R_{1}} ^{R_{f}}=\int_{R_{1}}^{R_{f}} \frac{r^{n}}{1+e^{(r-c) / a}} d r \tag{4.19}
\end{equation*}
$$

To this point mote that.

$$
\begin{equation*}
\left\langle r^{n}>\left.\right|_{R_{1}} ^{R_{f}}=(-i)^{n}\left[A_{f}^{(n)}\left(0 . R_{i}\right)-A_{F}^{(n)}\left(0 . R_{f}\right)\right]\right. \tag{4.20}
\end{equation*}
$$

where $A_{F}^{(n)}(0, R)$ denotes the n-order derivative of the integral $(1.10)$ at the point $p=0$. Finally the following result is obtained:

$$
<r^{n}>\left.\right|_{R_{1}} ^{R_{f}}=\frac{c^{n+1}-R_{i}^{n+1}}{n+1}+a \sum_{l=0}^{n} \frac{n!}{l!} a^{n-1}\left\{c^{l} D_{n-l}+(-1)^{l} R_{i}^{l} c^{-\left(r-R_{1}\right) / a}-R_{f}^{l} t-\left(R_{j}-i\right) / a\right\}
$$

with ( $n-l$ ) odd.
We point out that the formbe hold if one neglects the exponemtalle small coms ributions to the series ( 4.12 ) and (4.15). If only one of the limits $R_{2 . f}$ is close to 6 then one needs to employ the general expressions for these series.

In the case when $R_{i} \rightarrow 0$ and $R_{f} \rightarrow \infty$ eq.(4.21) yolds the ordinary $n$th moment:

$$
\begin{equation*}
<r^{n}>_{r}=a n!\sum_{l=0}^{n} \frac{c^{l}}{l!} a^{n-1} D_{n-l}+\frac{c^{n+1}}{n+1}+n!a^{n+1} c^{-i / a} \tag{4.22}
\end{equation*}
$$

It follows from (4.22) that:

$$
\begin{gather*}
<r^{2}>_{F}=r^{3} / 3+2 a^{2} c D_{1}+2 a^{3} c^{-r / 4}  \tag{4.23}\\
<r^{4}>_{F}=c^{5} / 5+4 a^{2} c^{3}\left[D_{1}+2\left(\frac{a}{r}\right)^{2} D_{3}\right]+2 \cdot a^{5} c^{-c^{1 / a}} . \tag{4.24}
\end{gather*}
$$

### 4.2 A "closed form" expression for the generalized symmetrized Fermi integral

According to the decomposition (1.3) the integral of interest

$$
I_{S F}\left(R_{i}, R_{j}\right)=\int_{R_{i}}^{R_{j}} q(r) \int_{\mathrm{N}} r(r) d r
$$

can be writien as

$$
\begin{equation*}
I_{S F}\left(R_{i}, R_{f}\right)=I_{F}\left(R_{i}, R_{f}\right)-\mathcal{J}^{(+)}\left(R_{i}, R_{f}\right) \tag{4.26}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{J}^{(+)}\left(R_{i}, R_{j}\right)=\int_{R_{1}}^{R_{j}} \frac{q(r)}{1+c^{(r+r) / a}} d r . \tag{4.27}
\end{equation*}
$$

Similarly as in subsection 4.1 the evaluation of the gexeralized form factors ( 1.2 S ) (ant be reduced to the integrals $A_{H} \cdot(p, R)$ and

$$
\begin{equation*}
\mathcal{A}^{(+)}(p, R)=\int_{R}^{\infty} \frac{e^{i p r}}{1+c^{(r+r) / 4}} d r . \tag{4.28}
\end{equation*}
$$

Using eq.(4.2) we find:

$$
\mathcal{A}^{(+)}(p, R)=-\frac{a c^{i p h}}{1-i p a} c^{-(c+l i) / a} r\left(1,1-i p m: 2-i p a ;-e^{-(i+l i) / a}\right)
$$

or if the higher order terms (i.e., $O\left(\epsilon^{-2(r+R) / c}\right)$ ) are omitied then we have

$$
\begin{equation*}
\mathcal{A}^{(+)}(p, R)=-\frac{a}{1-i p a} e^{-(c+R) / a} \tag{1.30}
\end{equation*}
$$

Combining eq.(4.12) with cq.(4.29) one gets:

$$
\begin{gather*}
A_{S F}(p ; R)=A_{F}(p, R)-\mathcal{A}^{(+)}(p, R)= \\
e^{i p R}\left\{\frac{\pi a}{i \sinh \pi p a} e^{i p c}+\frac{i}{p}+\frac{a}{1+i p a} e^{-(c-R) / a} F\left(1,1+i p a ; 2+i p a ;-c^{-(c-R) / a}\right)\right. \\
\left.-\frac{a}{1-i p a} e^{-(c+R) / a} F\left(1,1-i p a ; 2-i p a ;-e^{-(c+R) / a}\right)\right\} \tag{4.31}
\end{gather*}
$$

In deriving this formula we have used the relation:

$$
\begin{equation*}
F(1, b ; b+1 ; z)=1+\frac{b}{b+1} z F(1, b+1 ; \ddot{b}+2 ; z) \tag{4.32}
\end{equation*}
$$

Putting in (4.31) $R=0$ we find for the "standard" form factor the following expression:

$$
\begin{equation*}
I_{S F}(p)=\operatorname{Re} A_{S F}(p ; 0)=\pi a \frac{\sin p c}{\sinh \pi p a} \tag{4.33}
\end{equation*}
$$

The approach described in this section is an alternative way to evaluate the integrals in question. The following comments can be made: (a) It is relied on the well known results of the theory of special functions and can be presented in a mathematically compact form. (b) We have managed to bypass the too strong assumption (2.12). (c) The corrections of any order in $\exp (-c / a)$ may be evaluated in a systematic manner.

## 5 Applications and discussion

In this section we consider certain specific cases and we also give the results of numerical calculations related to nuclear physics problems.

First, let us estimate the effect of the exponentially small contributions to the relation between the parameters $c$ and $a$, which follows from the normalization of the nucleon density $\rho(r)=\rho_{0} f(r)$, where $f(r)$ is given by (3.16) for nucleus of $A$ nucleons [2], [31]:

$$
\begin{equation*}
4 \pi \rho_{0} \int_{0}^{\infty} f(r) r^{2} d r=A \tag{5.1}
\end{equation*}
$$

Using formula (3.23) we obtain

$$
\begin{equation*}
c^{3}+(\pi a)^{2} c+6(c-1) a^{3} F\left(-e^{-c / a}, 3\right)=r_{0}^{3} A \tag{5.2}
\end{equation*}
$$

or teglecting the corrections of the $\exp (-2 c / a)$-order and higher

$$
\begin{equation*}
c^{3}+(\pi a)^{2}+6(1-\epsilon) a^{3} e^{-c / a}=r_{0}^{3} A \tag{5.3}
\end{equation*}
$$

where $r_{0}^{3}=3 /\left(4 \pi \rho_{0}\right)$. Eq. (5.3) with $c=0$ follows also from (4.23). It is clear again that for the SF function there are no exponential terms. In such a case, or if they are negligible
in the case of $F$ function the above third order equation, which is of the same form as in the case of the trapezoidal distribution [32] can be solved for $c$, which is then expressed in terms of $a$ and $r_{0}$ (that is $\rho_{0}$ ):

$$
\begin{equation*}
c=\left(\frac{1}{2}\right)^{1 / 3} r_{0} A^{1 / 3}\left[(1+b)^{1 / 3}+(1-b)^{1 / 3}\right] \tag{5.4}
\end{equation*}
$$

where

$$
b=\left[1+\frac{4}{27}\left(\frac{\pi a}{r_{0} A^{1 / 3}}\right)^{6}\right]^{1 / 2} .
$$

In the case of the Fermi distribution $(\epsilon=0)$ an improved expression for $c$ may be obtained, if the exponential terms (which are assumed to be small) are not completely neglected but are estimated using an approximate expession for $c: c=c_{a p}$, such as $c=r_{0} A^{1 / 3}$ or expression (5.4). Then the improved expression for $c$ is given again by (5.4), but instead of $r_{0}$ the quantity

$$
\begin{equation*}
r_{0}^{\prime}=r_{0}\left[1-(6 / A)(\epsilon-1) a^{3} F\left(-e^{-c_{a p} / a}, 3\right)\right]^{1 / 3} \tag{5.5}
\end{equation*}
$$

appears. It is easily shown that the normalized Fermi distribution corrected by the small terms of the $\exp (-c / a)$-order looks like

$$
\begin{equation*}
\rho_{F}(r)=\frac{\rho_{0}^{c}}{1+\exp \frac{r-c}{a}}, \quad \rho_{0}^{c}=\rho_{0}^{F}[1+\delta] \tag{5.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho_{0}^{F}=\frac{3 A}{4 \pi c^{3}}\left[1+\frac{\pi^{2} a^{2}}{c^{2}}\right]^{-1}, \quad \delta=-6 \frac{a^{3}}{c^{3}} e^{-c / a} \tag{5.7}
\end{equation*}
$$

We also note that the central density $\rho(0)$ of the nucleus may be expressed in terms of the half-density radius $c$ and of the diffuseness parameter $a$, as follows, by using (3.16):

$$
\begin{equation*}
\rho(0)=\frac{3}{4 \pi r_{0}^{3}}\left[\frac{1}{1+e^{-c / a}}-\frac{\epsilon}{1+e^{c / a}}\right], \tag{5.8}
\end{equation*}
$$

where

$$
\begin{equation*}
r_{0}^{3}=\frac{c^{3}}{A}\left[1+(\pi a / c)^{2}+6(\epsilon-1)(a / c)^{3} F\left(-e^{-c / a}, 3\right)\right] \tag{5.9}
\end{equation*}
$$

Finally, the m.s. radius of the nuclear density

$$
\begin{equation*}
<r^{2}>_{F}=\frac{\int r^{2} \rho(r) d \vec{r}}{\int \rho(r) d \vec{r}}=\frac{\int_{0}^{\infty} r^{4} f(r) d r}{\int_{0}^{\infty} r^{2} f(r) d r} \tag{5.10}
\end{equation*}
$$

is expressed in terms of $c$ and $a$ as follows:

$$
\begin{equation*}
<r^{2}>_{F}=\frac{c^{2} 3+10(\pi a / c)^{2}+7(\pi a / c)^{4}+3 \cdot 5!(\epsilon-1)(a / c)^{5} F\left(-e^{-c / a}, 5\right)}{1+(\pi a / c)^{2}+3!(\epsilon-1)(a / c)^{3} F\left(-e^{-c / a}, 3\right)} \tag{5.11}
\end{equation*}
$$

It is observed that in the limit $a \rightarrow 0$ the above expression reduces to the well-known expression of the m.s. radius of the uniform distribution $<r^{2}>_{u}=(3 / 5) c^{2}$. Furthermore,
in case of the symmetrized Fermi distribution ( $\epsilon=1$ ) we obtain the following exact expression (see, e.g., \{33]):

$$
\begin{equation*}
<r^{2}>_{S F}=\frac{3}{5} c^{2}\left[1+\frac{7}{3}\left(\frac{\pi a}{c}\right)^{2}\right] . \tag{5.12}
\end{equation*}
$$

For the Fermi distribution such an expression holds approximately, as long as the exponential terms are small, which is the case even for light nuclei. A carefull calculation for ${ }^{10} \mathrm{Ca},{ }^{12} \mathrm{C}$ (with the parameters $c$ and $a$ from [2]) and for ${ }^{6} L i,{ }^{4} I / e$ (with parameters $c$ and $a$ from [34]) has shown that the corresponding corrections to the r.m.s. radii of the nuclear densities are: ${ }^{40} \mathrm{Ca}: 3.310^{-5} ;{ }^{12} \mathrm{C}: 8.110^{-5} ;{ }^{4} \mathrm{Li}: 6.910^{-3}$ and ${ }^{4} \mathrm{He}: 1.210^{-3}$, i.e., do not exceed $0.05 \%$.

Finally we consider, for the above nuclei the influence of the exponential terms in the values of $r_{0}^{3}$. These values are given in Table 1.

Table 1

| Nucleus | $r_{0}^{3}$ <br>  <br> With exp. terms | $r_{0}^{3}$ <br> Without exp. terms |
| :--- | :--- | :--- |
| ${ }^{16} \mathrm{Ca}$ | 1.496 | 1.496 |
| ${ }^{12} \mathrm{C}$ | 1.379 | 1.379 |
| ${ }^{6} \mathrm{Li}$ | 1.312 | 1.285 |
| ${ }^{4} \mathrm{He}$ | 0.919 | 0.915 |

It is seen that the effect of the exponential terms in the value of $r_{0}$ depends on the nucleus, but is still very small, although somewhat larger in comparison with that in the r.m.s. radii.

We consider now the generalized Fermi-type integral $\int_{0}^{R_{f}} f(r) r^{2} d r$. The physical interest in integrals of this or other similar forms, such as $\int_{0}^{R_{f}} f(r) r^{4} d r$, originates from the equation which determines the value $R_{0}: R_{M}[35]$ of an harmonic oscillator ( HO ) potential

$$
\begin{equation*}
V_{H O}(r)=-D+D \frac{r^{2}}{R_{M}^{2}} \tag{5.13}
\end{equation*}
$$

which approximates a given Woods-Saxon (or symmetrized Wood-Saxon) mucleon-mucleus or A-nucleus potential; $V_{W S}(r)=-D f(r)$ (that is with $f(r)$ given by (3.16) in a sort of "best approximation in the mean" (in the nuclear interior and to some cxtent in the region of nuclear surface)):

$$
\begin{equation*}
\left[\frac{2}{15}+\frac{1}{4} f^{2}\left(R_{M}\right)\right] R_{M}^{3}=\int_{0}^{R_{M}} f(r) r^{2} d r \tag{5.14}
\end{equation*}
$$

More precisely, the value $R_{0}=R_{M}$, determined by the above equation minimizes we integral \{35]:

$$
\begin{equation*}
J_{0}\left(R_{0}\right)=\int_{0}^{R_{0}}\left|V_{W S}(r)-V_{H O}(r)\right|^{2} d r \tag{5.15}
\end{equation*}
$$

provided that

$$
\begin{equation*}
f\left(R_{M}\right)<\left[\frac{2}{5}+\frac{3}{2} f^{2}\left(R_{M}\right)\right]+\left.\frac{R_{M}}{4} \frac{d f^{2}\left(R_{0}\right)}{d R_{0}}\right|_{R_{0}=R_{M}} \tag{5.16}
\end{equation*}
$$

Tle above procelure may be used in detemining the variation with the mass mumber of the core mucleus $A_{c}=A$ of the harmonic oscillator energy level spacing for a mucleon: $h w_{N}$ or for a A-particle: $h w_{A}$, since the spring constant is given by $\left.k=\mu x^{2}=(2 l) / R_{0}^{2}\right)$ and therefore

$$
\begin{equation*}
h w=\left[\frac{h^{2}}{\mu} 2 D\right]^{1 / 2} \frac{1}{R_{M}} \tag{5.17}
\end{equation*}
$$

where $\mu$ is the reduced mass of the mucleon (or $A$-particle)-core system. Such a treatment has also been considered recently for atomic clusters [36]. [3i].

In order to find the value of $R_{M}$ which is needed. one has to solve eq. (5.1.1) and 1.herefore to calculate the infegral $\int_{0}^{R_{f}} f(r) r^{2} d r$ for various values of $R_{f}$ atd choose that one for which ce. (5.14) is satisfied. This can be done cither bey means of a subroutine for the computation of ine egrals or by means of the releam formula of section 3. The later procedure is in a way preferable since it can lead to an approximate analytic solution of eq. (5.14) and therefore to a fommata for the variation of has with the mass mumber. in terms of the particle mass and the parameters of the Woods-Saxon (or symmetrized Woods-Saxon) potemial. In such a procedure it is of interest to know the magnitute of the exponential tems, in order fobe sure that their omission or approximate evaluation is justified. This is expected to be the case from the results of ref [ 35$]$. We further elaborate on this point here According to eq. ( $(2.21)$ the integral in guestion is cqual to:

$$
\begin{align*}
& I_{2}\left(0, R_{f}\right)=\int_{0}^{R_{f}} r^{2} f(r) d r=\left(c^{3} / 3\right)\left[1+(\pi a / c)^{2}+(]\right.  \tag{5.1s}\\
& \quad\left(=6 \frac{a^{3}}{c^{3}}\left\{c^{-c / a}-c^{-\left(R_{f}-c\right) / a}\left[1+\frac{R_{f}}{a}+\frac{l_{f}^{2}}{2 a^{2}}\right]\right\}\right. \tag{i.119}
\end{align*}
$$

Substitution of (5.18) with $R_{f}=R_{M}$ into ( 5.14 ) loads to the following cquation for the determination of $R_{M}$

$$
\begin{equation*}
\left[(2 / 5)+(3 / 4) f^{2}\left(R_{M}\right)\right]\left(R_{M} / c\right)^{3}=1+(\pi a / c)^{2}+C \tag{5.20}
\end{equation*}
$$

We consider as an example the hypermucleus ${ }_{A}^{13}(?$ and we use a Woods-Saxon I-mendens potential with parameters $[35] \mathrm{D}=28.3 \mathrm{McV}, r_{0}=1.205 \mathrm{fm}$ and $a=0.35 \mathrm{fm}$ which
 using as half-depth radius $c$ the expression (5.1) (see ref.[35] Cor more details) We note that for ${ }_{1}^{13} \mathrm{C}$ the value of $c$ is 2.613 fm .
ln Table 2 the values of the integral $I_{2}\left(0, R_{f}\right)$ are given for various values of $R_{f}=c$. along with the contribution of the nom exponemial and exponential terms. as well as the percentage contribution of the latter. It is secon that as $R_{f}$ decrases the exponemtal terms become more important. Forfmately for $h_{f}=R_{M}$ their cout ribution is small. The magnitude of these terms depends also on the hypermeleus considered. being langer for the lighter mucles, and also on the potential parameters.

Table 2

| Values of <br> $R_{f}>c$ | Values of <br> $I_{2}\left(0, R_{f}\right)$ | Values of non- <br> exponential <br> terms | Contribution <br> of exponential <br> terms | Percentage <br> contribution |
| :--- | :--- | :--- | :--- | :--- |
| .5 .0 | 6.988 | 6.999 | -0.011 | 0.16 |
| 4.0 | 6.873 | 6.999 | -0.126 | 1.83 |
| $R_{M}=3.693$ | 6.741 | 6.999 | -0.258 | 3.80 |
| 3.0 | 5.846 | 6.999 | -1.153 | 19.71 |
| 2.7 | 5.027 | 6.999 | -1.972 | 39.22 |
| 2.613 | 4.740 | 6.999 | -2.248 | 47.44 |

If the potential parameters of ref. [38] are used, that is $D=28.0 \mathrm{McV}, r_{0}=1.128 \mathrm{fm}$, $c=A^{1 / 3} 1.128\left(1+\frac{0.439}{1.128} A^{-2 / 3}\right) \int m, a=0.6 \mathrm{fm}$, we obtain somewhat larger exponential terms (sce table 3). In this case, for ${ }_{A}^{13} C, c=2.774 \mathrm{fm}$.

Table 3

| Values of <br> $R_{f}>c$ | Values of <br> $I_{2}\left(0, R_{f}\right)$ | Values of non- <br> exponential <br> terms | Contribution <br> of exponential <br> terms | Percentage <br> Contribution |
| :--- | :--- | :--- | :--- | :--- |
| 5.0 | 9.946 | 10.403 | -0.457 | 4.59 |
| $R_{M}=4.273$ | 9.258 | 10.403 | -1.145 | 12.72 |
| 4.0 | 8.820 | 10.403 | -1.583 | 17.94 |
| 3.0 | 6.0254 | 10.403 | -4.378 | 72.66 |
| 2.9 | 5.653 | 10.403 | -4.749 | 84.01 |
| 2.775 | 5.177 | 10.403 | -5.206 | 100.55 |

The fact that the exponential terms and also (1/4) $f^{2}\left(R_{f}\right)$ are usually small for $R_{f}=$ $R_{M}$ makes it possible to obtain to a good approximation an analytic solution [35] of the equation (5.14), by omitting these terms:

$$
\begin{equation*}
R_{0}=R_{M}^{(0)}=\left(\frac{5}{2}\right)^{1 / 3} c\left[1+\left(\frac{\pi a}{c}\right)^{2}\right]^{1 / 3} . \tag{5.21}
\end{equation*}
$$

Furthermore, improved analytic expressions can be derived, if instead of omitting these terms we estimate them by using an approximate expression for $R_{M}\left(R_{M} \simeq R_{M}(0)\right.$ )., e.g.

$$
\begin{equation*}
R_{M}^{(1)}=c\left[\frac{1+(\pi a / c)^{2}+C}{(2 / 5)+(3 / 4) f^{2}\left(R_{M}^{(0)}\right)}\right]^{1 / 3} \tag{5.22}
\end{equation*}
$$

This procedure may be iterated until self-cosistency is achieved to a desirable accuracy: It should be noted that exponential terms exist in this case even for a symmetrized WoodsSaxon potential $(c=1)$. In Table 4 the various values of $R_{M}^{(n)}$ which are obtained by means of the above mentioned iteration procedure with the corresponding values of $k \omega$ are shown in the case of ${ }_{A}^{13} \mathrm{C}$ using the potential parameters of $c=2.7 \mathrm{fm}, r_{0}=1.423 \mathrm{fm}$ of ref.[35] for the Woods-Saxon potential.

Table 4

| $n$ | $R_{.1}^{n} f m$ | $h_{u} . . h(V$ |
| :--- | :--- | :--- |
| 0 | 4.2730 |  |
| 1 | 4.0951 | 11.316 |
| 2 | 4.0447 | 11.458 |
| 3 | 4.0277 | 11.506 |
| 4 | 4.0216 | 11.524 |
| 5 | 4.0194 | 11.529 |
| 6 | 4.0186 | 11.532 |
| 7 | 4.0183 | 11.533 |
| 8 | 1.0182 | 11.533 |
| 9 | 1.018 .2 | 11.533 |

From the analysis of this section and from the remarks made in the previons ones it is clear that the exponential terms are not neglibighe in cortain cases.

## References

[1] R. Hofstadier, Nuckar and mucleon structure. Benjamin. Inc. p.315. N.). (1963).
[2] R.L.B. Filion, Nuclear sizes, Oxford liniversity Press. (1960).
[3] II.Uberall, Flectron Scatering from Complex Nuclei. Parn A. Mead.leress (1971).
[4] R. Barett and Japhene Jackson, Nuclear sizes and structure. Intern. Series of Monographs on Physics, (Clarendon Press, Oxford (197i).
[5] I.Zh.Petkov, V.K.Lukyanov, Yu.S.Pol, Yad. J'iz. 4 (1966) 57: (Sov..J.Nucl.Jhys. 4 (1967) 41).
[6] A. Bohr and 13. Mottelson, Nuclear Structure, Benjamin. N(. Advanced book program reading, Massachusetts, London (1975).
[7] J.A. MeIntyre, K.II. Wang and I.C. Becker, llys. Rev 114 (1960) 1337.
[8] b) W.E. Frahn and R.H. Ventor, Ann. Phys. 2.1 (1963) 23.4.
[9] F.V. Inopin, Sov. Phys. JFTP 21 (1965) 1090.
[10] 'T.F.O. Bricson, Preludes in Theoretical Physies, ed. A. De-Shatit. H. Powharh and 1. Van llove (North-Holland, Amsterdam, 1966) p. 321.
[11] A.V. Shebeko, Sov. J. Nucl. Phys. 5 (196i7) 543.
[12] Yu.N.Eldyshov, V.K.lukyanov, Yu.S.Pol, Yad. Hiz. 16 (1972) 506.
 Dubua (1972).
[14] 13. Buck and A. Pilt, Nucl. Phys. A280 (197a) 133.
[15] M.E. Grypeos. G.A. Lalazissis, S.E. Nassen and C.I'. Panos. J. Phys. (i: Nucl. Part. Phys. 17 (1991) 1093.
[16] D.W.L. Sprung and J. Matorell. J. Phys. A: Math. Gon. 30 (1997) 6525.
[17] V.K. Lukyanov. J. Phys. G: Nucl. Part. Phys. 21 (1995) 145.
[18] L.D. Landau and E.M. Lifshitz, Course of Theoretical Physics, Statistical Physics, Vol. 5, Pergamon Press, (1959).
[19] S.N.Levin, Quantum Physics of Electronics, The Macmillan Company, N. Y., (1965).
[20] H. Bateman, Editor A. Erdelyi, Higher Transcendental Functions, Vol.I, McGraw-Mill Company, Inc: London (1953).
[21] I.Gradstein and I.Ryzik, Tables of Series, Products and Integrals, 1987 (H.Deutsh) (Engl. transl.)
[22] I.M.Gel'fand and G.E.Shilov. Generalized Functions. v.1, Fizmatgiz, M., 1958.
[23] Khin Maung Maung, P.A. Deutehman, W.D. Royalts, Can.J.Phys. 67 (1989) 95.
[24] H. Bateman, Editor A. Erdelyi, Higher Transcendental Functions, Vol.II, Mc GrawHill Company, Inc, London (1953).
[2.)] J.Treiner, H.Krivine and O.Bohigas, Nucl.Phys. A371 (1981) 253.
[26] H.Krivine, J.Treiner, J.Math.Phys. 22 (1981) 2484.
[27] F.J.Fernandez Velicia, J.Phys.A: Math.Gen. 20 (1987) 2293.
[28] A.V.Shebeko, Yad.Fiz. 25 (1977) 747.
[29] V.V.Kotlyar,A.V.Shebeko, Yad.Fiz. 34 (1981) 370.
[30] G. Arfken, Mathematical Methods for Physicists, Academic Press, London (1970).
[31] C.B.Daskaloyannis et al, Phys.Lett. 121B (1983) 91.
[32] M.F. Grypeos and C.P. Panos, Intr. Jour. of Theor. Phys. 26 (1987) 583.
[33] W.F. Hornyak, Nuclear Structure, Academic Press, New York (1975).
[34] V.V. Burov, J).N. Kadrev, V.K. Lukyanov and Yu. S. Pol', (to published in Phys of Atom. Nucl.).
[3.5] M.F: Grypeos, G. A. Jalazissis, S. E. Massen and C. P. Panos, Il Nuovo Cimento, 102A (1989) 44.5.
[36] M.F:. Cirypeos and B.A. Kotsos, J.Phys.B: Condensed matter 29 (1996) L 473.
[37] 13.A.Kot.sos, M.E.(irypeos, Physica B 229 (1997) 173.
[38] 1).J. Millener, (..I3. Jover and A. Gal, Phys. Rev.C 38 (1983) 2700.
Reccived by Publishing Department on March 31, 1998.


[^0]:    ${ }^{1}$ Aristotle University of Thessaloniki, Department of Theoretical Physics, Thessaloniki, Greece
    ${ }^{2}$ NSC Kharkov Institute of Physics and Technology, 310108 Kharkov, Ukraine
    *A first report of this work was given at the European Conference «Advances in Nuclear Physics and Related Areas», July, 1997, Thessaloniki, Greece

