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Fermion Localization and Causality
The velocity of a fermion (neutrino) propagation from its source to its detector is investigated. It is shown that a simple approach to the problem in terms of the quantum packet spreading (Hegerfeldt et al.) is not applicable because the fermion cannot be localized in a bounded space region. Another approach is elaborated which uses relativistic quantum field description of the fermion source and detector. It is demonstrated that the velocity of the fermion propagation does not exceed the light velocity $C$ within the precision of the source and detector localization.

The investigation has been performed at the Laboratory of Theoretical Physics, JINR.

Relativistic quantum theory has a trouble, its simplest manifestation being the instantaneous epreading of the free particle packet. Let the particle be localized somehow in a bounded region $V_{S}$ at a moment $t=0$. Immediately after the moment the particle can be found in a region $V_{D}$, separated from $V_{S}$ by an arbitrary distance $R$, see ev.g. /I-8/. This means that it is possible to transmit a signal from $V_{S}$ to $V_{2}$ with the superluminary velocity. So one deals here with the problem of compatibility of the basic postulates of quantum theory and epecial relativity.

The acausal probability to find the particle at $V_{y}$ at $t<R / c$ turns out to be very emall if $(\mathbb{R}-c t)$ exceeds the particle compton wave-length $\quad \lambda=\mathrm{h} / \mathrm{mc}$, see $19,5 \%$ Therefore, the acausality is particularly prominent in the cases of low mass (or maseless) particles such as the photon or the neutrino. As to the photon, one meets problems with its localization, see e.g. /IO,II/; so the photon packet spreading problem 1 s 111 defined. In spite of this the velocity of the photon propagation has been investigated since 1930 by using a more realistic approach than in $/ I-9 /$. For instance, an excited atom localized in $V_{5}$ was considered as a photon source. Another (unexcited) atom localized in $V_{B}$ served as a photon detector. For the relevant papers, see /I2/. The list of references of this review can be supplemented by the papers 1I3-2I/. The result of these investigations can be formulated as follows: if the problem is properly stated and accurately calculated, then the velocity of the signal transmission by means of the photon does not exceed the velocity $C$.

Let us stress that the problem arises only if particle observables are involved. The quantum fielde and observables constructed In their terms (e.g., electric and magnetic flelds, momentum and energy densities of the field, current density) behave causally in local theorles, see, e.g., $/ 22,12,23 /$. However, this does not secure the causal behaviour of the observables constructed from the positive energy parts of the fields, i.e. observables pertinent to the particle interpretation of quantum fields.

Here I investigate the propagation of a fermion, using neutrino as an example. Several possible statements of the problem are given in Sect. I In the order of increasing generality. It is shown in Sect. 2 why the simplest variants used in $/ I-5 /$ and $/ 6 /$ cannot be exploited in the fermion case. The reason is that the free Dirac's
fermion cannot be strictly localized in a bounded region. An approximate or "effective" localization of the fermion is possible but only within the precision not exceeding the fermion Compton wave-length $\lambda$

Sect. 3 presents my approach. As in the photon case, it is grounded on the possibility of effective locallzing the nonfree fermion within a region with dimension much less than $\lambda$ For instance, the electron or neutrino originating from $\beta$ radioactive nucleus are emitted from the nucleus volume ,ita dimension being much smaller than $\lambda_{e}$ or $\lambda_{\nu}$. To describe the processes of neutrino creation in $V_{s}$ and detection in $V_{z}$; I use the Heisenberg picture of quantum field theory with the four-fermion weak interaction. The result of the calculation turns out to be causal : neutrino propagation velocity does not exceed c within the precision of the neutrino localization by its source and detector.

## I. Forms of the Relativistic Causality Criterion

The simplest formulation is packet spreading. Let $\phi_{s}$ desoribe one free particle, localized at $t=0$ in a volume $V_{s}$ so that the probability of finding it outaide $V_{S}$ ia zero. Then $\left|\left\langle\varphi_{D} \mid \varphi_{s}(t)\right\rangle\right|^{2}=\left\langle\varphi_{s}(t) \mid \varphi_{D}\right\rangle\left\langle\varphi_{D} \mid \varphi_{s}(t)\right\rangle=\left\langle\varphi_{s}(t)\right| P_{D}\left|\varphi_{s}(t)\right\rangle$

$$
\begin{equation*}
\varphi_{s}(t)=\exp (-i H t) \quad Q_{s} \quad P_{D} \equiv\left|\varphi_{S}\right\rangle\left\langle\varphi_{8}\right| \tag{I}
\end{equation*}
$$

is the probability of finding the particle at the moment $t>0$ in a state $\varphi_{D}$, localized in a region, $V_{D}$ at a distance $R$ from $V_{S} \quad H$ is the particle Hamiltonian, $P_{3}$ is the projector on the one-particle state $\Phi_{D}$. According to apecial relativity, the probability ( $I$ ) muat vanish at $t<R / c$. Different variants of the formulation were used in /I-7/.

Let us generalize it.
a) One may replace $P_{g}$ in (I) by another particle observable $X_{y} \quad$ which is in a sense localized in $V_{2}$. If the particle is described by a quantum field, then $X_{D}$ may be the operator of the number of particles in $V_{y}$, e.g. see $/ 24 /$. Then, $\left\langle\varphi_{s}(t)\right| X_{g}\left|\varphi_{s}(t)\right\rangle$. would be the average number of particles in $V_{>}$at the moment $t$ which also must vanish at $t<R / C$.
b) Real particle interacts with other particles, the interaction being described, usually by a local quantum field theory.


Then, the probability of finding particle in $V_{0}$ at $t>0$ may not vanish even if there was no particle initially (let $\varphi_{\rho}$ denote the initial no-particle state). For instance, the particle can appear in $V_{g}$ as a virtial one (together with other particle ). The probability must be considered as the "background" one, e.g. see /I2,23/. Let the state $\mathscr{P}_{S}$ differ from $\mathscr{P}_{0}$ only by the presence of one additional particle in $V_{S}$ at $t=0$. The difference

$$
\begin{equation*}
\Delta X_{g}(t)=\left\langle\varphi_{s}(t)\right| X_{g}\left|\varphi_{s}(t)\right\rangle-\left\langle\varphi_{t}(t)\right| X_{g}\left|\varphi_{c}(t)\right\rangle \tag{2}
\end{equation*}
$$

would be nonvanishing entirely due to the presence of the initial particle in $V_{S}$, other causes of the particle appearance in $V_{0}$ being excluded in (2). The difference must vanish if $t<R / c^{x}$ ). One may rewrite (2) as

$$
\begin{gather*}
\Delta X_{D}(t)=\left\langle\varphi_{S}\right| X_{2}(t)\left|\varphi_{S}\right\rangle-\left\langle\varphi_{c}\right| X_{D}(t)\left|\varphi_{c}\right\rangle \\
X_{D}(t)=e^{i H t} X_{D} e^{-i H t} \tag{3}
\end{gather*}
$$

Here $X_{D}(t)$ is the Heisenberg operator corresponding to $X_{D}$. Its calculation may happen to be simpler than solving the Schroedinger equation in order to find $\varphi_{s}(i)$.

- c) The localization of the initial particle in $V_{S}$ is the result of a preparation process. Its idealized description can be included in theoretical formulation of the discussed problem. For instance, an excited atom can be considered as a source of localized photon state, the photon being the signal carrier. A theoretically simpler source is an external current localized in $V_{S}$ in $/$. The external current is a prescribed function of time which does not change when emitting photons. In sect.3, I shall use an external source $\eta$ of the fermion which carries the signel. Now

$$
\begin{equation*}
\Delta X_{D}=\left\langle\varphi_{0}\right| X_{D}^{\prime}(t)\left|\varphi_{c}\right\rangle-\left\langle\varphi_{0}\right| X_{D}(t)\left|\varphi_{c}\right\rangle \tag{4}
\end{equation*}
$$

is the change of the observable $X_{D}$ which is due to the switching on of the external source. Here $X_{D}^{\prime}(t)$ is the Heisenberg operator (coinciding with $X_{0}$ at $t=0$ ), when the source has been switched on, $X_{D}(t)$ is the "background" Heisenberg operator when the source has not been switched on
${ }^{x}$ In order to compare $\left\langle\mathscr{P}_{S}(t)\right| X_{s} \mid C_{S}(t)$
ought not use just the dief with the background, one instead. But it is the difference: one may consider its ratio Por instance, $\left\langle\varphi_{s}(t)\right| X_{a}\left|\varphi_{s}(t)\right\rangle$. divergencies which are absent in their difference.
d) The appearance of the signal carrier in $V_{g}$ can be detected by observing the change of the state of other particles in $V_{0}$, the change being the consequence of their local interaction with the signal carrier. In particular neutral particles can be detected by means of charged ones. So one can replace $X_{\Delta}$ in (2)-(4) by other observable: $Y_{g}$ which are constructed in the same manner as $X_{D}$ but from the operators of other particles. Of course, $Y_{\neq}$must be localized in $V_{\mathcal{L}}$ in a sense. The vanishing of

$$
\begin{equation*}
\Delta Y_{D}(t)=\left\langle\varphi_{c}\right| Y_{D}^{\prime}(t)-Y_{D}(t)\left|\varphi_{\theta}\right\rangle \tag{5}
\end{equation*}
$$

at $t \leqslant R / c$ is the example of the general form of the causality criterion: no charipe in $V_{\infty}$ (as compared to the background) can be till the moment $\mathrm{R} / \mathrm{c}$.

## 2. Permion Localizability

2.I. The description of localization of the signal source and detector needs a notion of coordinates. The special relativity theory uses coordinates $\vec{x}$, $t$ measured by rods and watches, i.e. the Minkowski coordinates, MC. The derivatives in the kleinGordon or Dirac equations are over fust the MC. The coordinates are used also as parameters, numerating the field degrees of freedom $A(\vec{x}, t), \dot{\psi}(\vec{x}, t)$ etc. The locality of interaction of the fields is defined by using MC.

Other coordinates are also discussed in relativistic quantum theory, namely particle position operators and their eigenvalues, e.g., see the review ${ }^{125 /}$. Their properties (hermiticity, transformation properties, etc.) are usually discuised in the framework of the theory of one free particle (an example of the exception is the paper $/ 26 /$ ). However, the main problem in this topic is the relevance of the position operators to the outcomes of real measuring devices. The relevance is obscure because the particle interacting with the measuring device is not free.

In the problem of signal transmission the choice of a coordinate is dictated by the following reason. One deals with the special relativity requirement "aignal velocity must not exceed c ". The velocity must be defined in terme of MC and just the coordinates must be used.
2.2. The packet spreading problems, which are discussed in /I-5/, need the initial state $\phi_{S}$ which is strictly localized within a bounded region. However, positive-energy states of the free

Dirac fermion are described by the epinors $\psi_{\mu}(\vec{x})$ which cannot vanish outside a bounded region $V$, see Appendix A.In other words, there exists no free spinor $\psi^{s}$ such that $\rho^{s}(\vec{x})=\Sigma_{\mu}\left|\psi_{\mu}^{s}(\vec{x})\right|^{2}$ would vanish outside $V$.

The theorem "Violation of Causality" by Hegerfeldt ${ }^{/ 6 /}$ allows nonlocalized initial states, but the state allowed by the theorem has the property of $\rho^{f}(\vec{x})$ decreasing as $|\vec{x}| \rightarrow \infty$. faster than $\exp \left(-k_{2}|\bar{x}|\right)_{\text {, where }} k_{2}>q_{0}$ (then one can realize the condition (I) from $/ 6 /$ or (2I) from $/ 7 /$ ). But this decreasing is forbidden for fermionic states, as is shown in Appendix A.
2.3. The papers $/ I-7 /$ define the probability of finding the spreading particle in the volume $V$ using the expression $\left\langle\varphi_{J}(t), N_{\nu} Q_{s}(\tau)\right\rangle$ which in the case of the Dirac fermion assumes the fom

$$
\begin{equation*}
\left\langle\psi^{s}(t), N_{\nu} \psi^{s}(t)\right\rangle=\int_{v} i^{2} \times \sum_{\mu}\left|\psi_{\mu}^{s}(\vec{x}, t)\right|^{2} ; \quad N_{\nu} \equiv \int_{v} d d^{3} \times \sum_{\mu}|\vec{x}, \mu i\rangle\langle\vec{x}, \mu| . \tag{6}
\end{equation*}
$$

This is the limit of the sum of probabilities to find the particle in the states $\psi^{i}(x)$ localized in small volumes $V_{i}$ which form the volume $V: V=\Sigma_{i} V_{i}$. The related measurement must reduce $\psi^{s}(t)$ in each measurement act to one of the states $\psi^{i}$, supp $\psi^{i}=V_{i}^{/ 27,28!}$. There are reasons to suppose that no such measurements exist in the case of a fermion because there exist no physical means to localize strictly the fermion within an arbitrary small volume $V_{i}$. This is true, e.g, for the measurement which reduces to free fermion states. The paper $/ 8 /$ argues the impossibility of such a femion localization by means of a bounding potential.

There exists another expression for the probability of finding the particle in a volume $V$ :

$$
\begin{equation*}
\left|\int d^{2} \times \Sigma_{\mu} \psi_{\mu}^{v *}(\vec{x}) \psi_{\mu}^{s}(\vec{x}, t)\right|^{2}=\left|\left\langle\psi^{v} \mid \psi^{s}(t)\right\rangle\right|^{2} . \tag{7}
\end{equation*}
$$

It corresponds to the measurement which reduces $\psi^{s}(\vec{x}, t)$ to the states $\psi^{V}$ which is localized in $V$, the approximate localization being now allowed. The state $\psi^{i}$ is determined by the concrete measurement process. If one represent $\psi$ as $\Sigma_{i} \psi^{i}$, then (7) would depend on $\psi^{i}$ phases while (6) does not depend on them. Expression (7) is allowed for fermions, and it was used in (I) and shall be used in sect. 3 below.
2.4. Let us comment the causality criterion used in $/ 9,6,7 /$. It states that the probability of finding the particle at the moment $t$ within a sphere $V$ of the radius $r$ must be less than the probability of finding the particle at $t=0$ within the sphere $V_{t}$ which has
the same centre as $V$ does but has the radius $r=r+c t$ (or to find it within a larger region containing $V_{t} / 6 /$ ). Note, first, that, the definitions (6) of the probabilities (criticized above) were used in $19.6 .7 /$. But it is more important to stress that this criterion differs from the requirement "signal velocity cannot exceed c "because the measurements related with the criterion do not determine any signal velocity.
2.5. There are empirical facts which give evidences for the existence of much better fermion localization than that permissible for the free fermion. For ingtance, one may conclude that neutrino emerging from the process $e^{-}+B e \rightarrow\langle i+\gamma+\nu$. was localized at some instant of time in the volume of the nucleus whose dimension is much smaller than $\lambda_{\nu}$. It is possible also to detect neutrino in the region with dimension $\ll \lambda_{\nu}$, e.g., using the known reaction $v+C l \rightarrow A r+e^{-}$. Note that the localization of a nucleus as a whole also can be realized within the precision $\ll \lambda_{\nu}$ (e.g., in the crystal lattice). In these examples, the neutrino is not free; it is created or absorbed. The, related localization measurement cannot be described entirely by classical means because the description of the creation or absorption needs quantum field theory. Using the theory I shall describe the first stage of the neutrino localization in which the neutrino transforms into heavier and easier detectable particles. As to the measurement of the latter, $I$ use the usual postulates of the quantum measurement theory $/ 27,28 /$.
3. Heutrino propagation velocity

The form d) of the causality criterion is used. Signal carrier is the neutrino. It is supposed to be detected using the process of the type $V+C l \rightarrow A r+e^{-}$. The related elementary reaction is $V+n \rightarrow p+e^{-}$, where $n$ is one of the nucleus neutrons ${ }^{x}$. It is bounded, stable and is localized effectively in the nucleus volume $V_{n}$. The occurrence of the reaction is supposed to be detected by the observation of the resulting electron. All particles $v, n, p, e$ are described by quantized fields and the interaction Hamiltonian is taken in the Fermi four-fermion form /3I, 32/:

The small probability of the reaction is irrelevant to the superluminary velocity trouble considered. If the probability of the superluminary velocity does not vanish within the measurement errors (however small it be), then there arises the logical paradox in the framework of the special relativity: the effect may abolish ite cause $/ 29,30 \%$.

## $G / \sqrt{2}\left[\bar{\psi}_{p} Q \psi_{n} \bar{\psi}_{e} O \psi_{r}+\bar{\psi}_{n} Q \psi_{p} \bar{\psi}_{\nu} O \psi_{e}\right]$

(one may have in mind the V-A variant).
As an observable $Y_{D}$ of the form $d$ ), I take the operator of the number of electrons in a state $\psi^{0}$ which is approximately localized in and near a volume $V_{D}, V_{n} \subset V_{2}$, see Appendix $B$.

$$
\begin{gather*}
Y_{g}=A_{D}^{+} A_{D} \quad ; \quad A_{D}=\int d^{3} \times \sum_{\mu} \psi_{\mu}^{D *}(\vec{x}) A_{\mu}(\vec{x})  \tag{9}\\
\sum_{\mu} \int d^{3} v\left|\psi_{\mu}^{2}(\vec{x})\right|^{2}=1 \quad, \quad\left\{A_{2}, A_{D}^{+}\right\}_{+}=1  \tag{IO}\\
A_{\mu}(x)=\int d^{3} p \sum_{r} a_{p r} u_{\mu}(\vec{p}, r) \exp (i \vec{p} \bar{x})= \\
=\int d^{3} \times \sum_{\nu} \Pi_{\mu r}(\vec{x}, \vec{y}) \psi_{E}(\vec{y})
\end{gather*}
$$

Here $A_{\mu}$ is the part of the electron-positron field $\psi_{e}$ which annibilates electrons, 17 is the operator projecting onto this part, see Appendix B.

The average of $A_{\searrow}{ }^{\dagger} A_{\Delta}$ in a state $\varphi$ is equal to the number of electrons in $\varphi$, irrespective of the presence of other particles in $\varphi$. As there can be only one electron in the state $\psi^{\varnothing}$, the average is simultaneously the probability of finding the one-electron state $\psi^{D}$ in $\Phi$ (for more details see $/ 33 /$, sect. 4).

The source of the neutrino (localized in $V_{S}$ ) is described by the prescribed Grassmann function $\eta(x)$. It is introduced in the Dirac equation for the neutrino field

$$
\left(-i \gamma_{\mu} \partial_{\mu}+m\right) \psi_{\nu}=\eta+\ldots
$$

by analogy with inserting an external current $\vec{J}$ into the equation for electromagnetic potential $\vec{A}: \square \vec{A}=\vec{J}+\ldots$

This is equivalent to the addition of the term $\bar{\eta}_{\psi}+\bar{\psi}_{\nu} \eta$ to the interaction Hamiltonian (8). The function $\eta(\vec{x}, t)$ is localized in the volume $V_{s}$ and is awitching on at the moment $t=0$, being zero before.

Unlike the neutrino source reaction $e^{-}+B_{B} \rightarrow \mathcal{L}+j+V$ the external source $\eta$ can create antineutrinos together with neutrinos (and also annihilate them). However, only the neutrinos are detected by the process $V+n \rightarrow p+e^{-}$, and therefore, the signal transfer from $V_{S}$ to $V_{D}$ is realized by the neutrino only.
3.I. Now the problem consists in the calculation of the change of the number of electrons, approximately localized in $V_{g}$ which is
due to the switching on of the neutrino source in $V_{s}$

$$
\begin{equation*}
\left.\Delta N_{e}(t)=\langle\varphi| A_{D}^{\eta+}(t) A_{D}^{\eta}(t)-A_{D}^{\dagger}(t) A_{2}(t)|\Phi\rangle\right\rangle \tag{I2}
\end{equation*}
$$

where $\varnothing$ is the state "one neutron and no other particles"; $A_{2}^{\prime \prime}(t)$ is the Heisenberg operator (coinciding at $t=0$ with the Schroedinger one $A_{s}$, see (9)) in the case when the total Hamiltonian $H$ contains besides the free part $H_{2}$ the interaction

$$
\begin{equation*}
H_{s}=(8)+\bar{\eta} \dot{\psi}_{\nu}+\bar{\psi}_{+} \eta \tag{13}
\end{equation*}
$$

and $A_{z}(t)$ is the "background" Heisenberg operator of the case $\eta=0, \quad A_{D}(t=0)=A_{D}$. The "backgroung" in (I2) originates, e.g., from electrons which can appear in $V_{0}$ at $t>0$ due to the process $n \rightarrow p+e+v$, the process being the virtual one because $n$ is a stable bounded neutron.

To calculate (I2) one has to find the Heisenbers operators $\psi_{\text {en }}(\vec{x}, t)$ and $\psi_{e}(\bar{x}, t)$ because

$$
\begin{equation*}
A_{g}^{\eta}(t)=\int d^{3} \times \sum_{\mu} \dot{\psi}_{\mu}^{D *}(\vec{x}) \int d^{3} y^{2} \sum_{\mu v}(\vec{x}, \vec{y}) \psi_{\hat{E q}_{v}}(\vec{y}, t) \tag{I4}
\end{equation*}
$$

see (9) and (II). Note that $\Pi$ may be omitted in (I4) because $\Pi \psi^{\psi}=\psi^{D}$, see App. $A$ and $B$.
"To find the Heisenberg operator $\psi_{2}(\bar{x}, t)$ "means expressing it in terms of all Schroedinger operators $\psi_{i}(\vec{x}), \psi_{v}(\vec{x}), \psi_{p}(\vec{x}), \psi_{r}^{\prime}\langle\vec{x})$ or, equivalently, in terms of the Schroedinger creation-destruction operators (because the former can be expanded in terms of the latter, see (20) below). This expression allows one to calculate (t2) since we know how to calculate averages of the creation-destruction operators in the state $\phi$, see below.
3.2.So we need equations for the Heisenberg operators ore their solutions. The equations can be obtained by using

$$
\begin{align*}
& \left(-i \gamma_{\mu} \partial_{\mu}+m_{\mu}\right) \dot{\psi}_{\nu \eta}=\eta-E / \sqrt{2} O \psi_{k \eta}\left[\bar{\psi}_{n \eta} Q \psi_{p \eta}\right]  \tag{I5}\\
& \left(-i \gamma_{\mu} \partial_{\mu}+m_{2}\right) \dot{\psi}_{e_{\eta}}=-G / \sqrt{2}\left[\bar{\psi}_{p \eta} Q \psi_{n \eta}\right] \dot{ण} \psi_{v \eta}  \tag{I5}\\
& \left(-i \gamma_{\mu} \partial_{\mu}+n_{n}+U(\bar{x})\right) \psi_{n \eta}=-E / \sqrt{2} Q \psi_{p \eta}\left[\bar{\psi}_{v \eta} O \psi_{k \eta}\right]
\end{align*}
$$

The equation for $\psi_{f} p$ is similar to (17); $U(\vec{x})$ is the effective potential which binds nucleons in the nucleus. The equations for the "background" Heisenherg operators $(\psi$ without the sub-
script $\eta$, differ only by omission of the term $\eta$ in the equation for $\psi_{r}$.
let us rewrite the equations in the following integral form, e.g. see $/ 34,35 /$

$$
\begin{align*}
& \psi_{v \eta}(\vec{x}, t)=\psi_{v}^{\dot{f}}(\vec{x}, t)+\int_{0}^{t} d y=\int d^{3} y S_{v}(x-y) p(y)+ \\
& +g \int_{0}^{t} d y_{i} \int d^{3} y S_{\nu}(x-y)\left[\bar{\psi}_{n,}(y) Q \psi_{p y}(y)\right] O \psi_{e, j}(y) \\
& \psi_{i \eta}(\vec{x}, t)=\psi_{E}^{f}(\vec{x}, t)+g \int_{i}^{t} d y_{v} \int d^{j} y S_{2}(x-y)\left[\psi_{p \eta}(y) Q \psi_{n, j}(y)\right] O \psi_{v,}(y) . \tag{I6.}
\end{align*}
$$

The equations for $\psi_{f \eta}$ and $\psi_{n y}$ are similar to (I6\%), let us call them equation ( 17 ', and ( $18^{\prime}$ ), respectively. The following notation $\quad g=G / \sqrt{2}, x=(\vec{x}, t) \quad, y=(\vec{y}, t)$ was used; $\psi^{f}$ are solutione of the corresponding Dirac equations in the case $\eta=0$ and $G=0$ ("free solutions"). They can be represented as

$$
\begin{equation*}
\psi^{f}(x, t)=\int d^{3} x^{\prime}\left[-i S\left(\vec{x}, t ; \vec{x}^{\prime}, 0\right) \psi\left(\vec{x}^{\prime}\right)\right. \tag{I9}
\end{equation*}
$$

see, e.g., (3.67) in /3I/. It follows from (I9) that $\psi^{f}(\vec{x}, t)$ coincides at $t=0$ with the Schroedinger operator $\psi(x)$. Therefore, the Heisenberg operator $\psi(\vec{x}, t)$ at $t=0$ also coincides with $\psi(\vec{x})$ : the integrals in the r.h.s. of (I5'), (I6') vanish at $t=0$. In the following I use another known representation of $\psi^{f}$ as the expansion over (Schroedinger) creation-destruction operators, e.g. $\psi_{e}^{4}(\vec{x}, t)=\int d_{p}^{3} \Sigma_{r}\left[u(p, r) e^{i\left(\vec{p} \vec{x}-E_{p} t\right)} a_{p r}+v\left(p_{r}\right) e^{i\left(\vec{\rho} \vec{x}+E_{p} t\right)} b_{p_{r}}^{+}\right]-(20)$ Here $E_{p}=\sqrt{\sqrt{\bar{p}^{2}+m^{2}}}$. Analogous expansions for $\psi_{n}{ }^{+}$and $\psi_{\rho}^{\dagger}$ must contain spinors $u$ and $v$ which are the solutions of the timeindependent Dirac equations with the nucleon potential. So the expansion must contain also the sum over bounded states.

One can represent the Heisenberg operators $\psi(\stackrel{\rightharpoonup}{x}, t)$ in terms of $\psi^{f}(\vec{x}, t)$ using the perturbation approach described in $/ 36,37 /$. Simultaneously, the Heisenberg operators will be represented in terms of the Schroedinger ones $\psi(\vec{x})$ or $a, b^{+}$, see (I9), (20).

Let us expand

$$
\begin{equation*}
\psi(x)=\sum_{n=0}^{\infty} g^{n} \psi^{(n)}(x) \quad, \quad x \equiv(\vec{x}, t) \tag{2I}
\end{equation*}
$$

insert the expansion in (I5') - (I8*) and collect together terms ha-
ving the same power of $y$. We obtain

$$
\begin{align*}
& \psi_{\nu \eta}^{(0)}=\psi_{v}^{f}+\int S_{v} \eta \quad ; \quad \psi_{v}^{(0)}=\psi_{v}^{f},  \tag{22}\\
& \psi_{e \eta}^{(0)}=\psi_{e}^{f}=\psi_{e}^{(0)} ; \quad \psi_{n \eta}^{(0)}=\psi_{n}^{f}=\psi_{n}^{(0)}  \tag{23}\\
& \psi_{v \eta}^{(1)}=\int S_{v} 0 \psi_{e}^{f}\left[\psi_{n}^{f} Q \psi_{p}^{f}\right]=\psi_{v}^{(0)},  \tag{24}\\
& \psi_{2 \eta}^{(1)}=\int S_{2}\left[\bar{\psi}_{p}^{f} Q \psi_{n}^{f}\right] 0 \psi_{v \eta}^{(0)} . \tag{25}
\end{align*}
$$

Note that $\psi_{e}^{(1)}$ differs from $\psi_{e n}^{(d)}$, see $(25)$, because $\psi_{\nu \eta}^{(0)}$ differs
from $\psi_{v}^{(v)}$ see $(22):$ from $\psi_{v}^{(\dot{c})}$, see (22):

$$
\begin{equation*}
\psi_{e}^{(d)}(x)=\int d^{4} y S_{2}(x-y)\left[\psi_{p}^{f}(y) Q \psi_{n}^{f}(y)\right] \dot{\theta} \psi_{i}^{x}(y) \tag{26}
\end{equation*}
$$

3.3. Now one can calculate $\Delta N_{e}$, see (I2), (I4), in the first nonvaniahing approximation. Using $\psi_{e q}=\psi t+q \psi_{e \eta}^{(1)}+g^{2} \psi_{e q}^{(2)}$
and analogous expansion for $\psi_{e}$, one obtains

$$
\begin{align*}
& 4 N_{e}(t)=\int d^{3} x \int d^{3} x^{\prime} \sum_{\alpha \beta \beta} \psi_{\alpha}^{\infty}\left(\vec{x}^{\prime}\right) \\
& \left\langle\varphi \mid \psi_{e \eta \beta}^{*}(\vec{x}, t) \psi_{e \eta_{\alpha}}\left(\vec{x}^{\prime}, t\right)-\psi_{e_{\beta}^{*}}(\vec{x}, t) \psi_{e x}(\vec{x}, t)\right\rangle \psi_{\beta}^{\beta}(\vec{x})=  \tag{27}\\
= & \int d^{3} x \int d^{3} x^{\prime} \psi^{2}+\langle\phi| \psi_{e \eta}^{(0)+} \psi_{e_{\eta}}^{(0)}-\psi_{e}^{(0)+} \psi_{e}^{(0)}+
\end{align*}
$$

$$
+g\left(\psi_{2 \eta}^{(0)+} \psi_{e \eta}^{(1)}-\psi_{2}^{(c)+} \psi_{2}^{(u)}\right)+c . c .+
$$

$$
+g^{2}\left(\psi_{2}^{(0)+} \psi_{q}^{(2)}-\psi^{(0)}+\psi_{e}^{(2)}\right)+c \cdot c .+
$$


 see (23). In all the terms of (27) one may replace $\psi_{e \eta}^{(c)}=\psi_{i}^{(d)}=\psi_{e}^{f}$ by the positive-energy part $\ 7 \psi_{e} f$, see the note after (I4). The part gives zero when acting on $q: \Pi \psi_{e}^{f} \varphi=0$ and $\langle\Phi|\left(\Pi \psi_{e}^{+}\right)^{+}=0$ (recall that $\varphi$ is no-electron state). Therefore, the terms $\sim g^{1}$ and also the next to the last term in (27) disappear. So using (25) and (26) and noting that $\langle\Phi| S|\varphi\rangle=0$ if $S$ contains an odd number of fermion operators, one obtains

$$
\Delta N_{e}(t)=\langle\phi| R^{+} R|\phi\rangle=\|R \propto\|^{2}
$$

## $R \equiv \int d^{3} x^{1} \psi^{D t}\left(x^{\prime}\right) \int d^{4} y S_{z}\left(x^{\prime}-y\right)\left[\psi_{p}^{f}(y) Q \psi_{n}^{f}(y)\right] \cup \int d^{4} z-\delta(y-z) \eta(z)-\quad$ (29

The vector $R \Phi \sim \bar{\psi}_{p}^{f} \psi_{n}^{f} \phi$ in (28) contains components of two types : I) one proton in all possible states, no other particles ( $\bar{\psi}_{p}^{\not}{ }^{+}$creates the proton, $\psi_{n}^{\dagger}$ annihilates the initial neutron); 2) one proton plus one antineutron in all possible states plus the initial neutron ( $\dot{\psi}_{n}^{f}$ creates an antineutron). All components I) are orthogonal to all components 2) and

$$
\begin{gather*}
\Delta N_{e}(t)=\Delta N_{1}(t)+\Delta N_{2}(t)=\left\|R_{1} \varphi\right\|^{2}+\left\|R_{2} \varphi\right\|^{2}  \tag{30}\\
\left\|R_{1} \varphi\right\|^{2}=\Sigma_{p r} \mid \int d^{3} x \psi^{2+}(x) \int_{0}^{t} d y_{0} \int d^{3} y S_{e}(x-y) \bar{u}_{p r}(y) e^{i E_{p} y_{i}}  \tag{3I}\\
\left.Q u_{n}(y) e^{-i E_{n} y_{0}} \hat{O} \int_{0}^{y_{c}} d z_{c} \int d^{3} z S_{v}(y-z) \eta(z)\right|^{2}
\end{gather*}
$$

Here $U_{p r}(y)$ is the proton spinor of the energy $E_{p} ; \quad u_{n}(y)$ is the initial neutron spinor of the energy $E_{n}<m_{n}$. The quantity $\Delta N_{1}(t)=$ $=\left\|R_{1} \varphi\right\|^{2}$ is the inclusive probability to find the electron of the process $V+n \rightarrow p+e^{-}$in the state $\psi^{\mathcal{D}}$ : one does not observe the protion and therefore, the summing $\sum_{p r}$ must be performed over all proton states; $\Delta N_{2}(t)=\left\|R_{2} \cdot \mathscr{P}\right\|^{2}$ is the inclusive probability of finding the electron of the process $\gamma+n \rightarrow n+p+\tilde{n}+e^{-}$(or $\quad V \rightarrow \tilde{n}+p+e^{-}$because the initial neutron is not affected). This process takes place in the finite time interval ( $0, t$ ) and neutrino and electron states are not plane waves. Therefore, the energy-momentum conservation does not forbid the process absolutely. One can avoid the discussion of the contribution $\Delta N_{2}$ assuming that our detecting measurement allows one to separate the probability $\Delta N_{1}$ to find the electron without the accompanying antineutron $x$ ).
3.4. Let us discuss the obtained result for $\Delta N_{l}(t)=\left\|R_{1} \varphi\right\|^{2}$. In the r.h.s of (3I) one has the product of the function $\theta(y)=\int_{0}^{y_{0}} d z_{0} \int_{d}{ }^{3} S_{j}(y-z) \eta(z)$ and the function $u_{n}(y)=u_{n}(\bar{y}) \exp \left(-i E_{n} y_{0}\right)$. The function $S_{\nu}(y-z)$ is known to vanish if the interval $(y-z)^{2}$ is space-like, e.g., see $/ 39 /$. Therefore, $\theta(y)$ vanishes outside the future light cone of $V_{S}$. The latter is defined as the set of points $y=\left(\vec{y}, y_{c}\right)$ such
x) Note that a similar situation occurs in the case of the photon exchange between the external current (the photon source) and the atom (the photon detector), see the footnote in sect 3 of the author paper $138 /$.
that $y_{0}>0$ and all intervals $(y-z)^{2}$ are time-like with respect to the points $\vec{z}=(\vec{z}, 0), \vec{z} \in V_{s}$ see fig. I.


Pig, I.
The forward light cone of $V_{S}$ is shaded; the support of $u_{n}(\vec{y}, t) \quad$ is dotted.

The function $U_{n}(y)$ is localized in the four-dimensional region $\vec{y} \in V_{n}, y_{i}>0$. The product of $\theta(y)$ and $u_{n}(y)$ does not vanish only wher supp $U_{n}(y)$. can intersect with supp $\theta(y)$, i.e. at $t>t_{n}=R / c, R_{n}$ being the distance between $V_{s}$ and $V_{n}$ : $R_{n}=\min |\bar{z}-\bar{y}|, \bar{z} \in V_{s} ; \bar{y} \in V_{n}$, see fig. I. So $\Delta N_{1}$ vanishes at $t<R_{n} / c$. If $U_{n}(y)$ is not exactly zero outside $V_{n}$ then $\Delta N_{i}(v)$ would not be exactly zero at $t<R_{n} / c$ but it is evident that this would not contradict the causality. One gets the causal result within the precision of the neutron localization. The precision ie related in no way with the Compton wave-length of the signal carrier, the neutrino.

Recall that the electron of the process $v+n \rightarrow p+e^{-}$is detected in the region $V_{D}$ approximately. Note that the $V_{D}$ dimension is of no importance for the obtained result (actually the $V_{D}$ dimension is much greater that the $V_{n}$ dimension).
3.5. The above calculation has been performed in the Heisenherf picture. In sect. 3 of $/ 38 /$ I have calculated the inclusive quantity similar to $\Delta N_{1}$ in the usual interaction picture. This was done for the case of external current $\rightarrow$ photon $\rightarrow$ detecting atom. The calculation turned out to be much more cumbersome than in the Heisenberg picture. It was demonstrated how in the final result there arised the strictly causal photon $D$ function instead of the Feynman propagation function $D_{F}$ which naturally appears in the interaction picture and does not vanish outside the light cone (see equation (33) in $/ 38 /$,
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## Appendix A

An arbitrary state of the fermion is a superposition of positiveenergy Dirac states

$$
\begin{equation*}
\psi_{\mu}(\vec{x})=\int d^{3} p \sum_{r=1,2} C_{r}(\bar{p}) u_{\mu}(\bar{p}, r) \exp (i \bar{p} \bar{x}) \quad, \quad \mu=1,2,3,4: \tag{A.I}
\end{equation*}
$$

$$
\sum_{v=1}^{4}\left(\bar{\alpha}_{\mu \nu} \bar{p}+\beta_{\mu \nu} m\right) u_{\nu}\left(\overline{p_{1}} r\right)=E_{p} u_{\mu}\left(\overline{p_{1}} r\right), \quad E_{p}=\left|\sqrt{p^{2}+m^{2}}\right| .(i, z)
$$

Fourier tranaforms of $\psi_{\mu}(\bar{x})$ desoribe the same atate in the momentum representation

$$
\begin{align*}
& \psi_{\mu}(\bar{x})=(2 \pi)^{-3} \int d^{3} \mu \phi_{\mu}(\bar{\beta}) \exp (i \bar{p} \bar{x})  \tag{A.3}\\
& \phi_{\mu}(\bar{p})=\Sigma_{r=1,2} c_{r}(\bar{\rho}) u_{\mu}(\bar{\rho} r)
\end{align*}
$$

Four functions $\psi_{\mu}(\bar{x})$ or $\phi_{\mu}(\vec{p})$ are not independent because they are determined by two arbitrary functions $C_{r}(\bar{\beta})$ only. One can verify that $\phi_{\mu}(\bar{p})$ satisfies the equation

$$
\phi_{\mu}=\sum_{\nu} \Pi_{\mu \nu} \phi_{\nu} ; \Pi_{\mu \nu}=\left(\bar{\alpha}_{\mu \nu} \bar{p}+\beta_{\mu \nu} m+\sqrt{p^{2}+m^{2}} \delta_{\mu \nu}\right) / 2 \sqrt{p^{2}+m^{2}}
$$

where $\Pi$ is the known positive-energy projector. Equation (A.5) is equivalent to $(\bar{\alpha} \bar{\rho}+\beta m) \phi=E_{\rho} \phi$ ani will be used instead of dealing with the explicit solutions $u_{\mu}(\rho, r)$ of equation ( $\mathrm{A}, 2$ ).

Let us show that the four Eunction $\psi_{\mu}(\bar{x})$ cannot have bounded supports so that $\rho(\bar{x})=\sum_{\mu}\left|\psi_{M}(\bar{x})\right|^{2}$ cannot vanish outside a bounded volume $V$

Suppose the contrary. Then $\phi_{\mu}(\bar{\rho})$, see (A.3), are entire (analytical everywhere) functions of three complex components $p_{t}$, $p_{2}, p_{3}$ of the momentum $\bar{p}$, see the theorem IX. 12 from ${ }^{140 / .}$ Then ( $\Pi \phi$ ) also must be entire because $\phi=17 \phi$. But actually ( $17 \phi)_{\mu}$ are not entire if $\phi_{\mu}$ are, because $\Pi$ contains the function $\sqrt{p^{2}+m^{2}}$ which is not single-valued (and consequently analytical) everywhere. So our supposition that $\psi_{\mu}(x)$ can have bounded supports is not consistent with the equation $\phi=\Pi \phi$. For another proof see ${ }^{/ 41 / \text {. }}$

The result can be improved by using the theorem IX. I3 from $/ 40 /$. I shall use its particular (onesided) variant:

$$
\text { "Let } f(\bar{x}) \in L^{2}\left(R^{3}\right) \text { and let } f(\bar{x}) \exp (B|\bar{x}|) \in L^{2}\left(R^{3}\right) \text { at all } b<\text { a. }
$$ Then $\hat{f}(\bar{p})$, Fourier transform of $f(\bar{x})$, is anelytic in the tube region $\left\{p:\left|I_{m} \bar{\rho}\right|<a\right\}$ ".

Note that $\hat{f}(\bar{p})$ has one more property which I do not need. To apply the theorem to our case, suppose that $\int \rho(\bar{x}) d^{3} x<\infty$, then $\psi_{\mu}(\bar{x}) \in L^{2}$ for $\mu=1,2,3,4$. Suppose that $\left|\psi_{\mu}(\bar{x})\right|<C_{\mu} \exp (-a|\bar{x}|)$
outside a volume $V$. Then all premises of the theorem are satisfied for $\psi_{\mu}$, in particular $\psi_{\mu}(\bar{x}) \exp (\bar{b}|\bar{x}|) \in L^{2}$ for all $b<a$. So $\phi_{\mu}(\bar{p})$ must be onalytical in the tube

$$
|\operatorname{Im} \bar{p}|=\left[\left(\operatorname{Im} p_{1}\right)^{2}+\left(\operatorname{Im} p_{2}\right)^{2}+\left(\operatorname{Im} p_{i}\right)^{2}\right]^{1 / 2}<a
$$

Let us show that the supposition $a>m$ contradicts the equation $\phi=\Pi \phi$. Indeed, if the functions $\phi_{\mu}$ are analytical in the tube $|\operatorname{Im} \bar{\beta}|<a$, then the functions $(n \phi)_{p}$ cannot be analytical there because due to $\sqrt{\mu^{2}+m^{2}}$ the functions $\eta_{\mu v}$ are not analytical in the region $|\operatorname{Im} \hat{p}| \geqslant m$, in particular when $m \leqslant|\operatorname{Im} \vec{p}|<\alpha$ (see below for the proof of the statement). The obtained contradiction means that $\left|\psi_{M}\right|$ cannot decrease outside $V$ faster than $C_{\mu} \exp (-a|\bar{x}|)=C_{\mu} \exp (-m\langle 1+\varepsilon)|\bar{x}|)$, where $\varepsilon>0$. The smaller is $\varepsilon$, the stronger is the restriction for $\psi_{\mu}$. It is possible that the restriction can be further improved by other means, e.g., one would be able to show that $\left|\psi_{\mu}\right|$ cannot be smaller than $C_{\mu}|\vec{x}|^{-2} \exp (-m|\bar{x}|) \quad$ outside $V$;

I still have to prove that $\Pi_{\mu /} \quad$ is not analytical $1 f(\operatorname{Im} \bar{\rho}) \geqslant m$, i.e. I should prove that $\sqrt{p^{2}+i n^{2}}$ is not aingle-valued at $|\operatorname{Im} \bar{p}| \geqslant m$.

The set of the branch points of $\sqrt{p^{2}+m^{2}}$ (the cut origins) can be found by using the equation $p_{1}^{2}+p_{2}^{2}+\rho_{3}^{2}+m^{2}=0$. Let $p_{k}=\rho_{k}+i \sigma_{k}$ and rewrite the equation as

$$
\begin{equation*}
\Sigma_{k} \sigma_{k}^{2}=m^{2}+\Sigma_{k} \rho_{k}^{2} ; \quad \Sigma_{k} \rho_{k} \sigma_{k}=0 ; \quad k=1,2,3 \tag{A.6}
\end{equation*}
$$

To describe the set, I use $\rho_{1}, \rho_{2}$ and $\rho_{3}$ as running variables. Then, the first equation in (A.6) shows that $|\bar{\sigma}|=\left|J_{m} \bar{p}\right| \geqslant m$ at all $\rho_{k}$. The second one means that $\bar{Z} \perp \bar{\rho}$ if $\bar{\rho}$ and $\vec{己}$ are vectors in the same three-dimensional space. The function $\sqrt{p^{2}+m^{2}}$ has no branch points in the region $\left|I_{m} \bar{p}\right|<m$. The cuts from the branch points must be directed to the infinite point $:$ this gives the needed branch of $\sqrt{p^{2}+m^{2}}$ which is equal to $\left|\sqrt{p^{2}+m^{2}}\right|$ both for positive and negative real values of $p_{1}, P_{2}, p_{3}$. So the branch points and cuts are outside the region $\left|I_{m} \bar{p}\right|<m$. In particular, they are present atm $m \leqslant|I m \bar{p}| \leqslant a$ if $a>m$.

So the following fact is proved: if $\int \rho(\bar{x}) d^{3} x$ is finite, then $\rho(\bar{x})$ cannot decrease faster than $C \exp (-2(1+\varepsilon)|\bar{x}| / \lambda)$ outside a bounded region (In particular, at $|\bar{x}| \rightarrow \infty$ ). Here $\varepsilon$ is positive and can be arbitrary amall. This fact determines the possible approximate or effective fermion localization.

## Appendix $B$

By definition the projector $\Pi$, see (A.5), is equal to the sum of projectors onto two independent positive-energy solutions of (A.2)

$$
\begin{equation*}
\Pi_{\mu \nu}(\bar{p})=\sum_{r=1,2} u_{\mu}(\bar{\rho}, r) u_{\nu}^{*}(\bar{\rho}, r), \quad \sum_{\mu} u_{\mu}^{*}(\bar{\rho}, r) u_{\mu}(\bar{\rho} s)=\delta_{r, s} . \tag{B.I}
\end{equation*}
$$

In the momentum representation the projection with the help of $\eta_{\mu \nu}(\bar{p}) \quad$ is realized by surming over $V$ only, see (A.5), without integration over momentum. This means that $\Pi$ is diagonal in the momentum representation

$$
\begin{gather*}
\Pi_{\mu \nu}(\bar{p}, \bar{q})=\Pi_{\mu \nu}(\bar{p}) \delta(\bar{p}-\bar{q}) \\
(\Pi \phi)_{\mu}(\bar{p})=\int_{d^{3} q} \Sigma_{\nu} \Pi_{\mu_{\nu}}(\bar{p}, \bar{q}) \phi_{\nu}(\bar{q})=\sum_{i} \Pi_{\mu \nu}(\bar{p}) \phi_{\nu}(\bar{p}) \tag{B.2}
\end{gather*}
$$

Therefore, in the coordinate representation one has

$$
\begin{align*}
& \eta_{\mu \nu}(\bar{x}, \bar{y})=(2 \pi)^{-3} \int d^{3} \rho \int d^{3} g e^{i \bar{p} \bar{x}} \eta_{\mu \nu}(\bar{p}, \bar{y}) e^{i \bar{y} \bar{y}}=  \tag{B.3}\\
& =(2 \pi)^{-3} \int d^{3} \rho e^{i \bar{p}(\bar{x}-\bar{y})} \eta_{\mu_{\nu}}(\bar{p})=\eta_{\mu^{\prime}}(\bar{x}-\bar{y})
\end{align*}
$$

Here, one can use (A.5) or (B.I) for $\Pi_{\mu \nu}(\bar{\beta})$.
Uaing (B.I) one can verify that $\left(\Pi \psi_{k}\right)_{\mu}(\bar{x})$ (see (20) for $\psi_{t}$ ) is equal to $A_{\mu}(\bar{x})$, see (II).

The spinor $\psi^{2}$ in (9) which is i,ocalized in and near $\cdot V_{y}$ can be represented as $\psi_{\mu}^{8}(\bar{x})=\int d^{3} y \Sigma_{\nu} \eta_{\mu \nu}(\bar{x}, \bar{y}) \xi_{\nu}(\bar{y})$ where $\xi_{\nu}(\bar{y})$ is superposition of positive-energy and negative-energy spinors such that $\operatorname{supp} \xi_{v}=V_{2}, v=I, r, 3,4$. It can be shown that

$$
\begin{equation*}
\left|\psi_{\mu}^{\infty}(\bar{x})\right|<c o n s t \exp (-m \rho) \tag{B.4}
\end{equation*}
$$

at $\rho \gg 1 / m$, where $\rho$ is the distance between $\bar{x}$ and $V_{D}$ : $\rho=\min (\bar{x}-\bar{y}), y \in V_{0}$. Let us note that according to App. A $\left|\psi_{j}^{\partial}(\bar{x})\right|$ must satisfy simultaneously the inequality

$$
\left|\psi_{\mu}^{D}(\bar{x})\right|>C_{\mu} \exp (-m(1+\varepsilon) \rho), \quad \varepsilon>0
$$
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