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A. SCHROEDINGER PICTURE 

Schroedinger equations of the type 

d2 
- - <V(x) + V(x),U(x) ~ E.V(x), 

dx2 
(1) 

appear in the models of quantum chemistry as w/i~ as in the methodical consi

derations concerning the quantum field theory 1 . Recently, Estrin eta!. 121 

proposed a solution by means of a simple ansatz 

After an insertion in eq. (1), the resulting recurrences for coefficients C were 

truncated and solved as a matrix Schroedinger equation 

A decisive support of such a "generalized method of Hill determinants" 

has been given numerically. Indeed, an outline oftherigorousproof (paralle

ling Ref.f3/) seems insufficient: It is marred not only by imprecisions (e.g., 

the saddle-point estimates cease to be valid in the physical case - see a more 

careful <liscussion in the Appendix of Ref. Is/; also, we have to notice that 

the x »1 asymptotes .V(x, a, c) and .V(-x, -a, -c) coincide) 

but also by the very serious misprints: the leading-order asymptotics of coef

ficient should read 

C~k)_ l )a (dexp2"ik)n/s k=O,l •.•• ,5; n»l. (4) 
r(n) I 
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This makes the related technicalities more complicated than in the x ~ -x 
symmetric case of Ref. 

131
. 

In a way, the difficulties of Ref. 121 with the proof of eq. (3) are close
ly related to the x ~ -x asymmetry of eq. (1), and to a rather arbitrary choice 

. of the auxiliary exponential factor in eq. (2). This inspired our present cont
ribution: We propose a use of a new, "discontinuous"' type of aD;Satz 

X < 0, 

(5) 

For the sake of definitness, we shall restrict our attention to the "natural", 
fully WKB exponentials, 

f(x) ~- g(x) ~ ! ax 3 +~ f3x
2 

+ yx, 
(6) 

a=lf<i1, f3~v/2a, 

representing the physical asymptotics of the bound states </J(x). 
The main motivation of our choice of eq. (6) may be seen in a maximal 

simplification of the resulting recurrences 

(7) 

obtained after an insertion of eq. (5) into eq. (1). Indeed, in contrast to the 
seven-term formulas of Ref. 121 , we arrive here at a four-term case, 

Q 10 Q 11 G 12 

Q2o G21 G22 C2s 
(8) 

with the elementary matrix elements 
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Qnn-1 ~ 2f!n+y 2 -f3+E • On+1n-1~ 2an + 2f3y-a, 

n = 1,.2, ...... 

(9) 

Of course, the two separate formulas (5) must be matched at x ~ 0: 

It is sufficient to demand that 

</; (+) (0) ~ </;(-/(OJ , </; (+) , (0) ~ </; (-), (O)' (10) 

i.e., 

Co ~Do 

yCo + C 1 ~ - yDo + D1 • 
(11) 

Now, we may change the notation 

oi ~c-J, 

Okj(-a, -,8, -y) ~ Q-k,-J(a,f3, y), k >_1, j:: 0, (12) 

Qo-1~ - 1• Goo= 2 Y• 

d h . ,., (M,N)= Q(M,N) (a, f3, y J' 
and intro uce t e new matnces "' 

0 -M,-M 0 -M,-M+1 °-M,-M+2 

0-M+1, -M 0 M+l, -!.1+1 0-M+1,-M+2Q -M+1,-M+S 

Oo.-1 Q oo 0 o1 

01o Ou 012 

020 021 Q 22 Q 2S 

. 0 mr-2°NN-1 °im 
(13) 
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This enables us to re-write the recurrences (7) and their matching (11) as a 
single, doubly infmite set of linear relations 

~ 0-

(14) 

Finally, we may conjecture its truncation. This leads directly to the condi
tion 

(M,N) 
detQ. ~ 0, M, N » l (15) 

as a new "Hill-determinant" specification of the binding energies. Its rigorous 
proof will be given elsewhere 141. 

In the conclusion, let us emphasize the following aspects of our present 
proposal. 

(a) A formal analogy with the symmetric case and "Hill-determinant 
conditions" of the type (3) is preserved - the two independent I xl • ~ 

asymptotics in f(x) are simply related to the two independent M, N; ~ asymp
totics in eq. (15). 

(b) There are no "terminating" exact solutions here. In this respect, 
the symmetric examples (e.g., the sextic oscillator of Singh et al/

51
) are 

"exceptional". 
(c) Equation (15) fixes the energies. In this setting, the similar equa

tions ~J':aring in the Floquet theory of the so-called Hill differential equa
tions 1 have an entirely different interpretation. 

(d) Our basic idea of matching power series (5) and recurrences (7) 
does not seem exhausted by its present use. At least, it may be expected to 
work also in the straightforward polynomial-potential generalizations 141 . 

• 
B. HEISSENBERG PICTURE 

Our understanding of the various quantum phenomena is often mediated 
by the exactly solvable models. A new approach to the simplified Hamilto
nians has recently been proposed by Bender 171 who, in the Heisenberg pic
ture, searches for integration factors of the corresponding operator evolution 
equations 
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d 
i- A(t) ~ [A(t), H], t > 0 • 

dt 
(1) 

In particular, a non-numerical construction of the first integrals pertinent 

to the operator Cauchy problem 

. 3 
q~-H. 

~p 
q(O)~Q, p(O) ~ P, [Q, Pl ~ i 

proved feasible for the Hamiltonian 

1 1 
H~-p2+ -q4 

2 4 

of the quartic oscillators 171 . 

(2) 

(3) 

In the present chapter, we intend to treat equations (2) by an alternati

ve technique. For a class of Hamiltonians 

M 
1 2 1 2 ..- 1 m+ 1 

H ~ -2 p + -2 q + '"- ---v q 
m=2 m + 1 m 

we shall consider the operator differential equations (2), 

d 
-q(t) ~ p(t) 
dt 

d 
-p(t) ~ - q(t) -
dt 

M 
m 

L v q (t) 
m=2 m 

(4) 

(5) 

and show that and how the "variation of constants" idea of Peano and Ba

ker 18· 91 may properly be generalized and employed in such a case. 

In the first step, we may easily verify that the formula 

(: > e Jt 

0 1 
J ~ ~ -1 0 l 

t J(t-r) 
J dre 
0 

represents a formal solution to eq. (5 ). In fact, since 

(6) 
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eJt =I cost+ J sint 

the latter prescription may be interpreted as a definition 

M 
p(t)=-Qsint + Pcost- I 

m=2 

t 

vm fdr cos(t- r)qm(r) 
0 

accompanied by the ordinary (nonlinear) integral equation 

M 

q(t)= Qcost + Psint- -I 
m=2 

t 
m 

vm J dr sin(t- r) q (r) 
0 

which is solvable by iterations, at least in the perturbative spirit Ito/ _ 

(7) 

(8) 

In what follows, we may restrict our attention to the M = 2 case without 
any significant loss of the relevant details. In such a specification, our integral 
equation (8) reads 

t 

q(t)= Q cost+ Psint- v sint Jcosr q 2(r)dr + 
0 

t 2 
+vcost fsinrq (r)dr. 

0 

Its solutions will have a structure 

2 q(t) = q 0(t) + vq
1 

(t) + v q 2(t) + •.. 

with q 0(t) = Q cost + P sin t 

2 
q I= 8 (q.oJ ' 

qe = 8 (qoq·t + q1qo) • 

qs = 8 (qoqe + q~ + q2qo) • 

and 

-Here, the symbol 8 denotes an integral transformation r ~ r = 8 (f) 

I t 

f(t)= cost J sinr f(r)dr- slot f cosrf(r)dr. 
0 0 
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(10) 

(11) 

where 

(12) 



Now, our main result may be formulated as an observation of a non-numeri
cal feasibility of the sequence of integral transformations (11). 

A constructive proof of our statement is tedious but straightforward. 
It relies upon integrations "per partes" Ill!, 

t t 
r . m n 

( r sm rcos. rdr(.~I,mn~ fV,m
0

(r)dr) 
0 

n-l r(r-1) 
lrmn -2 - (m + n)2 lr-2mn m+ n 

1 
+ --Vrm+ln-1 

m+n 

(with Kronecker deltas 8ij) and 

rm 
---,2 lr-1m-ln-1 + 
(m + n) 

n > 0, 

m-1 r(r-l} 
1rmn = -m+n 1rm-2n - I r-2mn + 

(m + n) 

rn 1 r 

(13a) 

(13b) 

+ 2 Ir-lm-1n-1 
(m + n) 

+ -[B,o llml - Vrm-ln + 1 
m +n 

J + 
2 

V r- lmn ~ 
(m + n) 

m > 0, 

which may be treated as recurrences with the initial values 
1 f+ 1 r, 00 r:;:I t , r ::!0. 

(14) 

These recurrences may also be simplified: it is possible to denote 9 rmn ~ 
~ 9 (Vrmn ) and notice that the subtraction of integrals in eq. (12) induces 

a cancellation of the two inhomogeneous terms in (13a) and (13b). As a con
sequence, it is easy to see that we may write 9rmn (t) as a flnite sum 

(rpq) 
9rpq (t) ~ :£ V smn (t)d smn 

s,m,n;::. 0 (15) 
s+m+n 5 Mrpq 

with M rpq ~ r + p + q 
tional" cases 

for r + p + q ::! 1. The remaining three "excep-
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6 000 (t) = cost- 1, 6 010 (t) =! (t cost- sint). 6 001 =- ! t sint (16) 

violate only slightly such a restriction. The proof is completed. 

We may employ eq. (15) as an ansatz. Its insertion would convert equa

tions of the type (13) into recurrences for the unknown coefficients d in 

(15). With the initial values 
(000) (00 0) 

d 000 = - 1 ' d 001 = 1 

(010) 1 
dolO =- 2, 

(010) 1 
d 101 = 2 ' 

(001) 1 
d 110 =- 2 

(17) 

(cf. eq. (16)), these recurrences give the final solution (10), with 

. 1 2 . 2 1 
q 1 (t) = 3Q (-1 +cost- sm t) + 3 (QP + PQ) sint(cost- 1)-

1 2 2 -
3

P (cost -·1) , (18) 

etc. Mutatis mutandis, we might study also the M > 2 cases -in particular, 

a special attention should in principle he paid to the v 3 ~ ~ limit of the 

M = 3 case where our Hamiltonian becomes just the Bender oscillator (3). 

We may notice that our operator basis (products of Q' s and P' s) is 

similar to basis used by Bender 171 or Skorobogatko /9/. In the latter compa

rison, we may also modify our ansatz (10) and convert it into a power series 

in the time variable t. In the light of formulas of the type (18), we have to 

denote 
k1 1-k1 k2 1-k2 

U
0 

(t) = Wb (t) "' Q (Pt) Q (Pt) 
kf 1-kp 

... Q (Pt) 

a=•r=k12P-1+k22L2+ k2o bb k2f-1 k2o .•• + £ ' = £ = I + •.. + I 

and introduce a new ansatz 

/-1 
L 

a= 0 

2 (2,0 
+ vt (TJ 0 QWb+TlbQW 0 )cab + 

(19) 

1>1 

(20) 

An appropriate insertion of this series in our integral equation (9) would lead 
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us very close to the formulas (and, in particular, generalized continued frac
tion expansions) of the type studied by Skorobogatko 191 . We may even put 

~ 

C
(n. f)_ "" (n,f) 2m 
ab ~ "' 0 abmt m =0 

n = 0. 2, 3, £ <: 1 (21) 

and evalute directly the Taylor coefficients c<n.P) , but tbis already lies bey
abm 

ond the scope of the present letter. 
In the conclusion, let us briefly notice thattbe M > 2, v=1 recurrence rela

tions of tbe type (11) 

(22) 

still remain non-numerical. In a perturbation-theory context, the possibili
ties of studying tbe 11 .., ~ limit (nonlinear equations with, say, q2 replaced 
by sin q in eq. (9)) or the systems of equations (2) (e.g., coupled oscillators) 
are under current investigation at present. 
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