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1 Introduction 

During the last 30 years, superintegrable dynamical systems have been the object 
of considerable interest (see [1-10] and references therein). In particular, numerous 
works have been devoted to the search for dynamical invariance algebras ( especially 
quadratic algebras) of nonrelativistic systems with potentials presenting singular­
ities. Such systems are important in various fields (e.g., Aharonov-Bohm effect, 
Dirac or Schwinger monopoles, confining problems, supersymmetry, etc.). 

It is the aim of this paper to investigate the system with the potential 

p = k2 - ! 
a 4 (1) 

where !1 > 0 and k~ > 0 (a = 1, 2, · · ·, D). This system was already discussed for 
D = 2 by the late Professor Smorodinsky and his collaborators [l] from a classical 
and quantum-mechanical point of view. We shall be concerned here mainly with 
D = 2 and 3 for which the spectrum of the Schrodinger equation 

HiI!=EiI!, 
1 

H= --.6.+ V 
2 

(2) 

shall be given. Emphasis shall be put on interbasis expansions in terms of analytic 
continuation of Clebsch-Gordan coefficients (CGc's) for the group SU(2). As another 
important result, we shall introduce a quadratic invariance algebra in the D = 2 
case. 

2 D-dimensional case 

We briefly consider here the D-dimensional case in Cartesian coordinates. We start 
with D = 1 and· look for a solution of the one-dimensional equation (2) for the 
potential½, see {1), with x1 ;=: x and k1 = k. The resolution of this equation, with 
the conditions W(x) --+ 0 as x --+ 0 and oo, leads to the normalized wave function 

nEN (3) 

where L~ is an associated Laguerre polynomial [5]. The normalization is such that 

The discrete energy spectrum is given by 

E=!1(2n±k+l). 

~IJ\C,1:;,it~ m..::n.i,t I 
ll,:)IU.Z:X 1¥t:.:itl~ 
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Only the sign + may be taken in front of k when k > ½- For 0 < k < ½, both the 
signs+ and - are admissible. Fork=(½)-, due to the connecting formulas [11] 
between the (even and odd) Hermite polynomials 1ip(x) and the Laguerre polyno-

mials L~±½\x2
) and by putting p = 2n + 1 for the sign + and p = 2n. for the sign 

-, we immediately have 

I 

Wn (x;±D = (~r ~exp (-~x
2

) Hp(~). 

We now deal with the D-dimensional case. In this case, the Cartesian wave func­
tion, that vanishes when Xa - 0 and oo ( a = 1, 2, • • ·, D), is 

D 

Wn(x; k) = II Wn. (xa; ±ka) 
a=l 

where n = n1···nv with na EN, x = x1,···,xv and k = ±k1,··-,±kv. The 
energy is 

E=f! [2n+D+ t(±ka)] 

where n = n1 + n2 + · · · + nv is the principal quantum number. 

3 Two-dimensional case 

3.1 Cartesian basis 

In Cartesian coordinates (x1 = x, x2 = y), the wave function is 

\Vn1n2 (x,y;±k1,±k2) = \Vn1 (x;±k1)\Vn2 (y;±k2) (5) 

where Wn. (with a = 1, 2) are given by (3). Note that we have the new constant of 
motion 

1 ( k2 
_ l k2- l) 

N = 4f! Dxx - Dyy + T- 2 y2 4 (6) 

(in addition to the energy), where DD'{)= -80'{3 + f! 2a/3 is the Demkov tensor [12]. 

3.2 Polar basis 

In polar coordinates (p, cp), the potential ( 1) reads 

V = _n,2 2 + _1_. 1 - :i + ~ - :i 1 (k2 1 k2 1) 
2 p 2p2 cos2 r.p sm2 cp 

2 

.. 

for which Eq. (2) may be separated by seeking a solution in the form R(p)<I>(cp). 
This leads to the syi,tem of coupled differential equations 

d""' + A2 _ 1 - :i _ ~ - :i <I>= o, 
( 

k2 1 k2 1) 
. cos2 cp sm2.'P [

l . . . A2 ] 

pdP (pdp) + 2E - n2 p2 - p2 R = 0 (7) 

where A is a polar separation constant. 
The solution <I>( cp) = <I>m( cp; ±k1 , ±k2) of the angular equation in (7) with the 

conditions 

is easily found to be 

<I>( cp) 

• 7f. 
<I>(0) = <I>( 2) = 0 

(2m ± k1 ± k2 + l)m!f(m ± k1 ± k2 + 1) 

2f(m ± k1 + l)f(m ± k2 + 1) 

x (cos~) ½Hi (sin cp) ½±k2 P,\;±k2 ,#1 >( cos 2cp) 

(8) 

(9) 

where m E N and P~D',{3) denotes a Jacobi polynomial. The normalization is such 

that 

(, ' 
4 lo <I>m•(cp; ±k1, ±k2)*<I>m(cp;±k1,±k2)dcp = Dm'm: (10) . 

Then, the separation constant A is quantized as 

A = 2m ± k1 ± k2 + 1 . (11) 

The radial solution R(p) = Rn,,m(p; ±k1, ±k2) in (7) is 

R(p) = 2-!1n/ '(·· 1n7i)A ( n 2) ·A . 2 
F(nu + ~ni ±·k1 ± k2 + 2) V f!p_- exp -2p Lnp(f!p ) (12) 

where nP E N is the r.acliaJ quantum·n11mber. The function R ,satisfies. the·e>rthogo-
nality ·relation · 

f
00 

Rn, m (p; ±k1, ±k2)Rn;,m{p; ±ki, ±k2)pdp = 8n, n : lo_ p · . . p .P 

The energy E corresponding to· the n + 1 wave functions 

Wnpm(p,cp;±k1,±k2) = R(p)<I>(cp) 

(with n = np +mfixed) is 

B~ n{2n ± k~ ± k2 :+- 2), n EN 

3 

\. 

(13) 



where n is the principal quantum number. Note that only the sign + in front of 
k1 and k2 has to be taken when k1 > ½ and k2 > ½- In the case O < ka < ½ 
(with a = 1, 2), Eq. (9) shows that for each n we have four levels corresponding 
to (±k1, ±k2). The degeneracy of the level with the principal quantum number n 
is n + 1. This degeneracy is identical to the one of the isotropic oscillator in two 
dimensions, for which the degeneracy group is SU(2). 

For k1 = k2 =(½)-,we have A(½,½)= 2m+2, A(-½,-½)= 2m and A(½,-½)= 
A(-½,½) = 2m + 1. Then, by using the connecting formulas [11] between Jacobi 
and Chebychev polynomials, we obtain the four following wave functions [3] 

'112n,2m(P, 'P) 
1 

- ,jiR2n,2m(P) co~ 2m<p, ii= 2n (14) 

'112n+2,2;,,+2(P, 'P) 
1 

= ,/iR2n+2,2m+2(P) sin(2m + 2)cp, ii= 2n + 2 (15) 

'112n+1,2m+l (p, 'P) 
1 

= ,/iR2n+1,2m+1 (p) cos(2m + 1 )'P, ii= 2n + 1 (16) 

'112n+l,2m+l (p, 'P) 
1 

= ,/iR2n+1,2m+1 (p) sin(2m + 1 )cp, ii= 2n + 1 (17) 

corresponding to the energy E = !1(ii + 1). In Eqs. (14)-(17), we have 

Rp,t(p) = 2n(7)! ( ~)1 ( n 2) t 2 
(ptt)! V !1p- exp -2/ L~ (!1p ) 

to be compared with the corresponding result for the ordinary circular oscillator. 
To close this section, let us mention that 

M =~(-a<{) + k; - ¼ + k!- ¼) = ~ [L~ + (x2 + y2) (kf _:___ ¼ + k? - ¼)] (18) 
4 <P !2os2 'P sm2 cp 4 x2 y2 

is a polar constant of motion, the eigenvalues of which are A (see (11)). 

3.3 Connecting Cartesian and polar bases 

According to first principles in quantum mechanics, we have 

n 

wn1n2 = L w::n2(±k1, ±k2)'11npm 
m=O 

(19) 

where nP + m = n1 + n2 = n. In Eq. (19), it is understood that the wave functions 
both in the left- and right-hand sides are written in polar coordinates (p, cp ). Fur­
thermore, by using the asymptotic formula for the associated Laguerre polynomials, 
Eq. (19) yields an equati6n that depends only on the variable 'P· Thus, by using the 

4 

} 

,iJ 

ort hononnalit_v property of the function <I> with respect to the quantum number m, · 
we obtain · 

IV;';,,, (±k1, ±k2) = (-1r B;::n2 (±k1, ±k2)E::;n, (±k1, ±k2) (20) 

wher<' 

1,·;,~,,,(±k1.±l.:2)=21\sincp)2n2+1±2k2(coscp)2n1+1±2k1 Pi±k2,±kil(cos2cp)dcp (21) 

and 
B::;n,(±k1, ±k2) = J2m ± k1 ± k2 + 1 

X 
(11 - m)!m!f(m ± k1 ± k2 + l)f(n + m ± k1 ± k2 + 2) 

111!112!l'(m. ± k1 + l)f(m± k2 + l)l'(n1 ± k1 +l)f(n2 ± k2 + 1) 
(22) 

B_v rna king tlw change of variable :r = cos 2cp and by using the Rodrigues formula [11] 
for the .Jacobi polynomial, Eqs. (20)-(22) k-ad to the integral representation 

W~~n
2
(±k1, ±k2) 

(2m ± A:1 ± k2 + l)(n - m)!I'(m ± k1 ± k2 + l)f(n + m ± k1 ± k2 + 2) 

n1 !n2!m!f(m ± k1 + l)f(m ± k2 + 2)f(n1 ± k1 +l )f(n2 ± k2 + 1) 

. l 11 dm 
X 2n,+n2+m±k1±k2+l (l - xr2(l + xt' d m [(1 - x)"'±k2 (1 + x)m±k1 ]dx 

-I ,X 

for the interbasis expansion coefficients W;'n (±k1 , ±k2). 
, 1 2 

(23) 

Equation_ (2:!) can be compared with the integral representation [13] for the 
CGc's (abo-,B[q) of the group SU(2). This yields · 

W,:';n
2
(±k1,±k2) = (-1r-np(abo-,B[c,) (24) 

with 2a = n1 + n2 ± k1, 2b = n1 + n2 ± k2, 2c = 2m ± k1 ± k2, 2o- = n1 - n2 ± k1 
and 2/-J = n 2 - n 1 ± k2 • Since the quantum numbers in (24) are not necessarily 
integers or half of odd integers, the coefficients for the expansion of the Cartesian 
basis in terms of tl1e polar basis may be considered as analytical continuation of the 
SU(2) CGc's. -

The inverse of Eq. (19), viz.,· 

n 

'11n,,m = L w:;m(±k1, ±k2)Wn,n2 (25) 
n1 =O 

follows from tht: orthonormality property of the SU(2) CGc's. Thus, the relation 

W,~
1
'.,,.(±k1,±k2) = W,:';,.

2
(±!.:1,±k2) 

5 



gives the expansion coefficients in (25). The SU(2) CGc's can be expressed [13] in 
terms of the hypergeometric function 3 F2(1), so that Eq. (24) can be rewritten as 

wm (±k ±k) _ (-l)n, n!r(n2 + m ± k2 + 1) 
"

1
"
2 1

' 
2 

- Jnµ!f(m ± k1 + l)r(m ± k2 + 1) 

xd(2m±ki±k
2
+l) f(n1±k1+l)f(m±k1±k2 +l) 

n1!n2!m!f(n2 ± k2 + l)r(n + m ± k1 ± k2 + 2) 

(
-n-m:i=k1:i=k2-l, -n2, -m1) X3F2 1. 
-n1 - n2, - n2 - m =i= k2 · 

By using symmetry properties for 3 F2(1), we arrive at the expression 

X 

X 

m (-lrn! 
Wn,n,(±k1,±k2) = f(l ± k2) 

(2m ± k
1 

± k
2 

+ 1/(m ± k1 ± k2 + l)f(m ± k2 + 1) 
n1!n2!m!nµ!f(m ± k1 + 1) 

f(n1 ± k1 + l)f(n2 ± k2 + 1) 
3
F

2 
(-m, m ± k1 ± k2 + 1, - n2 Ii) (26) 

f(n+m±k1 ±k2 +2) l±k2, -n1-n2 . 

Alternatively, by using the formula [14] connecting the Hahn polynomial h~a,/J) and 

the function :iF2 ( 1 ), we obtain 

m!nµ!l'(m ± k1 ± k2 +l) 
w;:: n, ( ±k1, ±k2) = ( -1 r \/ (2m ± ki ± k2 + l) n1 !n2!f( m ± k

1 
+ 1 )f( m ± k2 + 1) 

X 
f(n1 ± k1 +l)f(n2 ± k2 + l)h~k2,H1l(n

1
, n

1 
+ n_2.+ 1) · 

f(n+m±k1±k2+2) · · 

in terms of Hahn polynomials. 

3.4 Invariance algebra 

Let us consider the following realization of the SU ( 1 ;1) generators 

(a) 1 . 2 2 ka - 4 (<t) (a) 1 2 (a) z . . 1 . 2 I . . ·(· 

Jo ::;: 4!1 (-ax.a:a + n Xa +---;y-)' JI = -Jo +2nxa, 12 = 2 XaOx. + 2). 
We thus have two copies (for a= 1,2) of the-Lie algebra SU(l,l) given by 

[ J(a) ](a)]._ •J(a) 
'll '" I - z 2 '· [J(a) ·J(a)] __ • 1 (a) 

I , 2 - Zo.10 , [J
(a) J,(a)] _ .J(a) 

-2 ' 0 - z 1 

6 

) 
J 

) 
) 

with the Casimir operator 

Qa = [Jt)J2 - [J!")j2 - [J~")]2 = i(k~ -1) • (27) 

Introducing the raising and lowering operators J:b"l = Jf "l ± iJ~a), we get 

[J (,i) ](a)] _ ±J(a) [J(a) J(a)] _ 21(a) and Q _ [J(a)]2 _ J(a) _ J(a)J(a) 
O ,• ± - ± , - , + - 0 a - O O + - • 

As an irreducible representation of SU(l,l), the positive discrete series consists of 
an infinite number of states. Each of these states will be denoted as liama), where 
m,, = ia + na ( na = 0, 1, 2, · · · ). The eigenvalue of the Casimir operator is 

Qa = ia(ia - 1) 

so that from (27) we have ia = ½(1 ± ka)- The matrix elements of the generators of 
the group SU (1, 1) may be obtained through 

J~")ljama) = maliama), Jt) ljama) = Jf ma±ja)(ma=Fia±l) ljama±l) (28) 

with J~")liaia) = 0. Let us now define 

C - 1(1) + 1(2) C - J(l) + J(2) o- 0 0, ±- ± ± • (29) 

Equation (29) corresponds to the direct sum of the two SU(l,1) algebras for a = 1, 2. 
The coupled basis ljm) satisfies 

Cti!Jm) = mljm) = (j + n)[jm), Qljm) = j(j - l)[jm) . 

Given the values'j1 and h, the parameter j can take the discrete values 

j = i1 + h + q, _q EN 

Th~ Clebsch-Gordan decomposition yields 

ljm) = L (jij2m1m2lim) li1m1) 0 lhm2), m = m1 + m2 
m1m2 

with 2ja = 1 ± ka, 2ma = 2na + 1 ± ka and 2j = 2q + 2 ± k1 ± k2, By using the 
connection between the SU(l,1) CGc and the 3F2(1) function [-l5], one can 9btain. 
the same hypergeometric fonction as in (26). 

Note that the Hamiltonian Hof our two-dimensional oscillator system is 

H = 2!1Co . 

From· (28) and (29), we recover the spectrum of the system as given by (13) with 

Ti= n1 + n2. 

7 



Let us consider the two following operators 

N = J.(1) _ i2) M = Q + Q + 21.<1) J.(2) _ 1 (1)1 (2) _ l{l) 1 c2J + ~ 
0 o, 1 2 00 +- -+ 4 

They commute with H. Indeed, they are nothing but the integrals of motion (6) 
and (18). Moreover, let us define a third operator T via T = [N, M]. We have 

T = 2 [1~1>1t2) _ 1t1)1~2)] 

or 

. 1 -. i. k2 
- !. ( 1 )• k2 

- !. ( 1) 
T = -

4
ff(Dxx-:- Dyy) -

20
DxyLz + ;f!x/ y8y + 2 - ;f!y/ x8x + 2 

The operators_ N, M, T and H span a closed quadratic algebra since 

k2 k2 1 
[MT] =·-2·(MN+NM)+~H-N [TN]= -2N2+-H2-4M~k2-k2-1 

' 2f! ' ' . 202 1 2 

hold in addition to [N, M] = T, [N, H] = 0 and [M, H] = 0. 
In the limiting case k1 = k2 = ½, we obtain a quadratic algebra too. In this case 

1 i 1 
N = 4f! (Dxx - Dyy), M= ~L2 

4 zl 
T = - 4f!(Dxx - Dyy)- 2f!DxyLz. 

Instead of N, L~ and T, we can consider N, Lz and [N, Lz]- In this regard, by 

putting 
1 1 1 

A= N, A= 2Lz, A= i[A,P2] = 2f!Dxy 

we end up with_ the Lie algebra corresponding to the commutation relations 

[A,Pt] = ickf.mPm, k,£,m E {1,2,3}. 

Finally, going back to the generic case for k1 and k2 , we define 
-· 1 . 
Lo = - 4(2N =f k1 ± k2 ) 

and 
i(l) i(2) l{l) l(2) 

L+ = · - · + · , L· = + -
J(n1 ± k1)(n2 ± k2 + 1) - J(n2 ± k2)(n1 ± k1 + 1) 

They act on the eigenfunctions (5) of th~ Hamiltonian H as 

Lollln,n2 =_ ½(n2-ni)Wn,n2 , L±Wn,n2 = v ( n1 + ½ =f D ( n2 + ½ ± ½) Wni'fln2±1. 

The operators L0 , L+ and L_ generate the Lie algebra SU(2) with 

[Lo, L±] = ±L±, [L+, L_] = 2Lo 

and are closely connected to our integrals of motion. 

8 

4 Three-dimensional case 

4.1 Spherical basis 

In spherical coordinates (r.O,:p), the potential (1) can be rewritten as 

\. ln2 2 l [ 1 (k:-¼ ki-¼) kJ-¼J ' = _,, r + - -- --- + -- + -- . 
2 2r2 sin2 0 cos2 (f! sin2 (f! cos2 0 

Looking for a solution of Eq. (2) in the form R(r)0(0)<I>(cp), we are left with the 

system 

d.,.,, + A2 __ 1 __ 4 __ 2 ___ 4 <I> 
( 

k2 _ !. k2 _ !) 
cos2 cp sin2 cp 

0 (30) 

[ 
I A2 k5 - !] 

-.-do(sinOdo) + .J(.l + 1) - -.-
2
- - --

2
-
4 0 

Sill{) Sill 0 COS 0 
0 {31) 

[
l .2 22 J(J+l)] 

,.2 dr(r dr)+2E-f1 r - ,.2 R = 0 . (32) 

The solution <I>{ cp) = <I>m( :p; ±k1 , ±k2) of Eq. (30), satisfying the boundary con­
ditions (8) and the normalization condition ( 10), is given by (9). The separation 
constant A in (:lO) and (:H) is quantized according to (11). ' 

The solution 0(0) = 0qm(0; ±k1 ± k2 ± k3) of (31) is (s<'e [5]) 

E-)( 0) = 
[2{m + q + 1) ± k1 ± k2 ± k3]q!f(q + 2m ± k1 ± k2 ± k3 + 2) 

r ( q ± k3 + 1) f( q + 2m + 2 ± k1 ± k2) 

X ( cos O)½±k3 (sin ot PjA,±k3
)( cos 20) 

which satisfies the boundary condition 

7r 
0(0) = 0( - ) = 0 

2 

and the normalization condition 

2 /T tJ,,,m{O;±k1,±k2,±k:1)*0qm{O;±k1,±k2,±k:1)sinOdO = liq'q • 
.o 

The spherical scpa.ration constant J in (:H) and (:32) is 

J = 2q + A ± k3 + ~ = 2q + 2m ± k1 ± k2 ± k3 + ~ 
2 2 

The solution R(r) = Rnrqm(r; ±k1, ±k2, ±k3) of Eq. (32) is 

U(r) = 2n½nr! 1 
( f! ) 

1'(11., + 2q + 2m. ± k1 ± k2 ± k:1 + :l) ( ~) exp _2,.2 L~;½(nr2) 

!) 



with 

L)O Rn~qm(r; ±k1, ±k2, ±k3)Rn~;m(r;
1

±k1, ±k2, ±k3)r2 dr = on~nr 

where nr E N is the radial quantum number. 
The energy.of the system is 

;3 
E = D(2nr + J + - ) = D(2n ± k1 ± k2 ± k3 + :!), n E N 

. 2 

where n = nr + q + m is the principal quantum number. It corresponds to the 
wave functions 

Wnrqm (r, 0, cp; ±k1, ±k2, ±k3) = R(r )0( O)q>( cp) 

with n fixed. 

4.2 Cylindrical basis 

In cylindrical coordinates' (p, <p, z ), we have 

V=!n2/+- 1-4+ 2-4 +- n2z2+ 3 -4 . I ( k2 
1 k2 1 

) I ( : k 2 t ) 

2 2p2 cos2 cp sin2 cp 2 z2 

The corresponding Schrodinger equation may be solved by looking for a solution in 
the form R(p)q>( cp)Z(z). By combining the results of Sections 2 and 3, we get 

Z(z) = Wn,(z;±k3), q>(cp) = cf>m(cp;±k1°,±k2), R(p) = R,,P,;.(p;±k1,±k2) 

as given by ('.!), (9) and (12), respectively. The energy 

E = D(2n ± k1 ± k2 ± k3 + 3) 

corresponds to the wave functions 

IJ!npmnJP, cp, z; ±k1, ±k2, ±·k3) = R(p )q>( cp )Z(z) 

for which the principal quantum ·num~·er n = np + m + n3 is fixed. 

4.3 Connecting Cartesian, cylindrical and sphel'.ical ·bases 

In the three-dimensional case, we have 

n1-+n2 np+na-

Wn,n2n:i = L w~n2(±k1,±k2)\J!npmn,, \J!npmn, =; L vnqp;..,(±k1,±k2,±k3)Wnrqm 
m::::O q=O· 

where n 1 + n 2 = m + np and· nr + q = · np + n3 . .For the expaµsion of the Cartesian 
basis over the spherical basis, we have · 

IJ!~,n2 n, = ~c::;~;n;(±ki, ±k2, ±kj)\J!Tfrq,;. .(33) . 
. . ·mq·· 
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when• n 1 + n 2 + n3 = nr + q + m. The coefficient w:;n
2
(±k1 , ±k2) is identical to 

the one found in the two-dimensional case. It is given by (24). Similarly, it is easy 
to obtain 

V,;pn, (±k1, ±k2, ±k3) = (-lt,-q{a'b'ci/3'lc',') (34) 

wh<'re "2.a' = n:i + np ± k3, 2b' = n3 + np + 2m + 1 ± k1 ± k2 , 2c' = 2q + 2m + 
I ± k1 ± k2 ± ri. "2.0 1 = n3 - np ± k3 and 2/3' = 2m + nP - n3 + 1 ± k1 ± k2 • The 
expansion codlic-ients in (33) are given by the formula 

c:;''.12 ,,J±k1, ±k2, ±k3) = W.:';n, (±k1, ±k2)V,;pn, (±k1, ±k2, ±k3) . (35) 

The value of the right-hand side of (35) follows from (24) and (34). 
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