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I Introduction 

It is the purpose of this note to discuss the problem of constructing of "true 

dynamical degrees of freedom" in the degenerate theories with first class 

constraints with the aim to obtain a constructive definition of admissible 

gauges. 

A general method for describing degenerate theories starts by introducing. 

the gauge fixing condition ( gauge fixation ) for elimination of nonphysical 

degrees of freedom ll]- (3]. Afterwards, there are two significantly different 

ways for reduction in number of degrees of freedom : explicit and implicit . 

The explicit method is straightforward- one must deal in an explicit way only 

with the physical variables while nonphysical ones are completely excluded 

from the consideration by gauge fixation. For the Abelian gauge theories 

this method works, one can always find the gauge invariant variables and 

identify them with physical ones while the rest variables can be dropped out 

via the gauge conditions. A problem arises, for example, in the Yang- Mills 

theory and gravity, where the true dynamical degrees of freedom are hidden 

due to the non - Abelian character of theories. The problems concerning the 

determination of the physical degrees of freedom in the Yang - Mills theory 

have been discussed by many authors (see e.g. (4]- [11]). A lot of attempts 

have been undertaken to realize the explicit separation of the nonphysical 

sector from the physical one. However, there still remain open questions and 

as a rule in the practical calculations we deal with the implicit form of gauge 

fixation. In this case, the general method [1], providing the restriction on the 

canonical variables due to constraints (including gauge fixing) consist in the 

determination of the modified symplectic structure of the phase space with 

the help of Dirac 's bracket [2] In this method, one retains all dynamical 

variables and merely changes their Poisson brackets, which corresponds to 

the effective reduction in the number of degrees of freedom. As a result, 

one could not in general indicate the coordinates of the reduced system 
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corresponding to the " true dynamical degrees of freedom ". However, to 
attain the correct results, one must be sure that the gauge fixing condition 
allows one to eliminate nonphysical degrees of freedom and fix the physical 
one in a unique way (up to canonical transformation) without any. restriction 
on them. One can ask the question : are there some requirements to the 
gauge fixing conditions that quarantee such a correct description . 

It is important to note that there are two sides of this question global 
and local [3] . The well known manifestatioo of the problem of determining 
of globally admissible gauges is the so called Gribov ambiguity for the Yang 
- Mills theory. [12]. Singer's no - go theorem for gauge fixing [13] rises 
questions about the generalization of the usual procedure of reducing degrees 
of freedom based on local manipulations. However; as we want to emphasize, 
at least for a local procedure it is necessary to clarify the reduction scheme. 
Just this is the goal of the present paper. 

According to Dirac's prescription for generalized Hamiltonian systems, 
the reduction in the number of degrees of freedom consist in the elimination 
of first class constraints 

tp,(p, q) = () 

by introducing some new "gauge constraints" into the theory 

x,(p, q) = o 

and by replacing of the Poisson bracket by the Dirac one· [1]. The gauge 
functions x are arbitrary functions of coordinates and momenta. There is 
only one requirement on the gauge fixing condition - nonvanishing of the 
Faddeev - Popov determinant on the constreint ( including gauge fixing ) 
shell 

dctii{Xa(p,q),tp~(p,q)}llj~=O,FO 'fc () (1.1) 

However, it is known that {1.1) is only a necessary condition for the gauge 
constraints [3]. There are examples of gauge ~onstraints fulfilling {1.1), but 
as a result of reduction we get some restriction on physical sector - some 
type of overconstraining. For explanation, let us consider the simple case of 
QED with constraints 
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If one chooses the following gauge 

X1 = Ao = 0. X2 = A3 = 0, 

then the Faddeev- Popov matrix {Xa, tpp} has a non - singular determinant 

on appropriate function space. But it is easy to state that this gauge leads to 

overconstraining of the system . Indeed, according to the essence of gauge 

fixing - to get rid of some degrees of freedom, the gauge- fixing condi­

tion allows one to determine in a unique manner the gauge transformation 

function from this gauge fixing conditions [14[ : 

AG Ao + Do>- = 0 

"1~ A3 + iJ",\ = 0. 

It is obvious that there is a unique solution to these equations with respect 

to A if the integrability condition is satisfied 

Thus, we obtain the restriction on the physical variable, the third component 

of the electric field 

1f:J = 0, 

and get the overconstraining of QED. ( see e.g [15], [16] ). 

So, to be sure that we are free from some incompatibility, it would be 

ideal if one could pick out directly the degrees of freedom (whitch are un­

constrained) that have to be dropped out from a set of canonical pairs and 

then one would work in the reduced phase space . In other words, to get 

some information on restriction of gauge conditions, it is necessary to deal 

with some scheme that allows us to determine the reduced dynamics in a 

gaugeless manner and then to compare it with gauge fixing method For­

tunately, there is an elegant method of reducing the number of degrees of 

freedom known for systems of equations in involution [17], [18]. Levi- Civita 

has proposed the way of using the invariant relations (constraints in modern 

notations ) to reduce the order of the canonical system by passing to new 

canonical variables. As a result of the application of this scheme [19]- [21], 

the new canonical variables in the reduced system describe the allowed dy­

namics in terms of physical variables. It should be noted that for a direct 

application to the non- Abelian theory and gravity there is a serious obstacle. 
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In this case, before earring out the canonical transformation to new variables, 
the constraints must be replaced by the equivalent set of constraints that 
form a canonical functional group. There is a general proof of a possibility 
of such a replacement [22] - [25], but the problem is to determine this new 
set in a constructive fashion. Nevertheless, this gaugeless scheme allows one 
to obtain some restriction on gauge fixing conditions . 

In the present paper, based on the gaugeless scheme of reduction of 
the phase space we suggest in a constructive manner a certain subclass 
of admissible gauges (canonical gauges) for gauge theories with a first class 
constraints which can be exploited in the gauge fixing method. One can note 
a simple condition for gauge fixing functions which can serves a criterion for 
belonging to the class of canonical gauges - the requirement of vanishing 
the Dirac bracket of matrix D."~= {x.,, 'P~} with the canonical Hamiltonian 
on the constraint (including gauge fixing) shell 

[ 
{D..,(J(p,q),Hc(p,q)}D-, = 0 I 

rp::::O, x=O 
---~· .. 

( 1.2) 

This article is organized as follows. In the first part of this paper we 
shall briefly describe Dirac's gauge fixing method and the gaugeless one 
Section II is devoted to the definition of admissible gauges based on the 
canonical equivalence between two methods. In the last section, the general 
consideration of the admissible gauges is exemplified by Christ and Lee model 
[26]. 

II Phase space of the Hamiltonian system with con­
straints 

For the sake of simplicity, as usual we will discuss the main ideas using 
mechanical system, i.e. system with a finite number of degrees of freedom, 
with having in mind that the transition to a field theory involves additional 
features connected with boundary effects. 
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A Definition of the reduced phase space 

Suppose that in the system with finite number of degrees of freedom we have 

the following first class constraints 

'Pa(p, q) 0, 

(2.3) 

This means that the dynamics of our system is constrained on a certain 

submanifold of the total phase space which is defined by the constraints 

cp.,(p, q) in {2.3). Further, we will symbolize by notation r, this 2n- m­

dimensional submanifold of the total phase spacer( dimllfll = 2n) r, cr. 

For definition of the reduced or physical phase space we need the notion 

of physical variable According to Dirac : A dynamical 11ar·iable F is of· 

phy.'iical importance only if its Poisson bracket 'With any constraints gives 

another constraint [27) 

{ F(p, q), <p,(p, q),} = d,7 (p, q)<p7 (p, q). (2.4) 

Such a dynamical variable is called a physical 11ariable According to this 

definition, in the process of evolution a physical variable does not abandon 

some subspace of r,. Indeed [28], [29], if one consider, (2.4) as a set of 

rn first order linear differential equations for F, than due to the integrability 

condition (2.3) this function can be completely determined by its values in 

the 2(n- m.) - m submanifold of its initial conditions. Thus, observables 

are functions on the socalled reduced phase submanifold f' f' c r, c r 

spanned by some physical coordinates Q;, P;' (i = 1, ... , 2( n- m)). Below we 

will discuss alternative schemes of construction of the reduced phase space: 

gauge - fixing and gaugeless methods. 

B Reduced phase space in the gauge fixing method 

B.l Dirac's scheme without constraint resolution 

Let us briefly describe the general principles of the introduction of gauge 

fixing constraints on canonical variables in a Hamiltonian theory.· This gen­

eral procedure to deal with physical variables was proposed by Dirac for the 

application to the Hamiltonian theory of gravitation [1]. 
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The generalized Hamiltonian dynamics is described by the extended Hamil­
tonian 

H,~(P, q) = Hc(p, q) + lla(t)<p,(p, q) (2.5) 

where Hc(P, q) is the canonical Hamiltonian and u(}: are the Lagrange mul­
tipliers . According to Dirac's gauge fixing prescription, one can introduce 
the new "gauge" constraints 

x.(p, q) = o (2.G) 

with the req'uirement 

(2.7) 

The maintenance of auxiliary conditions (2.6) in time gives the set of equa­
tions 

x .. = {xa, He}+ L {x., 'P.B }uii = 0 
li 

(2.8) 

which allows to determine the unknown Lagrange multipliers. Formally, the 
solution can be written as 

11, =- L t>.~J{Hc, xa} 
!3 

where .6.. -·I is the inverse matrix of 

(2.9) 

The main idea of introduction the new constraints (2.6) into the theory 
was to eliminate from consideration the complicated constraints (2.3). i.e. 
to consider them as strong equations. This result can be achieved if we pass 
from the Poisson brackets to Dirac's ones 

{F,G}n = {F,G}- {F(,)C;:){(,,G}, (2.10) 

~s=(9J, ... ,'f!nnXI,···,Xm), Crr.('J={~rn<rd, Co:(JC[j)=Dtq 

From (2.10) one can observe that all constraints including the gauge one 
have zero Dirac's brackets with everything and thus we can consider them 
as strong equations. As it has been mentioned in the introduction, although 
the choice of gauge constraints allows one to take into account in an explicit 
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form the constraint nature of canonical variables via Dirac's bracket but this 

gauge fixing does not provide an explicit representation for the physical phase 

space. We will deal with the explicit representation for the reduced phase 

space if one can find the conjugate coordinates Q;, P;'(i = 1, ... , n- Til, so 

that all constraints would vanish identically as functions of these variables 

cp,(p,q) c= \)0
(Q;P;) c= 0 [3]. In this case, for any function F(p,q) g1ven 

on the reduced phase space 

F(p, q)I9=0F0 = F(P'Q') 

the Dirac bracket looks like the Poisson bracket for a usual unconstrained 

system 
,_, { DF DC DF DC} 

{F, G) n\ =II =0 = L DCJ' p• - ar· CJ' 
<{) ,\ 1:;::: j I ! l I 

(2.11) 

However, it is not easy to find these coordinates and in general one retains 

all dynamical variables. The change of their Poisson brackets reflects the 

reduction in number of the degrees of freedom 
n n 

L {rJ,,p,, }vu = n, L {IJ,J!i· ln = n- m 

i=l i=l 

Thus, the question of "true dynamical degrees" is again open. 

B.2 Faddeev's scheme with constraint resolution 

In the well - known paper by L.D. Faddeev [28] the scheme of explicit re­

dudion of phase space with the goal to extend the method of path integral 

quantization to a gauge theory was developed. Here we will stress only 

the main points of this scheme. As in Dirac's methods, we introduce the 

constraints 

Xn(J!.IJ) = () 

in such a way that the requirement (1.1) is fulfilled with an additional property 

{ Xn(JI, q), \Ji(P, q)J = 0. (2.12) 

Now, in accordance with this property there is a canonical transformation to 

new coordinates 

q, ,__, Q, = q, (q,,p,) 

Pi ~ P, = P; (q;,pl) (2. 13) 



such that m of the new P 's are 

P, = x, (q,,p,) (2.14) 

The corresponding conjugate variables qn can be expressed with the help of 
the resolution of constraints (2.3) 

via the n-m. cannonical pairs (c>'1• !'1', .... { 1' . }" ). This is possible due ( , r:11-111' n-m 

to the (1.1). This remaining variables ( (Jj,Pt ... ,CJ:l-ni'P:_m) spanned 
the 2( n- rn.) - dimensional surface ~ determined by the equations 

q,.(Q',P') (2.1S) 

After this the main point is to prove that the surface L: coincides with the 
true reduced phase space r· independently of the choice of gauge fixing 
condition. It is very attractive to determine the reduced phase r• without any 
gauge fixing and then to compare it with the reduce phase space obtained 
by Faddeev's gauge fixing method. In the next section we will describe 
two schemes of reduction of phase space without exploiting gauge fixing 
functions, solely in internal terms of the theory. 

C Construction of the reduced phase space without gauge fixing 

via the "generalized canonical transformation" 

C.l Abelian constraints 

t. Ln1i - CiDitu 's nu~tlwd of rnlndion of Sffstcrns in i·ruwlntion 

For explanation of main ideas of construction of the reduced subspace 
I" without using gauge fixing condition i.e . in the gaugeless manner let us 
first consider the special case when there are only Abelian constraints in the 
theory 

{'f',(p,q),'Pri(JI,q)) = o. (2.16) 

In this case a difficulty does not arise because there is a general method of 
reducing in order of differential equation in the canonical if some invariant 
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relations in involution are known [17], [18], [19]. According to Levi- Civitas 

method, one can perform the canonical transformation in the phase space to 

the new coordinates 1 

q, >-+ Q, ~ Q, (q,, p,) 

Pi 1----t ~=Pi (qi,Pi) (2.17) 

such that m of the new P 's ( P 1, ••• , Pm ) become equal to the constraints 

(2 16) 
Po~ 'Po (q;,p;) (2.18) 

while the remaining n-rn pairs of the new canonical coordinates (Qi, P{' ... , 

q~-m• P,;_m ) will be gauge invariant physical variables. 

In terms of new canonical pairs P, Q it is very useful to establish the gen­

eral structure of the canonical Hamiltonian. The maintenance of complete 

system of irreducible constraints (2.16) in time means that 

{rp,(p,q),Hc(p,q)} = 9o,q(p,q)'Prl(p,q) 

Eq. (2.19) in the new coordinates P, Q becomes 

8Hc(P,Q) =- .(PQ)P 
aq 9a,J ' f 

" 
Hc(P,(J) = Hc(p(P,Q),q(P,Q)) 

(2.19) 

(2.20) 

From this equation it follows that the canonical Hamiltonian Hc(P, q), rewrit­

ten in the new coordinates P, Q has the following form 

Hc(P, Q) = Ho(Q', P', P) + Wa(Q, P)P" (2.21) 

with some function H 0(Q', P', P) which does not depend on the ignorable 

coordinate q : 

{Po,Ho(P,Q)} = 0 ==? {'Po(p,q),Ho(p,q)} = 0 (2.22) 

and thus represents the gauge invariant part of canonical Hamiltonian. The 

functions W0 (Q, P) are determined through the functions ?f0 p(P, Q) accord­

ing to the equation 

aWr(P,Q) = _ (P Q) 
aq" 9ar ' 

(2.23) 

---o-:-:--·-:--c--.-··--- -· 
1 Note , that in the e<Lse of the theory with repa.rametrization invariance we have to exploiti 

a more general transformation with an explicit time dependence. But in this article we restrict 

ourselves only to the case of gauge invariant theories. 
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This property in the initial coordinates p, q means that , the canonical Hamil­
tonian looks as follows: 

Hc(p, q) = Ho(q,p) + lli,(p, q)<p,(p, q) (2.24) 

whith the gauge invariant function Ho(p, q) 

{Ho(p,q),<p,(p,q)} = 0 (2.25) 

and functions lli"(p, q) connected with lli"(Q, P) as 

lli,(p,q) = lli,(P(p,q),Q(p,q)) (2.26) 

Eq.(2.23) rewritten in canonically invariant form looks like 

(2.27) 

One would like to note that the simple definition of invariant part of canonical 
Hamiltonian in terms of special coordinates 

- . 8Hc-
H0(P,Q) = Hc(P,Q)- ~P, 

fJP, 
(2.28) 

in the old coordinates can be written only through the variational derivative 

[ 
oHc ] Ho(p, q) = Hc(p, q)- h<p, <p, (2.29) 

According to the Dirac, the time evolution of a singular ijamiltonian system 
is governed by the extended Hamiltonian (2.5) 

q; {q;,HE} 

p; = {p;,Ht,} (2.30) 

In the new special coordinates instead of these equations we have the fol­
lowing factorazible form of canonical equations for two type of variables 
P;',Qi (i=1, ... ,n-rn) andP,,(J, (a=1, ... ,rn): (19], (20] 

Q: {(Ji, Hp,} 

P· 
' 

{I';', Hph} 

P, 0 

(J, u,(t) (2.31) 
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with an arbitrary functions ua(t). In (2.31) the physical Hamiltonian is 

defined as 

H 1,,.(P,Q) = H 0(Q',P',P)I-
P=O 

(2.32) 

Thus, Q. are ignorable coordinates with the corresponding vanishing mo­

menta P,, and the canonical system allows the separation of the phase 

space coordinates into the physical sector and the nonphysical one 

fJJ 2(n- m) { ( ~:) Physical 

J!I sector 

2n f-+ ( 2.:33) 

qn 
2m {( ~) JV on physical 

Pn sector 

One would like to note that the choice of special canonical coordinates P', q• 
and Q is not a unique. It is a wide freedom to define them, for example one 

can pass to new canonical variables 

(2.34) 

but in any case the above redefinition corresponds to the canonical transfor­

mation on the physical phase space spanned by the ((J'. P'). 

C.2 Non - Abelian constraints 

If there are in the theory a non - Abelian constraints, the above - described 

procedure does not work and it is necessary to modify it. Fortunately, there 

is the significant observation that allows us to lead this case to the previous 

Abelian one. It can be note that in contrast with unconstrained systems 

the singular theories possess a wider freedom in the choice of canonical vari­

ables [30] . The canonical group of transformation for a usual unconstrained 
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theory in this case is enlarged to the group of so- called "generalized canon­
ical transformations" According to the definition, the generalized canonical 
transformations are those preserving the form of all constraints of the theory 
as well as the canonical form of the equations of motion [30]. The main 
point of our idea is to use this freedom of formulation and to pass from non 
-Abelian theory to an equivalent description of singular system with Abelian 
constraints via the generalized canonical transformation. The usual canonical 
transformation of variables could not change the value of the Poisson brack­
ets, but as we will demonstraed below the transformation to new Abelian 
constraints is not canonical but generalized canonical transformation. In this 
section, we will consider two schemes of realization of this program based on 
the resolution of constraint or without it. 

i. Construction of physical cooTdinateB via the constraint resolution 

The direct way to pass to new constraints that are Abelian and simulta­
neously are equivalent to the old one ( abelianization ) is as follows [21], 
[25]. Under the assumption that 'Pa(J!, q) are m independent functions one 
can resolve the constraints (2.3) for m of p's 

Po= F,(J!., q) (2.35) 

where l!. denotes the remaining p's. One can now define the new equivalent 
to 'Pa(P, q) constraints 

<l'o(P, q) =Po- Fo(J!., q) (2.36) 

Now, on the one hand, by explicitlly computing one can convince onself 
that the Poisson brackets {<l>,.(p, q), <I>11(p, q)} of the new constraints are 
independent of Po• but on the another hand, they are again the first class 
ones; so their Poisson brackets with each other must vanish identically. Thus 
after a transfomation to new constraints <I>a(J', q) we are ready to realize the 
above mentioned canonical transformation (2.17) such that m of the new P 
's become equal to the modified constraints <1'" (2.36) 

Pa = <l'a (q;,p;) (2.37) 

with the corresponding conjugate ignorable coordinates Q" . 
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i.i. Abelianization of constraints via Dirac's transformation 

There is another method of abelianization without using a non painless, 

1n general procedure of resolution of constraints against some momenta. 

In the previous article [32] it was shown how due to the freedom in the 

representation of the constraint surfacer, defined by 

<p,(p, q) = 0, 

with 

{<p,(p,q),'Pp(p,q)} = f,p,(p,q)<p,(p,q). 

one can always pass with the help of Dirac 's transformation (which belongs 

to the class of generalized canonical transformations) from these first class 

non - Abelian constraints to the equivalent ones 

<f>,(p, q) = D,p(p, g)<pp(p, q) (2.38) 

so that new constraints are Abelian. 

{<f>,(p,q),<f>p(p,q)} = 0. (2.39) 

As it has been mentioned above, the existences of a such a set of equivalent 

constraints, which can be treated as some coordinates in the manifold, is 

known. The question is how, in a constructive way to find this transformation 

matrix. According to {2.39), the matrix D,p must satisfy the set of the 

nonlinear· differential equations 

{D,1 (p, g)<p1 (p, q), Dpu(p, g)<pu(P, q)} = 0. (2.40) 

The statement of abelianization means a possibility of finding a particular 

solution for these very complete nonlinear differential equations. Beyond 

question eq. {2.40) in this form is not of any practical value; but it has been 

shown [32] that there is a particular solution to this equation and it can be 

represented as 
(2.41) 

m 

where each matrix Dk is again represented in product form of k's m x m 

matrices 
0 

Dk = w•+k(p, q) II sa<+i(p, q) 

i=k-1 
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(ak = k(k + 1)/2) and 

k m-k 
....----"--.. 

nak+k = 
Q]o 

0 ~:J 
(2.43) 

k m-k 

1 0 0 0 0 0 () 0 
0 1 1 0 0 0 () 0 

0 () 1 () () 0 () () 

sat+i = 0 0 0 1 0 () () () 

0 cak+l 0 1 () 0 () k+l 
(2.44) 

0 ca;;+i 
k+2 0 0 1 () 0 

0 ca.,-ti 
rn-1 0 0 0 1 0 

0 cak+i 
m 0 0 () 0 1 

~ 
k-i 

and satisfies a set of linear differential equations (see below ( 2.48), (2.49)). 
Just the linear character of these equations allows one to speak about a 
practical use of the proposed method of abelianization. The constraints 
which are obtained as a result of the action of k's matrices (constraints at 
the ak + k -th step ) 

<!?~'+< = (v• . v•-' ... vk) <P~ 
m rt{J 

(2.45) 

obey the algebra where k constraints have zero Poisson brackets with any one. 
From the algebraic standpoint this method of abelianization represents an 
iterative procedure of constructing of "equivalent" algebras A a, of constraints 
<I>~i 
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The abelianization procedure consists in all! 's steps for construction of the 

m.- dimensional abelian algebra equivalent to the initial non- Abelian one in 
such a manner that at the a1 - th step the obtained algebra A"' possesses a 
center with k elements Zk [A] = ( il>~~k, <I>~*, ... <I>~k) The matrix Vk converts 
the algebra A 1 to the algebra AH 1 in which the center contains one element 
more than previous. 

The validity of the representation (2.42) with the matrices Sand 'R. was 

proved in [32] by induction. It has been shown that if<!>~' - are constraints 
(obtained as result of action of the k - 1 matrices [J' ) with the algebra 
having the center Z,.[A] = (<!>~'. w;' ..... <~>;'),then a matrix D 1' from (2.41) 
performs the transformation to the new constraints 

(2.11) 

which form the algebra with the center Zk+ 1 [A.] = ( <I>rt+ 1
, <J>~k+l, ... , <I>~~k ~~. 

<I>~';i) if the matrices Sand R are the solutions to the following set of linear 
differential equations 

(2.18) 

{ <I>ak"f-i-1 sr.l-k+ij 
k ' "* (2.49) 

{ <I>"<+k-1 B"'+k} = O ) I ' rlkJ"h 

{ <!>"'+k-1 B"'+k) = O 
k- 1 ' rtkfik 

(2 50) 

(2.51) 

where ()'k = k + 1, ... 'm. '"i'"ik = 1, 2, ... 'J,:- 1 and r:~~i are the structure 
functions of the constraints algebra A"•+; at the rq. + i -th step. 
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z. z. z. Construction of ph;1Jsical coordinates via Dirac's transforrnation 

However, for our purpose, to construct the coordinates of the physical 
subspace we can act in a slightly different way. The proposed method of 
explicit realization of the reduced phase space consists on the step by step 
elimination of ignorable coordinates of the phase space with the help of 
construction of the corresponding Abelian subalgebra. This can be achieved 
at three steps 

a) first, we obtain an equivalent to the initial algebra with central element 

'PI 

b) next, perform the canonical transformation to a new set of coordinates 
so that 

c) last, restrict to the 2n- !-dimensional submanifold spanned by the 

coordinates C2a
1
,Prq, and to the algebra ¥n 1 = <Pa 1I-

PI=O 

a) First step For determination of a new algebra with one central constraint 
'PI one can act as it was described in [32] : 

• exclude 'PI from the left hand side of eq. {2.40); 

• then realize abelianization with all others 

Tor achieve the first, one can perform the transformation with the matrix SI 

1>~ = s,;1M, 

of type {2.44) 
1 () 0 () 

c, 1 0 () 

si c" 0 1 () • (2.52) 

G~rr~ () () 1 

or in the expanding form 

(2.53) 
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The new constraints algebra remains the algebra of first class 

{<I>i,<l?~J = flall<Jd + fla 1 J 1 <I>~I 
{ <l?~,' <P1J = (2.54) 

and the new structure functions ~~~7 are determined via the old one J},~7 
and the transformation functions c},, as follows 

fin,! /J.,, I + flo,,, C~, + { <P1, C},J (2.55) 

/~1{311 ~ ( fo,~,I- !a,~,7,C~, + {C},,,CJJ<P1)-

fio, 1 CJ, + { <li~,, CJ,} - ("'I <--> f3I) (2.56) 

f~t!JJ/1 !etjf3J"fj + C!l!If3l'Yl- c~l/Ioi/J (2.57) . 

floyn f1o:,-y1 (2.58) 

One can now choose the transformation functions CJ, so that the Poisson 

bracket of first constraints <l?] with all other modified constraints do not 

contain it 

{ <J.>] (p, q), <l!;, (p, q)} = L fio,,(p, q)<J.>;(p, q). (2.59) 
H'l 

these m- 1 requirements : fla,! = 0 according to eq. (2.55 ) means that 

the transformation function must satisfy the following set of linear nonho­

mogeneous differential equations 

(2.60) 

Note that the problem of existence c>f solution to such a set of equations is 

studied very well ( see e.g. [31[ ) Suppose, we find some particular solution 

C~, to (2.60), then one can determine all structure functions of the modified 

algebra according to eq.(2.55): 

fla 1 I 0 (2.61) 

/~11311 farfltl - fo:dlt'l'l C~1 + { C!l, C~J<I>~ 
+ {<I>~,, CJJ + { <P~,, c},,} (2.62) 

f!J{Jl 1'1 laJ!3I'Yl + C!lflf3I'YI - c~lhcqJ! (2.63) 

flant /Ia,/1 (2.64) 
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Now let us again keep first constraint unchanged and perform the Dirac 

transformation on the remaining part of the constraints <l>o,, CYJ = 2, 3, ... , rn 

with the requirement that new constraints have zero Poisson 

the first one <I> J 

(2.65) 

brackets with 

(2.66) 

One can verify that this requirement means that the transformation functions 

Balf3
1 

are the solutions to the equation 

(2.67) 

With the help of a solution of eq. (2.67) the modified algebra has the 

following constraints: 

(2.68) 

(2.69) 

(2. 70) 

Thus as a result of two transformations V 1 = S 1R 2 we obtain the mod­

ified algebra A2 of constraints <!>?, with the central element <l>j 

0 

! 2 . <1>2 + !2 <1>2 
aJ('h I 1 UJ f1111 11 

(2.71) 

(2.72) 

It is to be noted that due to central element nature of <l>j, the structure 

functions obey the following property: 

So, with the help of two Dirac' s transformations we obtain an equivalent 

to the initial algebra with one central element 

0. (2. 74) 
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b) Second step Now one can note that as a result of two transformations 
the first constraint " commutes " with all others but it can arise with left 
hand side of 

{ 1',, (p, q ), 1'/i(P, q)} Ca,(J,I(p,q)'PI(p,q) + 
+ c,,p,,, (p, q)<p,, (p, q). (2.75) 

How can one shake off this term 7 The following observation can help us. 
One can always pass to a new canonical coordinate 

'li ,_, q, = (Ji (q,p) 

Pi,_, P;=P;(q.p). (2.76) 

so that one of the new momentum will be equal to the first constraint 'i'l 

P1 = '?I (q,,p,) (2. 77) 
In these new canonical coordinates eq. (2.73) means that the new structure 
functions /3. a do not depend on the coordinate (/ 1 Ujf>\/ 

(2.78) 

c) Third step Let us now consider the new set of constraints obtained as 
follows: 

<!>,, = <!>,, 1- (2.79) 
f>1=0 

It is not worth noting that this transition to the new set of constraints 
<Pa, = <I> a, 1- _ is again the Dirac transformation of type (2.38) with the J>l -::::(} 

matrix 
= a• <I>' -. 

c .. =I: iJk[;·l !'~ 
k=l 1 J>l::;;;U 

(2.80) 

The algebra of new constraints 1•,, has a closed form (the right - hand side 
do not depend on P 1 with the structure functions 

(2.81) 

depending only on the remaining part of the coordinates CJr~~- Pn
1 , due to 

the property {2.78) Thus, by these admissible manipulations we reduce our 
problem to the equivalent one only for m - 1 - dimensional algebra of con­
straints in 2n - 2 - dimensional phase space. We will obtain the desired 
physical coordinates, by acting in such a manner step by step. 
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III Conditions for admissible gauges 

As it has been mentioned above the generalized canonical transformations 

[301 are the those preserving the form of all constraints of the theory as 

well as the canonical form of the equations of motion . Thus all forms of 

representation of the singular theory must be connected with each other by 

this a kind of transformations. This allows us to give the following definition 

of an admissible gauge : 

A gauge is admissible if and only if therrc is a genernlized 

canonical cqui'l!alence bt:tween the reduced phase space obtained 

by the gau.qe fixing method and the gaugcless one. 

Sufficient condition for a gauge to be admissible consists in dependence of 

gauge fixing conditions only on nonphysical variables. The above described 

method allows us to find a sufficient condition on the gauge fixing functions 

to belong to the class of canonical gauges for which the equivalence between 

the gauge fixing method and gaugeless one is fulfilled. 

How can one recognize the existence of such an equivalence and what 

is the necessary and sufficient condition for a gauge to belong to a class of 

admissible gauges. 

To get the answer, we must study, the general structure of the reduced 

theory. Let us again return to the case of the Abelian theory or to the non -

Abelian theory rewritten in the equivalent abelian form. Having represented 

the theory in to the form (2.33) where two sectors, physical and nonphysical, 

are separated, it is clear that the most suitable gauge conditions are functions 

depending only on the ignorable coordinates X a == y,.( Q) 

{Xnl Pt} 0 (3.82) 

Gauges of this type will be called the canonical gauges. Now the question is 

how to reformulate this property of independence on the physical variables in 

the initial coordinates p, q. At this point it is convinient to use the fact that 

in virtue of the definition of the physical Hamiltonian, (2.32) the requirement 

of independence of a gauge on physical variables can be written in canonically 
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invariant form as 2 

(3.83) 

In this form this condition is far from practical usage. However, one could 
transform it to a very simple form with the help of the Dirac bracket Indeed, 
in the special coordinates Q, P starting from the representation (2.21) one 
can extract from Ho P, - independent physical Hamiltonian and write down 
the following decomposition for the canonical Hamiltonian 

Hc(P,Q) H 0(Q',P',P) + iJ!.(Q,P)P. = 

HPh(P',Q') + F.(Q,P)P. (3.84) 

with functions F" determined by H0 and iJ! . Now, taking into account 
that nor the canonical gauge nor the matrix!:!..~= {x., Pd depend on the· 
physical variables , we have 

{x.((J), H c(P, Q)} 

{ tl.p( CJ), Hc(P, Q)} 

l:!..p(Q)Fp(P, Q) + {xo(Q), Fp(P, Q)}P~ (3.85) 

{ l:!..p(Q)F,(P, Q)}P, + { l:!.ap(Q), P ,}F,(P, Q) 

Assuming for the moment that {tlop(Q), P 7 } of 0 and excluding from (3.85) 
functions F1 (P, Q) one get 

{ l:!..p( Q), H c( P, Q)} I = { l:!..p( Q), P 7 }!:!.~; ( Q){x"( Q), H c(P, Q)} I r ' r 
(3.86) 

Taking into account the definition (2.11) of the Dirac bracket this conditions 
can be rewritten in a more attractive form 

(3.87) 

Return to the case when {1:!.,,9 (Q), P 1 } = 0 we see that there is possibil­
ity when (3.87) is satisfied by the gauge condition depending on the some 
physical coordinates 

2 Certainly there is a possibility when some of the physical coordinates Q* do not enter in 
to the physical Hamiltonian due to the some global symmetry and thus are usual ignorable 
coordinates. As a result they break through this requirement and can present in the gauge 
condition x, but owing to their ignorable character they can be treated in same manner as 
gauge noninvariant "ignorable coordinates" Q. 
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But as it was mentioned above this dependence is not a significant, by canon­

ical transformation one can get rid of it. 

Now let us try to rewrite the condition (3.87) in to the old coordinates 

p, q and for the non-Abelian form of constraints 

(3.88) 

·Due to the well- known observation [30], [23] the Dirac bracket is generalized 

canonical invariant object 

{F(P,Q),G(P,Q)}D(Px) = {F(p,q),G(p,q)}n(~.x) 

and thus instead of (3.86) one can write down 

D,,{ L'>,p(p.q), Hc(p, q)} D(~.x) + L'>,p(p.q){D,,, Hc(p, q)} IJ(~.x) ~~~o.x~o = 0 

(3.89) 

Now let us prove that the matrix of abelianization depends only on the 

variables P and Q and thus 

{Da1 ,Hc(p,q)}n(~.x) ~~~o.x~o = 0 (3.90) 

It can be verified as follows. As it is known [2], [33] the generator of gauge 

transformations can be represented as a sum of first class q:>nstraints in non 

- Abelian form 

or with the help of abelian one 

(3.91) 

It is necessary to note that in eq. (3.91) the parameters of gauge transforma­

tions EA(Q, depend only the ignorable coordinates Q, Pin virtue of separable 

form of eqs. (2.31). According to the eq.(3.91) any gauge invariant function 

I 
{I,G}=O (3.92) 

depends only on the variables Q' and P'. The C/', P' compose the basis 

of gauge invariant variables. Therefore from eq. (3.92) with generator G 
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expressed via non- Abelian constraints and matrix of abelianization according 
to the (3.88) 

- -- -1 G = E,(Q.P. t)D,1J'P~· 
one can get for I o= Q', P' 

{Q;,c} = o = 

{P,',G}=O => 

av-1 

~=0 
DQ; 
av- 1 

____!!f!_ = () ar; · (3.93) 

where the functional independence of constraints and nonsingularity of matrix 
D, have been exploited. 

This completes the proof of independence of the matrix of abelianization 
on the variables P' and Q' and thus finally we get the desired condition 

(3.94) 

where the matrix 6.,11 = {y,, 'PiJl is calculated with the non - Abelian 
constraints. 

IV Christ and Lee model 

A Abelian Christ & Lee model 

i. Reduction without gauge fi:rinq 

Let us consider a simple mechanical system for which one can explicitly 
realize the above described scheme of construction of true dynamical degrees 
of freedom : Christ and Lee model [26] 

1(.2 ·2 2 2 2) . . ' 2 2 t:. = 2 x 1 + :r2 + y (x 1 + J0.2) - y(1• 1x2 - 1: 1x 2)- J, (:r 1 + :r 2 ), (4.%) 

where (x1,x,,y) are independent coordinates. The rank of the Hessian 
matrix is equal to two and thus we have one primary constraint 

(4.%) 
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according to the definition of a canonical momentum f!y· The corresponding 

total Hamiltonian is 

1 '2 L T L L 
Hr = 2(p1 + p,)- y(:r1JI'- .r,pl) + \ (.r 1 + .r,) + u(t)p,,. ( l.'JI) 

From the stationarity condition of primary constraint (4.96) we get the sec­

ondary constraint 

( 4 98) 

It is easy to verify that ternary constraints are absent and that the constraints 

p: and pf are the first class ones 

This means that there are gauge transformations generated by 

( 4 99) 

These gauge transformation are nothing else but a rotation around the axis 

orthogonal to the plane (:r 1,:r,) on the angle •:(1). 

1:'
1 

= :r1 + {1:1,G} = :r1- c(l).r, 

:r~ = 1:, + {:r,,G} = 1:, + t·(t):r1 

y' =II+ {y.G) = y- E(l) (4.100) 

Now let us introduce the Levi - Civitta transformation to a special set of 

canonical coordinates (y, )iy), (:r 1, )'I), (:r,, p,) >--> (Y Py), ( R, Pu), ( (-), PCi) 

so that the new momentum Pc-5 is equal to the secondary constraint yf 

}' = y, 

II = J:rf + :d , 

(-) = arctan ( .{:'2) , 
.I[ 

Pf-j = :r:l]'L ~ .I:LPI· 

(4.101) 

( 4.102) 

(4.103) 

These transformations are canonical and non -singular with the inverse 

y == Y, 

:r1 = Rcos(-), 

:r, = II sin(-) , 

Pr· = fJy1 

- Pc; -
p 1 = P11 cos(-) - Il sin(-) , 

- I'(; -
p, = P11 sin(-) + II- cos(-) . 
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everywhere except one point R = 0 if we suppose that 0 < 0 < 21r. In 
terms of these variables the total Hamiltonian has the form 

-2 
1 ~ )~ Pe ,~ ' 2 

Hr = 'i(I" + R' ) - 1 PH + l (!? ) + "' r,. ( 4.107) 

Note that this form is in accordance with the general representation (2.21) 
with the physical Hamiltonian 

and the function ljJ 

(
P0 ) --w = 2R' - y Pe 

And finally from the equations of motions 

R =PR, 
· DV(R2

) 
Pn=--i)JI , 

P0 = 0, (")" = uH(t) 

l'y = o, Y = uy(t) 

(4.108) 

(•1.109) 

(4.110) 

we conclude that the transformation (4.101) alows to separate the phase 
space coordinates into two groups: gauge invariant R, P11 , Py, r 0 and non­
invariant ignorable coordinates Y, 8. This means that we achieve reduction, 
and now it is enough to pass to the constraint shell (in this case, it means 
that we must put constraints P,· and r 0 equal to zero). Thus, we get 
the elimination of nonphysical variables without gauge fixing only through 
passing to the constraint shelL 

i.. i. Gange ji:ring method : cxarnplc of a nonudrnissible gauge 

Now we can return to a gauge fixing scheme. Any correct reduction via 
gauge fixing of the considered constrained system must lead to the theory 
that is canonically equivalent to it. First, let us write down the canonical 
gauge for the system (4.95). 

XI y = 0, 

(X2) arctan -:-
XJ 

= f'or/.:;tant. ( 1 '' 
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For these gauge conditions the Faddeev- Popov determinant is a constant 

(4112) 

The Lagrange multipliers u 1, u 2 , can be fixed from the requirement of the 

stationarity of a gauge condition under the time evolution governed by the 

extended Hamiltonian 

H}; = ~(Pi+ p~)- y( "'ll''- :r,pl) + v· (xi+ :d)+ u(l.) I fly·+"' (" 11'2 - r,jl[) 

'11[ = () 
:r1P'2- :r2]J1 

u.'2 = y- . I 2 '2 

v·"I + "'' 
Thus the gauge (4.111) obey condition of attainability (intersect all gauge 

orbits) and fix the gauge freedom in unique way and leads to the dynamics 

equivalent to the dynamics obtained by gaugeless method (4.110). 

Now let us consider the following gauge condition 

A.> 0. (4.113) 

One can verify that for the gauge (4.113) there is a an obstruction to fulfill­

ing the requirement of attainability. Indeed in terms of special coordinates 

(4.101) these gauges look as 

XI '= y = () 

.\' '= cos 2(-) - (~ + A.) = 0 . 
2 R . 

(4.114) 

From ( 4 114) we have 0 < 2('-) :':: I,-~; :':: 2(-) < 21T and thus the nonsingu­

larity of the Faddeev- Popov determinant on the physical submanifold I" is 

fulfilled 
(4.115) 

One can again fix the Lagrange multipliers 11 1, 112, and get the description 

of dynamics of reduced system but it will bee non equivalent to the dynam­

ics obtained by gaugeless method ( 4.110) owing to the obvious in special 

coordinates restriction on physical variable R 

R > 2A (l.llG) 
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Finally one could note that the proposed condition for admissible gauges 
(3.94) forbid the using of this type of gauges. 

B Non- Abelian Christ & Lee model 

Ahclianizat£on of consfni£nt.~· 

In this section we will apply the above described procedure of abelianiza­
tion of constraints to the well known example; non -Abelian Christ and Lee 
model described by Lagrangian 

1 2 . 2 C(x,x,y)= 2(x-[y,x]) -V(x) 

where x andy -are the three- dimensional vectors, (:~: 1 , :r2 , .r:J). (y 1• y2 , y,). 
It is easy to verify that except for three primary constraints 

()[, 
71"=-=0 Oy 

there are two independent constraints 

with the algebra 

<P? .l'2P:1 - .r:lP'2 
(T..() ,,, 

{ 
,T,O ,,_()} _ _ ::!_.y,() _ :r2 <"IJ 
'±'1,'±''2 - '*'1 -1!'2 

.1';] .r:l 

(4.117) 

(4.118) 

The abelianization procedure for this simple case consist of two stages At 
the first step the transformation S 1 reduces to the 

and equation (2.48) looks like 

<P" I 
<Pg + C<P~ 

{<PV,CJ = '"'c+::!_ 
.r:J .t:\ 

One can write down a particular solution for this equation 

"'' ('"') C ( :r) = -:- arctan -:-
.l·:l ,/;] 
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So, as a result of the first step we get a new algebra 

,.. 
{<I>l <"1} - _:__l:,I,l 

J, l't - L 
J':l 

Now let us perform the second transformation R.' 

with the function n that satisfies the equation of type (2.49) 

A particular solution for this equation reads 

( ) ( J.r~_+ 1:!,) n ;(' = ln 
.r:\ 

(4.122) 

(4.12.3) 

(4.124) 

(4.12S) 

Thus, the Abelian constraints equivalent to the initial non - Abelian ones 

have the form 

(4.12G) 

[ (.r;1p 1 - :r 1p;J) + '1.
1 

an:tau ('r') (:r1J>:i- :r:~p1 )] 
.r.:\ .1-:J 

V Concluding remarks 

To separate the true dynamical variables from the nonphysical ones in the 

classical Hamiltonian systems with first class constraints without any gauge 

fixing, we have developed the gaugeless approach. In this approach, the 

reduced phase space is constructed without gauge fixing condition using the 

procedure of local abelianization of constraints with the subsequent canonical 

transformation so that some of the new momenta which are equal to the 

new abelian constraints while the corresponding conjugate coordinates are 

ignorable (nonphysical) one. The remaining canonical pairs form the basis of 

the reduced phase space. We have discussed the gauge fixing and gaugeless 

methods for reducing the phase space of a singular system with the aim 
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to study the problem of determination of admissible gauges . We have 
introduced the notion of canonical gauges as functions depending only on 
the nonphysical variables. It is interesting to notice that suggested condition 
(3_94) for;;~ gauge to be a canonical has a simple geometric meaning. As it is 
know [34]. the inverse of Faddeev- Popov matrix L'l- 1 represents the element 
of volume of phase spacer= r \ r· written in noncanonical coordinates, 
and thus our condition (3.94) means its conservation in the process of the 
time evolution. 

The final goal of our consideration is the construction of the reduced 
phase space for the complicated non - Abelian gauge theory and gravity. 
This program is presently under investigation, and the current article is the 
first step in this direction. The application of our scheme to the SU(2) Yang 
- Mills will be done in separate forthcoming publication. 
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