


1. Foreword

In the modern .nuclear physics the so-called . Honte Carlo
method grow more and more 1mportant. shortly speaking, 1ts maln’
point consists in the direct simulation of the processes tak1ng;
place both in physical phenomena under study, and in  the
reg1stration, measurement apparatus. Its spreading is explalned onw
the one hand, by our extens1on in the ideas about the nucleus, on
the other hand, by the _-appearance - ' of - powerful computers, and’
especially personal computers.' The 1atter make the Monte Carlo
method "accessible to everyone. We hope that our short introduction
will help a reader to come into ‘the fascinatlng world of the
computer simulation. We suppose that the reader is familiar with
some of the dialects of the computer 1anguage and can formulate his
requirements with the help of computer‘ commands. For analogous
purpose we use. the computer language FORTRAN We think its
sentences will be'quite transparent and easy nanﬁonned into other
dialects.

We wish you a good journey, dear reader !

2. The easiest example Wi

Many of us played heads or tsqstin ‘the childhood. The rule of
th%zgame is an easy one. One of the players chooses the he d of the
%oln, the other one the tail.,After that the coin is tossed The
winner is the player whose side. of the c01n looks up. The procedure
is repeated until the game becomes boring, or the mother calls
somebody for lunch, or the’ father slaps somebody. In the first, in
the second and in the third cases a winner will be the person who
gains more points. h '

This game is reallzed on the computer in the followxng way

,Character *1 Answer
Character *20 A-
Character, #20 B
real *8 RANF

write(e *)' Enter a name of the first player '
read(5,100)A
100 FORHAT(AZO)

wr1te(6 *)' Enter a name of the second player '
read(5 100)B :

write(6 *)' Thank You!'
write(6,%)’ - ’
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SumA=0.
SumB=0.

1 Rn=RANF (1)
if(Rn.LE.0.5) then

write(6,*)a,’ ’,B,’ 0’
©-SumA=SumaA+1.
else .

write(6,*)A,’ 0 ’,B,’ 1’

SumB=SumB+1.
endif

write(6,*)’Would You like to continue? Y or N (Yes or No)’
read(5, 200)Answer
200 - FORMAT(Al) ' ' ' &)

if(Answer.EQ,(Y’.OR.Answer.EQ.’y') go to 1
" write(6,*)’ Sum of ’,A,’

write(6,%*)’ Sunm of ‘B,
end

’,SumA
'’ ,SumB

The RANF functlon gives you at each call .a random number
unlformly distributed in the interval {o, 13. It is the: so-called
random number generator. In the easy implementation of the RANF
function there is a table with the random numbers which looks like
that
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r. numb.

.56843
.71384
.86249
.74782
1.20298
.52469
.40826
.56604
.34473
.98764
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In the function the number of calls is  counted " and a random
number from the corresponding 1line of the tabie is 'given. In
reality, one uses the most refined algorithms. We think that the
reader is not interested in them and he will be satlsfled with our
table. Otherwise he ' has to refer to the special literature.

~ At this moment we want to point out that: 3
-~ 1) the numbers of the table are never changed, so>youvobtain the
same results returning to the game a day or two later;
. 2) the positions of the numbers of the table depend on a computer,

so executlng the program on one computer and on another you can
have dlfferent results,'_ ’ :

3) for further usage it is very 1mportant to know 1f there are the
numbers O and 1 in the table. This depends on a computer. We
assume that 0 and 1 are in the table;

4) the random number generator on your computer can have. -another
name. You can 1earn_1ts name 1nvthe standard mathematics codes
library (ask the system programmer or the people working at -
a big computer where youcan find - the library). If you use
the personal computer, look through the guide of your language
-and compiler. If it is.absent, appeal to your compiler dealer.

We wish you a good game!

3. The easy example '

Let us consider another popular game dice. Here we have a cube
with numbered sidee. It is assumed that each side falls up with an
equal probability (1/6). Let us try to. write. down an algorithm of
the game. ’ - ‘

Because' the random number generator glves the numbers from 0
to 1, one can divide the interval [O, 1] into 6 sublntervals.

1 2 3 4 5 6
] ! } $ } 1 ]
f T T T T T 1
0 1

If 'a random number - falls into the ith

consider that the side with number i falls up. So, we can formulate

‘interval, we shall

an algorithm of the game.

- Character *1 Answer
real *8 RANF

1 Rn=RANF (1)
do i=1,6
’if(((l—l)/s..LE Rn) .AND. (Rn.LE.i/6.)) Nside=i
enddo

write(6,*)’ You have ’,Nside

write(s,*)'WOuld You like to continue? Y or N (Yes .or No)’
read(5,100) Answer
100 Format (Al)

if (Answer.EQ.’Y’.OR. Answer EQ. Y’) go to 1
end



Now let us suppose that you put a shot into the side with
'number 6, which enlarges its probability by a factor of 2. The
'probability of one of the other sides is~ equal to 2/15. In this

casé the interval [0,1] is subdivided like that .

The new algorithm. is nearly the same

Character *1 Answer ) -
real *8 RANF
1 . Rn=RANF(1)
Nside=6
do i=1,6
1f(((i 1) %2, /15..LE Rn) .AND. (Rn ‘LE.i*2./15.)) Nside=i
enddo,

write(s,*)' You have ‘,Nside
write(6,*) ’Would You like to continue? Y or N (Yes or No)'
read(5,100) Answer
100 Format (Al) :
if(Answer.EQ.’Y’.OR.Answer.EQ.’y’) go to 1
end

4. Somewhat of the mathematics
Let us suppose that we have a random variable x distributed
over the interval [A,B] according to the probability density f(x).

f(x) pg

e AN

%f?“‘““;

A questlon appears: .~ how‘ can. one .make: a generator. of the
random numbers dlstributed according to probability density f(x)?
Looking at the previous example, let us.subdivide the interval
[A,B] into N subintervals. Let. the ends.of the subintervals have
the coordinates {xi} (i=0, 1, ..., N), (xo=A, ey xN=B). The
probability that x falls into subinterval number i is determined as

bwy = £(x) (x;7%;_4)-
. X
More exactly AWi’ I:ffx) dx, z A?i = 1.
'xi'l.r;:m ¢ ; TN
Now we putvdown‘successiyelyfall,Awi on the interval [0,1].
AW, AW AW e taraewe o MW TeE

N
1 1 1 [ 1 ]
o1 T —— | - ; B | 17 -
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Using the generator of ' the random numbers distributed uniformly
(Ranf), one can assume that when RN falls 1nto J _subinterval, the
corresponding value of ‘x 1s xj. We hope that the reader can writef
an' algorithm, if he de51res. ) ’ ) )

We .represent the above scheme in a more transparent form.
Saving the previous subdivision of the inteval [A,B], we put down

successively all AW on the Y-axis.
. . . .- Lo

1.0 -

AWs

AW




X .
The solid curve in the figure is‘ff(x’) dx’. It is obvious that we

. 2 . e
can 1link each ‘point on‘ the Y-axis (for example y) with the
corresponding point on X-axis using the relation k

. x :
y= [f(x’) dx’.
a

This gives us -an opportunity to generate random numbers with

arbitrary distributions.

i

~ 5. The inverse transformation method
Let us.have random numbérs‘distributed with the probability
density f(x). The probability that x falls into the interval
[x, x+dx]-is equal to AW=f(x) dx. 8
Let us introduce a 'new variable:£=g(x), such that .df€=g’(x) dx
- with g‘(k)=f(x) Then dx=d€/g’ (x).

¥

Jaw = £(x) dx = dE.

Because £ is d1str1buted unlformly on the 1nterva1 [o, 1], we can
use the function RANF for its choice{ The X can be obtained as a
solution of equality g(x)= £.

6. An example ‘ - o

As is known, a high energy particle, when hitting any
substance, penetrates it to a distance 1. In manY,lcases the 1
distribution of the particles-is given b} i

‘N = No e-1/<1>,

where <l1> is the mean free pass, and "0\ is the number of the
incident particles. For one incident particle the probability to
have a pass from 1 to 1l+dl is »

_ 1 ~1/<1>
dw—a;e dl.
Using the inverse transformation method we have
_ 1 _-1/<1>
dg = = € ‘dl,
1 . :
o1 =1’ /<1> .., =1/<1>
€=<1—>Ie / d1=1"e/1,
P .

1= -<1> In(1 - €).

The corresponding algorithm.is:

\

Charactér *1 Answer -
real *8 RANF

. Averl=l.
c Averl - average length of the tracks
i=0
1 =RANF (1)
. =i+l
_ Trackl= -Averl*ALOG(l -Rn)
write(6,*)’ Track # ’,i,’ Length = ’,Trackl

write(6,*) ’Would You like to contlnue? Y or'N (Yes or No)'
read(5,100)Answer
100 Format (Al)
if (Answer.EQ.’Y’. OR. Answver. EQ. Y’) go to 1
end

Let us suppose that  the substance has thickneec L "and

Vdetermlne how many of 1000 particles go through the substance For

the question to be answered, we introduce a small change 1nto thé
algorithm.

real *8 RANF

real Lmax

N0=1000
Averl=l.
c Averl - average length of the tracks

Lmax=3.

Nres=0
do i=1,NO
Rn—RANF(l)
Trackl=-Averl*ALOG (1.-Rn)
if (Trackl.GE. Lmax)_Nres—Nres+1
“enddo
write(6,*) 'There are only’,Nres,’ particles’
end [

“.7. Simulation of the -chain reaction
Maybe, the previous' example is very easy. .You can‘complicate
it by adding some of the substances with different values of <I>,
or by changing the geometry by introducing, for example, a cavity.
We are going to consider the simple cascade reproduction of the

particles.



Let us suppose that the particies'that hit a substance produce
k: additional particles in each interaction with substance. Let the
mean free pass.: equal <I1>. If we. assg@¢~ that . the. produced
particles have the same value of <I>, and can produce new ones, the
cascade reproduction is possible. As the particles can appear at
different lengths, we have to store the production places. For this
aim, we use an array L(10000). It is obviqhs that one can regard
initial N, particles as produced in the points with length 0.

Under these conditions the algorithm is: <

.Real *8 RANF. . BRI
Real ILmax, L(10000)

NO=10
.. Averl=l.
c Averl - average length of the tracks
Lmax=3. R

k=3, ,  T oy
ck - number of chllds '

 do i=1,10000.
L(i)=0.
enddo

Nres=0
i=0 : ey
1 i=i+l ) ) S
2 Rn=RANF (1) ER S
Trackl=-Averl*ALOG(1. -Rn)
L(i)=L(i)+Trackl
" if(L(i) .GE.Lmax) then’ o
Nres=Nres+1 ) . o
if(i.LT.NO) go to 1 S T
- write(6,*) 'Number of.produced: particles =.’,Nres
else = R
‘do j=1,k-1
NO=NO+1 ) -
if(NO.LE. 10000) then. - . -
L(NO)=L(4i) : 3
else
- write(6,#*)/—-----~-It is quite enough !!
write(6,*)’ . Number of particles > 10
stop : :
"endif
enddo
go to 2
endif

SRy gd LE

end

Dear reader, now you-are able to investigate the dependence of

Yoo~ P

the number of produced particles on the initial value No, the
substance thickness lmax' the number of the childs k, and the value
of the mean'free pass <I>. . Maybe, in this simple modél you can
simulate the population growth, the atomic reactions and so on.

We wish you success!

8. The two-dimensional problems :
Let us have a rectangle shown in the figure where the points
fall down randomly. e
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Each point is characterized by its coordinates (x,¥). An aigorithm
for the simulation of the process is:

REAL *8 RANF
XL=2
XH=4
' YI=1
YH=3
1 X—(XH-XL)*RANF(1)+XL
Y=(YH~YL) *RANF (1) +YL

Now we consider another case when the target looks like a ring
with radius R,. If we choose the polar coordinate system, each
point will be characterized by ¢ and r. Assuming that the points
fall .down randomly, we can write out the probability for a point
to be in the region with r+r+dr and ¢:¢+d¢: '

dw = —13 r dr d¢.
nRO

It is obvious that the angle ¢ is distributed uniformly, so

—qu = L s -
| av = qu,= 5= ag, gg=¢/2m, ¢ = 2m £,.
r
At the same time r is distributed according to



s i _ 2rdr . _ 2 2 .—

aw,_ = j dw = =z g.=r°/Ry, r=Ry/ £ -
) o .

As the distributions in r and ¢ are 1ndependent of each other, we

can choose r and ¢ 1ndependently.

Real #*8 Ranf
Pi=3.14159
RO=2.
i=0"
1 i=i+1
Fi=2.*Pi*Ranf (1)
R=RO*Sqrt (Ranf (1))
write(6,*)’ event # ’,i,’ R= ’,R,’ Fi = ’,Fi
if(i.LE.100) go to 1
end

‘9. The particle penetration through the nucleus
Let us consider particle interactions with the atomic nucleus
in a simple approach. Let us assume that a nucleus is a sphere with
a radius R, and with a homogeneods structure. Let a particle hit
the nuoleus’at‘an impact parameter-b._ - '

The probablllty that the particle will have a track with length 1
is-given by
v = <1> e~1/<1>4;
where <l1>=1/0p, o is the total particle - nucleon 1nteract1on cross
sectlon and p is the nuclear. density.
The entry point of the particle into the nucleus has the

“z-coordinate equal to=-v Rg ‘wez . The maximum value of I at a given
2 2 \
b is 2/ Ry -4£° .

We assume that the projected particle flow is a homogeneous

10

one. So, only the particles. falling into the dashed arrea can
interact with the nucleus. .We considered how to 51mu1ate the random
falling of the particles into the ring in sec. 8. The chome of. the
track length was given in sec.. 6. So, now we have .all we need for

writing an algorithm.:

' Real *8 Ranf =~ - - .
"p1—3 14159
M=64_ . . .. . B ! M -~ mass number, of the;nuc;eAs

RO=1;12;(float(M))*?(1./3.) ! ‘Radius ofthe nucleus-

Ro=M/(4./3.*Pi*RO**3) - ! Nuclear density’

snn=4. ! Snn - the total NN'cross.section (in fm#*#*2)
~Averl=l./(Snn*Ro) - ! Mean free pass in the nucleus

NO=100 ! Total number of particles- -,

Nint=0

do i=1,NO

c choice of the impact parameter and Fi
Fi=2,*Pi*Ranf (1)
B=RO*Sqrt (Ranf (1))

c choice of the track length
Trackl=-Averl*Alog(l.-Ranf(1))

c determination of the final particle position
Zint=-Sqrt (RO**2-B**2)+Trackl

if(Zint.LE.Sqrt (RO**2-B**2)) then
Nint=Nint+1
write(6,*)’ Interaction takes place, particle #’,Nint
write(6,*)’ B= ’,B,’ Z- coordlnate = ',Zint
endif ;
enddo
end

10. The rejection method
In modern physics’the idea about the nucleus as a homogeneous
sphere is used only for rough estimations. In more delicate
calculations one takes into account the real denslty of the

" nucleus, often parametrized as

p(r)= Const/(1 + e(r-R)/c)'

where R=1.12 A (fm), c¢=0.545 (fm). The constant is determined
from the condition I p(r) d3 =1,
As this density does not give an opportunlty to- find in

1/3
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r
analytical form [ p(r’) r*2 dr’, let us use the so-called rejection

. 0
nmethod.

Shortly, its main point is: let us have a probability density
f(x).'Let us put the function into the rectangle with sides )
and Yp-¥;- Then we will throw randomly the points into the
rectangle. The points fall above the curve we will reject. The
distribution of x’s of the non-rejected points will be near to
f(x). You can check this statement considering the situation in the
narrow rectangle near the point x. The number of the non-rejected
points is proportional to f(x) dx, so it is just a probability to
find x in the interval [x, x+dx]. It is obvious that for effective
impleméntation of an algorithm one has to know the maximum value of
f(x). In general, there is no need in it. It is quite sufficient
if yh> max:f(x).

\/H ,‘ i : L ’ : :

\(1 B i; < | .
><| X ‘ - ’><h

Let us con51der for example, the function

f(x) = 6x(1-x), max f(x) =1.5.

So, we put y1=0, yh=1.5, x1=0, xh=1.
An algorithm looks like

Character *1 Answer
real #*8 RANF

Y1=0.
Yh=1.5

X1=0.
Xh=1.

1 X=(Xh-X1)*Ranf(1)+X1

¥=(Yh-Y1) *Ranf (1) +Y1
F=6.%X*(1.-X)
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if(Y.GT.F) go to 1
i=i+l . : ‘
write(6,*)’Event # 7,i,’ x =',X

wr1te(6 *) 'Hould You like to continue? Y or N (Yes or No)’
read(5,200) Answer .
200 FORMAT (A1)

if (Answer.EQ.’Y’ .OR.Answer.EQ.’y’) go to 1

end “

The method gives one a wider opportunity, than the inverse
transformation method does (see sec.' 5). Though: for thé uniimited
functlons or, for the functions determlned on the 1nf1nite 1ntervals
it has to be modified. Let us consider two examples. AN

The probability density ¢ (1-x)?/V"X on the interval [O 1] ‘at
a>0 is lower than c/v x.. For the choice” of x according to:the
distribution 1/2V x  one can use the inverse transformation method.
At a given value of ¥, we put yh=1/2V—§" and y,=0. After that we
choose a' random point between Y; and Yo The points with
y>(1-x)2/v x will be rejected.

An algorithm in this case takes the form:

Character *1 Answer
real *8 RANF

A=2.

1 X=(Ranf (1)) **2
Y1=0.
Yh=1./2./Sqrt (x)
¥=(Yh-Y1l)*Ranf (1)+Y1l
F=(1.-X)**A/2./Sqrt (X)
if(Y.GT.F) go to 1
i=i+1
write(6,*)’Event # /,i,’ x =/,X
~wr1te(6 *) ‘Would You like to continue? Y or N (Yes or No)’
. “'read(5,200)Answer
200 FORMAT (A1)

if (Answer.EQ.’Y’.OR.Answer.EQ.’y’) do to 1
end

There 1is another ~ example. Let f(x)= e-x/(lfx) be on the

interval (0,w]. The function is smaller than e *. so one can choose

x according to e X, at a given value of x one has to put y1=0, Y=

13




e ¥, and the algorithm looks like

200

Character *1 Answer
real *8 RANF

x—-Alog(Ranf(l))
Yl=0. .

Yh=Exp (-X)
Y=(Yh-Y1) *#Ranf (1) +Y1
F—Exp(-X)/(l +X)

if(Y.GT.F) go to 1
T i=i4l . :
- write(6,%)’Event 4 7,i,’ x =’,X

“write(s *)’Would You® like to continue? Y or N (Yes or No)’

read(5,200) Answer

FORMAT (A1)

if(Answer.EQ.’Y’.OR.Answer.EQ.’y’) go to 1

“end

~-11. The algorithms of the random number generators

1. Binomial distribution.

N, N.-n
(¢} n 0
Pn= [ n ] a (1 - a) ’ a<l1,

where the random numbers n and No have integer values.

200

2.

Pqisséh distribution.

Character *1 Answer
real *8 RANF

A=0.1
NO=10
i=0
i=i+1
n=0.
do j=1,NO
if(Ranf(l) .LE.A) n=n+1
enddo
write(6,*)’Event # /,i,’ n =’,n

write(6,*) ‘Would You like to continue? Y or N (Yes or No)’
read(5,200) Answer

FORMAT (A1)

if (Answer.EQ.’Y’.OR.Answer.EQ.’y’) go to 1

end
P=n—re_,,av>0,

14

where the random number n has an integer value.

200

3. Distribution o1 e */"(n+1), where k is a parameter with k= 0

1,

200

3,

Character *1 Answer
real *8 RANF

A=1.5
E=EXp(A)

i=0
i=i+1
X=Ranf (1)
FAC=1.
Sum=].
n=0
continue

if(E*X.LE.Sum) then ‘
write(6,*)’Event 4 /,i,’ n =’,n

. go to 3 .

endif

n=n+1

FAC=FAC*A/float(n)

Sun=Sum+FAC

go to 2

write(6,*) ’Would You like to continue? Y or N (Yes or No)’
read(5,200)Answer .
FORMAT (Al)

;f(Answer.EQ.'Y'.OR.Answer.EQ.'y') go to 1

end

Character *1 Answer
:eal *8 RANF

K=2

i=0

i=i+1

Fac=1.

do j=1,k
Fac=Fac*Ranf (1)

enddo

X=-Alog(Fac) e

write(6,*) ’Event # ’,1,' x —',x

write(6,*) ’Would You like to continue’ Y or N (Yes or No)'
read(5,200)Answver v

FORMAT (Al)

if (Answer.EQ.’Y’.OR.Answer.EQ.’y’) go to 1

end

15
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4. Distribution xa(l-x)B/B(a+1,B+1) (Ionk’s method) .

Real *8 Ranf
Alfa=-0.5
Beta=2.5

Pl1=1./(Alfa+l.)
P2=1./(Betat+l.)

1 R1=Ranf (1)
R2=Ranf (1)
Rla=R1%*#*Pl
R2b=R2**P2
R1l2=Rla+R2b
IF(R12.GT.1l.) go to 1
X=R1a/R12

“ 1 -x%/2 v :
5. Normal distribution f(x) = ———— e in the standerd fornm

(Box & Miiller method).

Real #*8 Ranf
R=Sqgrt (- 2. *Alog(Ranf(l)))
Phi=6. 2831852*Ranf(1)
X=R*Cos (Phi)
Y=R*Sin(Phi)
The algorithm gives you two random numbers x and y with the normal

distribution.

12. The processing of the Monte Carlo calculation results

Processing of the Monte Carlo calculation'resuitstioqks like
processing of the experimental data in high energy physics. In both
cases we .have a finite number of the events. Each eveﬁt is
characterized by -some integer and uninteger (real) numbers. We
shall consider simple examples when the event is characterized by
an ‘integer or uninteger number. Below we. assume that Ntot is a
number of events. Under the lines with GENERATOR n or GENERATOR x
we mark the set of the lines 1n whlch a random number n.or x

generator 1s reallzed.

Now we represent the calculatlon algorlthm of the most used

quantities.
1. Estimation of the mean value (AVER)' of the random numbers.

16

Real *8 Ranf

Nevent=10000
Aver=0.

do i=1,Nevent -

BB GENERATOR x or n M

Aver=Aver+x
C Aver=Aver+n
enddo

Aver—Aver/Float(Nevent)
Wréte(G +*)’ mean value = ’, Aver
en

2. Estimation of the dispersion.

In high energy physics the dispersion is consideredutb mean
the Square of the mathematical dispersion. We follow this
tradition. ’

~Real *8 Ranf
Nevent=10000
Aver=0. -
D=0.

do i—1 Nevent

BN GENERATOR x or n -

Aver=Aver+x
C Aver=Aver+n
D=D+x#*x
[o] D=D+n#*n’
enddo

Aver=Aver/Float (Nevent)

D=D/Float (Nevent)

D=SQRT (D-Aver*Aver) B

Wréte(G +*)’ mean value = ‘, Aver,’ Dispersion = ',b
en ’

3. Statistical error of the mean value. .
‘According to mathematical statistics; the error of the mean
value (in physical sense) is determined as

A= VP e
= V<x“>-<x> N = LT
/ events -1 D/V/Nevents -1 [N
where <x> is the mean value of the random number ‘' x, <x2> is the

mean nvalue of the square of the random number, N is the
numberrof'events. events

Real *8 Ranf

Nevent=10000



Aver=0.
D=0.

do i=1,Nevent
B GENERATOR x or n [HEENNEG_—_—_—
Aver=Aver+x - e
C Aver=Aver+n
D=D+xX*X
(o] D=D+n*n
. enddo

Aver=Aver/Float (Nevent) . ;

D=D/Float (Nevent)

D=SQRT (D-Aver#*Aver)

Error=D/Sqrt(Float (Nevent-1))

Write(6,*)’ mean value = ’, Aver,’ +/- ’,Error
end

4. Histogramming.
" 'If a random number is an integer one, the n distribution is

taken to mean the frequency of the random number appearance. Let n

change from O to N. Then an algdrithm of the calculation . of the

distribution Pn takes the form:

- Dimension P(101)
o] It is assumed that N=100.
Real *8 Ranf G B
Nevent=10000

Do i=1,101
P(i)=0.
enddo

do i=1,Nevent

EEEE GENERATOR - n NN
n=n+1 : L
P(n)=P(n)+1.

enddo :

do i=1,101
P(i)= P(i)/Float(Nevent)
enddo

‘Aver=0.
D=0.
do i="1,101
Aver=Aver+ (i=1)*P(i) "
D=D+(i-1) **2*P (i)
enddo

Aver—Aver/Float(Nevent)
D=D/Float (Nevent)
=SQRT (D~-Aver*Aver) ..
Error—D/Sqrt(Float(Nevent 1))
C ———wmem—— Results printing --————---—--—-
write(6,*)’ ===== n - distribution in % ====’

‘18

do i=1,101
write(6,*)i-1,P(i)*100.

enddo . Lo
write(6,#*)’ - ’

wréte(s +*)’ mean value = ’, Aver,’ +/- /,Error,’ disp. ’,D
en .

If a random number x is an uninteger one, there is need to
know an interval of the changing of.x, at least roughly. l
' Let x change from 2 to B. One can subdivide the 1nterva1 [A,B]
into N subintervals. The frequency of the random number appearance
in the 1th subinterval divided by the value of the sub1nterva1 is
called an x distribution. An algorithm for its calculation is

Dimension P(100)
Real *8 Ranf

N0=100

A=0.

B=10.
Step=(B-A)/NO

Nevent=10000
Do i=1,100

P(i)=0.
enddo

do i=1,Nevent
GENERATOR x
1f((A.le.x).AND. (x.le.B)) then
n=(x-A)/Step+1
if(n.GT.NO) n=No
P(n)=P(n)+1.
endif
enddo

do i=1,100
P(1)—P(1)/Float(Nevent)/step .
enddo T R
. Aver=0. ' '
. D=0. . i ) . :
. write(6,*)’ ===== x - distribution ====’
do ‘i= 1,100 ' n
x—Step*(1 0.5)+A
Aver—Aver+x*P(1)*step
D—D+x**2*P(1)*Step
write(6,*)x,P(i)
enddo

write(6,%*)” ’
Aver=Aver/Float (Nevent)

D=D/Float (Nevent)

D=SQRT(D-Aver#*Aver)

Error—D/Sqrt(Float(Nevent—l))

wréte(s +*)’ mean value = ’, Aver,*’ +/- ’,Error,’ disp. ’,D
en
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5. 2- dimensional distribution,

In the case when an event is characterizéd by two random
numbers, for example, x and n, one has to mbdify thej previous
algorlthm. Let .n change from 0 to N, and x change fronm A to B. The
[A,B] can be d1v1ded 1nto M subintervals. A calculatlon algorlthm
takes the form

Dlmension P(11, 100) » .
c It is assumed that N=10.
. Real *8 Ranf . : - .
“NO=11
M=100
A=1.
B=5.
Step=(B-A)/M - -

do i=1,NO
do j=1,M
P(i,j)=0.
enddo
enddo

Nevent=10000

.do i=1,Nevent

R GENERATOR x and n _
“n=n+1
if(n.gt.NO) n—NO

: j=(x—A)/step+1'
if(j.gt.M) j=M
P(n, j)—P(n J)+1.

enddo

do i=1,NO
do j=1,M
P(1,j)=P(1i,J)/Nevent/Step
enddo
enddo :
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Yxunckuii B.B. :
Beenenne B meTonnt Monte-Kapio

ITpencraBacHb IIpOI‘paMMbI WILTIOCTPHPYIOIIHE METOMH MOHT&KapJIO, Huc-
NOJab3yeMEIE B (pH3HKE BHICOKMX QHEPIHUil, TAKHUE KaK METOX o6paTH0m npe06-
Pa30BAaHMs, METO «OPAKOBKM», IIPOXOXACHHE YACTHIL( YEPE3 BEMECTBO, B3aH-
MOZEHCTBHE YaCTHIL C SApaMH u T.JA. [IpuBeeHE HanboJee NOMy JISPHEE aJIro-
PHTMBL IE€HEPATOPOB CAYUYaHHHX uHnces (OHHOMMAJIBHOE pacrpefe/IcHHe,
IIyacCOHOBCKOE pacnpeaesieHue, [-pacipeicicHue, y-pacnpenenenne H HOp-
MaJIbHOE Pacnpeae/CHHE) .

Pabora pumonneHa B JIaGopaTopHu BHUNCIHTENBHOM TEXHHKY U aBTOMa-
Tuzauun OGN,

Coobmenue OfbenHeHHON0 MHCTUTYTA SEPHbIX VCCIENOBAHMIA. Jly6ua, 1993
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. Codes illustrating the use of Monte Carlo methods in high energy physics

such as the inverse transformation method, the ejection method, the particle’

propagation through the nucleus, the particle interaction with the nucleus, etc.
are presented. A set of useful algorithms of random number generators is given
(the binomial distribution, the Poisson distribution, ﬂ-dxstnbunon y-
distribution and normal distribution).
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