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Introduction 

There is a significant difference between the description of Yang-Mills 

field ground state and that of any other fields for which the conventional 

methods of quantum field theory work. The instability of the naive per­

turbation theory (for example, see ref. [1) and review [2)) is one of the 

crucial problems in application of the non-Abelian field theory to hadron 

physics. 

Efforts to understand the problem of the QCD vacuum give rise to 

a huge number of speculations connected with the nontrivial topological 

properties of gauge fields (3-8). We want to continue these attempts from 

a different point of view. 

In this article , we would like to underline the significant role of zero 

modes of the secondary fost-clas~ constraints [9, 10] in the quantiza­

tion procedure of gauge theories. We will demonstrate that the presence­

of zero-modes reflects a global, structure of the initial gauge symmetry 

group. These zero modes can be also treated as some collective excita~ 

tions of gauge fields. An example of that type zero mode is the Cole­

man electric field in the two-dimensional QED [11, 12, 13). It is well 

known that the local U(l) in the two-dimensional space time and the 

non-Abelian compact groups in four dimensions have the same topolog-­

ical properties. Therefore, before the consideration of the non-Abelian 

gauge theory we study a simple example, electrodynamics on a finite line 

and emphasize the nature of these zero modes as remaining quantum 

mechanical variables. With this experience we proceed to investigate 

the four-dimensional SU(2) gauge model where in direct analogy with 

the previous example we introduce the same type residual variable .de­

scribing the zero mode of the secondary constraint. On the basis of this, 



we speculate on a possible rol~ of these collective excitations for the 

Yang-Mills ground state and stable perturbation theory. 

The paper will be organized as follows. In section 1 , we present a 

systematic analysis of electrodynamics in two-dimensional finite space 

time in the Lagrangian and Hamiltonian forms. Section 2 is devot~d 

to the (H-3) dimensional SU(2) Yang-Mills theory. We prove a no-go 

theorem about the local realization of the representation of a homotopy 

group without the collective mode, and show that the presence of a zero­

mode of the first-class secondary constraint leads to another realization 

different from the "instanton" one [3-5). 

1. Electrodynamics in the two 

sional finite space -:: time 

1.1. Zero mode of the Gauss equation 

dimen-

Let us start with the Abelian U(l) gauge theory a'ction in the two­

dim~nsional finite space time 

lT lR 

W[Aµ]= ) dt} dx (-iF\vY· 
-½T -½R 

In the (1+1) space time we have only electric tension E 1 

F01 := A.1 - 8Ao = E. 

(1) 

(2) 

1 Below in the text we will use the following notation j: = ¥i, of:= 
?.1. ax· 
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The action is invariant under the local gauge transformation 

Aµ(t.,x) --t A~(t,x) = g(t,x)(Aµ(t,x) + i: Oµ)g- 1 (t,x), 

affected by an element of the gauge group 

g(t,xi) = exp•(i >.(t,x)) 

(3) 

(4) 

with an arbitrary function >.(t,x). (The constant e/li has the dimension 

o~ mass and >./Ii is dimensionless.) 

The Euler - . Lagrange equations for the gauge field follows from the 

action (1) by varying A 1,(t, x) 

82 Ao(t, :r) - 01-L(t, x) 

Ai(t,;r)- aAo(t,x) 

0, 

0. 

(5) 

(6) 

The Gauss equation_ ( 5) docs uot contain a time derivative of the time 

component Ao and is considered as a constraint. 

The general solution of _the Gauss law (5) with respect to the time 

component can be represented as a sum of a general solution of the 

homogeneous equation 

2 • 
0 <po ( l, X) = 0 , <po ( t, X) = C1 ( t) + C2 ( t) X, 

and a particular solution of the inhomogeneous one constructed with the 

help of Green's function G(:r,x'): 

½R 

Ao(t,x) = <f.'o(t,x) + j dx'G(x ,x') (aA 1(t,x')) 

-½R 

::i2C'( ') u , :c , :r i5(:i: - x'). 

(7) 

(S) 
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To specify the zero mode cp0 (t,x) and the Green function G(x ,x'), 

we need a boundary condition for the gauge field Aµ(t, x). The usually 

exploited boundary condition 

Aµ(t,x{=±½R = 0 

leads to the well-known result for the zero mode 

'Po(t, x) = O 

and the Green function 

'( ') 1 I , I ( xx') R c x, x = 2 x - x + R -:- 4· 

(9) 

Substitution of the solution (7) with these quantities into (6) leads to the 

identity 

A1(t.x) A1(t, x). (10) 

Thus , as have been expected , we do not get any restriction on A1 ( t.x) . 

Due to the gauge invariance (3) only transversal components are dynami­

cal. In the two-dimensional space we have ~nly a longitudinal component. 

As a consequence , we obtain 

E = 0. 

Now let us suppose a more subtle than (9) condition 

Aµ(t,;{=+½R = Aµ(t,x{=-½R + aµ(t) 

with an arbitrary time- dependent vector aµ(t) and 

A1(t, x)I !.R 
x=+2 

oAo(t,x{=+½R 

4 

A1(t, x{=-½R 

8Ao(t, x{=-½R. 

(11) 

(12) 

(13) 

,.;_, 
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These conditions mean for the physical quantity E the following: 

I 
-- I E = E . 

x=+½R · . x=-½R 

It is evident that for this case we have zero mode 

ao(t) 
cp0 (t,x) = c1(!) + Rx. 

Due to the presence of this zero mode of the operator 8 2 , we face the 

problem of the correct definition of Green's function with the boundary· 

conditions 

G(x,x'(=+½R 

· 8G(x,x't=+½R 

G(x,x'{=-½~ 

8G(x,x't=-½R. 

(14) 

(15) 

To solve this problem , we exclude the zero mode from the Green 

function spectral representation 

G(x ,x') = f ;n un(x)u;(x'), 
n=-oo,n;,!O 

(16) 

where the function un(x) is an eigenfunction of the one-dimensional 

Laplace operator with boundary conditions of the type (14), (15) 

82un(x) = AnUn(x), 
1 .21m 

Un(x) = ,JR exp( iRx ), 

with an eigenvalue An = -(2';t)2 . 

The representation (16) leads to the following equation 

82G(x,x') = f Un(x)u~(x') = 8(x - x')- 2~ 
n=-oo,n;,!O 

instead of the conventional one (8). Nevertheless , it is easy to check the 

representation (7) with this solution of the Gauss equation (5) because 

A1 satisfies (12). The explicit form of the Green function (16) is 
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G(x - x') 
1 
2 Ix -x' I (x - x') 2 

2R 
R 
12 

After substitution of the solution (7) into the equation for A1 ( x) in­

stead of identity (10) we'get 

½R 
8r.p0 (t,x) l J. I - ( '). R . dx A1 t, x = 0. (17) 

-½R 
· This i~ t~e crucial point. We obtain the remaining variable depending 

on the zero mode and on the functional NL[A 1 ] 

½R 
NL[A1] = 

2
;t,, J dx'A1(t,x'). 

-½R 
(18) 

It is useful to introduce the following notation for _remaining va_riable 

wKere 

Nr(t) = No(t) + NL[A1], 

t 

No(t) = ;! J dt'8cp0 (t',x). 

-jT 

In terms of Nr(t) eq.(17) has a simple form 

Nr(t) = o 

and for electric tension we get 

21r1i . 
E = RNr(t). 

(19) 

(20) 

(21) 

It is easy to see that the new variable Nr(t) is connected with the 

two dim~nsional topological in~ariant , the Pontryagin nuiriber functional 

v[A] 

6 

ii.. 

' ~. 

[ l . . e J a· 2 ~" 
II A = ~ Xfµ.,F 

. 41rn . 

- e J½T 
- 21rn dt 

½R J dx(A1 - 8Ao) 
_IT , -½R 

in a simple way 

I 
.T T 

v[A] . = Nr(-;--) - Nr(-? ). 
constramt 2 -

(22) 

Now, we can sec the double role of the remaining variable Nr(t) in 

dif~ercnt gauges. In the gauge A1 = ·o it looks like a zero mode of the 

Gauss equation for electric tension 

cfA0 (t,x) = 0. 

In the temporal gauge Ao 0 ,NT NL[.4 1) is the topological 

variable which trausforms under the residual stationary gauge transf~r­

mations 

I in, -1 
A1(t,x) -+ A1(t,:z:) = g(:i:)(Ai(xi)+-o)g (:i,), 

e 

in the following way: 

z 
g(J:) = exp (-,\(.1,)) 

ri 

n [ R . . R ] NL[A~] = NL[Ai] + 27r ,\( 2 ) - ,\(-
2

) . (23). 

Recall that the functions g( x) represent maps of the line (-R/2, R/2) 

with the identified ends g( ~) = g( - ~) onto the U (1 )-group space. All 

these maps are split into the classes characterized by the integer index ;l 
pointirig out how n'lany times the closed line turns around the U( 1 )-'-space 

.circle. The quantity 9(,.;;to) is called the large gauge ti-ansformation; while 

9(n=D) , the small oue. 
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The factor-space of all stationary gauge transformations with respect 

to the small ones Gf Go_ coincides with the homotopy group of all one­

dimensional closed paths on the' U(I )-circle 

II1 (U(I)) = Z, (24) 

where Z is the group of integers. The new variable Nr(t) is invariant 

under the small gauge transformations and changes by an integer under 

large transformations 

NT(t)-. NT+ n. (25) 

The invariance of the theory under the large gauge transformation 

means that the points Nr, Nr + n are physically identical. The configu­

rations Nr = 0 and Nr. = I are the same; so the manifold { Nr} is a 

ci~cle of the length of unity. 

Thus, the explicit solution of the constrained equation (5) leads to 

some reduced theory, effective action for which can be obtained after 

substitution of the solution (7) into initial action (I) 

T 
2 . 

W[Aµ] I . = wned[Nr(t)] = J dt (~Nr(t/ 1)'. (26) 
constramt 2 

T 
-2 

The gauge field theory in the 1 + 1 space time reduces to a simple me0 

' ' . . 

chanical system . The reduced action with the definition of the manifold 
. . ' . .. 

{NT} describes a plane rotator with the mass I = ;;. 
To get a physical consequen,ce of t~e new variable , we should quantize 

our reduced theory., Thus , the next goal is the consi,deration of this zero 

mode in the Hamiltonian form of gauge dynamics. 

8 
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1.2. Zero modes in the Hamiltonian apprqach. Pri­

mary and secondary reduction 

It is easy to get the Hamiltonian form of the reduced theory ,.starting 

from the reduced action (26) 

T/2 • 

wRed = 1 dt [PNr - ~ p2r1]' 
-T/2 2 

(27) 

where P is canonically conjugate to Nr. For the generalization to the 

rion-Abelian case , it is useful to obtain this action and to elucidate the 

status of zero modes in the canonical Hamiltonian scheme. 

For our purpose it is convenient to use first order formalism action 

T 1R ( ) 
W1[E,Ai<] = 1 dt 1:R dx E(Ai _:. aAo)- '½E2 

' 

2 

(28) 

where the time component Ao plays the role of the Lagrange factor.. The 

momentum canonically conjugate to A0 ( t, x) is equal to zero 

8,C = 0. 
1ro(t,x) = 8AO(t,x) (29) 

Equation (28) is the primary constraint and its Poisson bracket with the 

canonical Hamiltonian 1{ leads to a secondary constraint for: the electric 

tension 

{1ro, 1i} = 8E = 0. (30) 

These two constraints according to Dirac's definition [9] , form the first­

class ones. Equations (29) and (30) mean that the time component is 

n?t physical and can be removed from phase space by the gauge trans­

formation. The removal of nonphysical components by explicit solving 

of primary and secondary constraints will be called the primary and sec­

ondary reductions respectively. To remove the time component·, it is 

9 



enough to choose the gauge Ao = 0 . The primary r,eductio~ of the 

action (28) gives 

wf•d = J d2
x [EA.1 - ~E2

] (31) 

with the Gauss law 

BE= 0. 

This first-class secondary constraint should be accompanied by the 

second -class constraint (gauge condition). Let us choose the gauge 

8A1 = o. (32) 

This gauge is distingllished by the equation of motion following from the 

action {31) 

E = Ai (33) 

and by the constraint {30) . 

The secondary reduction of the Hamiltonian scheme action (28) evi­

dently coincides with the action (26) obtained from the Lagrangian ap­

proach. To verify this , let us write down the explicit solution of con­

. straints (30) and {32) in the form 

e T 
E = P 21rr,, .+ E , 

· T in, -1 
A1 = , g(No)(A1 + -8)9 (No), . . . . e 

where the gauge transformation · 

· { 21rx } g(No) = exp i R No(t) 

{34) 

(35) 

(36) 

. . . 

and AT and ET are the transversal variables ~qua! to zero in the two-

dimensional case. 

10 
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Thus, a glohai subgroup of gauge symmetry leads to collec:'ti.ve exci­

tation P of the type of a zero mode of the first class secondary con~traint 

(30) which is the remaining longitudinal part of the gauge field momen­

tum. This zero mode is accompanied by the zero mode of the "radiation" 

gauge, which is well known as the Gri~ov ambiguity [14). 

1.3. Quantization of the reduced theory 

For qua.1it111n description of the reduced theory WC will use a fixed time 

Schrodinger representation.The canonical variables Jlfr(t), J'i(t) are fixed . . . ' ' . 

at time t* 

Nr Nr(t*), p F(t*) 

and satisfy the commutation relation 

i [ft, Nr] = !1. (37) 

The stationary Schrodinger equation 

H\JJ, = tW,, (38) 

should be complected by the constraintof identification of th~. points 

N, N + 1 on the circle 

\JI, (N +I)= eio \JI, (N) 7r 

(0:S0:S2). (39) 

The solution of these equations is the. Bloch plane wave 

\JI,= e{;J>N 
' P = (2d: + O)h, (,10) 

11 
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where k is the number of the Brillouin zone. The spectra of the electric 

tension ~nd the energy have the following forms 

E=e (k+ 2°1r) 
t: = RE2 /2 

{ 41) 

(42) 

which coincide for the ground state (k = 0) with the Coleman constant 

electric tension [11]. The nonzero tension {or the collective persistent 

current in the functional space) appears here as a pure quantum effect 

(of the type of the Josephson one) due to the jump of the phase of the 

wave function ( 40). 

There is another way of describing this ~ero mode where· it is rep:. 

resented as the functional of the local variable [4,5]. However, differe~t 

( equivalent for the considered model) ways of introducing the_ zero mode 

lead to different results in the non-Abelian theory. The reader can see 

this ,fact in the next section. 

2. The SU(2) Yang-Mills Theory in Four 

Dimensions 

2.1, Primary reduction 

We start with priII).ary reduction of the Yang - Mills theory with the 

local SU(2) group 

wRed = J d4
x [E't A;-½ (Ef2 + Bf2

)] 1 (43)· 

12 

11 
- I, 

0 

1\1 
.11 
-,j 
!~ 

··'· 

where the electric tension Ef satisfies the seco11:dary constraints . ' 

9~b E~ = (0°ba, .. + efacb A~) E~ = 0 
1 I I I ' 

and magnetic tension Bf 

B a - (a Aa.+ e abc Ab Ac) i - Eijk j k 2 f j k • 

Below we will use the gauge 

9ab i (A)A~ = 0 

which is consistent with- the equations of motion 

E'j = Af. 

This theory has the topological nontrivial gauge symmetry group 

(3-8) 

• • •. _ 1 •. er 0 A~ 
Aµ ----t A~=g(Aµ+8µ)g ; .Aµ=2i. 

All stationary transformations with the boundary conditions 

lim g ( x) = 1 I X I ----t 00 

(44) 

(45) 

(46) 

(47) 

(48) 

(49) 

represent the manifold of three-dimensional closed pa:ths on the three­

dimensional sphere SU(2), and can be split into the classes characterized 

by the integer index of a map ( n) of the space { x} into the SU ( 2) group 

space: 

1 J 3 i ·k [' ' ' ] ' -1 n = 241r2 d .x f J tr V; ½ vk ; V; = g a ;g . (~O) 

As in eq.(24), we can speak here about the homotopy group 

Ih(SU(2)) = Z. (51) 

13 
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There is a topological variable NL[A] 

NL[A] = ~ J d3
xf.ijk (A; aj Ak + -3

1 
f.abc A; A; A%) . 16~ . - (52) 

which realizes the representation of the homotopy group [6] 

NL[A9
] = NL[A] + n. (53) 

2.2. No-Go Theorem for the Local Quantum Rep­

resentation of the Homotopy Group 

Apart from the experience obtained from the above considered two­

dimensional theory there is one more mathematical argument in favor 

of the existence of the independent collective variable Nr of the .type of 

(i9). 

The exact formulation of the problem of quantization of the Yang­

Mills theory with the nont~ivial _homotopy group is. given in refs. [4, 5] 

. and consists in solving of the set of equations 

HL\J!< = f.W( 

'v;E; We ·= 0 

i0 TL\J!< = e '1!,. 

(54) 

(55) 

(56) 

A first equation is the stationary Schrodinger equation with the Hamil­

tonian 

HL[A, E] = j d3 x~ (E't2 ·+ Bf2
), (57) 

14 

Eq:(55) reflects th~ invariance of the theory under the small gauge trans­

formations, and Eq.(56) describes the covariant properties of the wave 

function under a large gauge transformation. The topologiJ:al shift oper­

ator TL has the form 

TL= exp { dN~[A]}' (58) 

where NL is the functional (51). This form is justified in refs.[4, 5] by 

repi·esenting the solution of (5,1)-(56) in the form of the Bloch wave 

function 

'1!,(N1,,· Ar)= ekP NL '11c(AT) 

and by the exact 11011physical solutiou with energy l 0 

{ 
s~i } 

W0 = exp ±~ NL[A] . 

No-go theorem: l'here are no physical solutions of equations (54)-

(56) . 

- The Proof: It is easy to check that the operators HL, TL do not cony 

mute 

[HL, 11,] =fa O; [[Ih[lh, T]] =/ O; 

therefore they cannot have a complete system of physical eigenstates. 

In the two- dimensional Abelian case , this local realization works 

due to the absence of ,i tra11sversal variable. There is only a plane \\',tve 

excitation. In the three- dimensional case , these tra11svcrsal variables 

describe the oscillator- like local excitations in the Schrodingcr equation 

15 



due to the magnetic field potential while (56) means that the wave func­

tion is simultaneously a plane wave, which is impossible. 

2.3. Secondary Reduction 

As we have seen in two-dimensional case, there is another way to get 

a nontrivial physical representation of the homotopy group (51). For 

this goal it is sufficient to introduce an independent collective topolog­

ical variable N0 , which describes the Gribov ambiguity of the " motion 

equation gauge" ( 46) 

A A9N - ( AT ) -1 A;= A; 0 = 9No A; + O; 9No , (59) 

and its conjugate momentum 

A [AT 1 T.] 1 _E; = 9No E; + PoIB/<11- 'v; (A )<l>o 9N0 - (60) 

as a zero mode of the first-class secondary constraint (44). Here <Po is 

the zero eigenfunction of the Gauss constraint ( 44) 

'vfb(AT) 'vtc (AT) <Poe= 0 

9No = Texp(<I>oNo(t)lB-1
)­

IB , 1<11 are the following surface integrals: 

' ' ' ' 2 ' 

lB = J d3 x('v;<l>)° Bf= J d3 xfJ;(Ba<l>_a); jj = s:2 Bf 

{61) 

(62) 

1<11 = j d3x('v;<l>)°('v,<l>)° = ½-! d3 xfJ;(<t>a)2
•. (63) 

16 

Note that the new variables ET and AT satisfy the same_ constraints 

( 44), ( 4~) ~~hH~ the to~ological; ~a~iable ( 50) ~n~ a~ti~n ( 4~) acquire 'a~­

di tional te{ms 

Nr[Ai,No] NL[AT9N°] = NL[AT] + No + Inv.term 

T 
2 ' 

, wRed[A,E] = wRed[AT,ET] _+ J dt [PN -½ P~I:11:IB-2
] 

-T 
2 

(64) 

(?5) 

Eq.(64) is defined within a term invariant under large gauge transforma­

tions; Eq:(65) is just the secondary reduction action. Let us consider the 

simplest case when the surface integrals (63) are time independent. We 

choose them as 

2(27r )
3 

JB = l 
1¢=~, (66) 

with µ being the parameter of the mass dimension. Emphasize th~t 

this.condition means a slow increase in the fields at spatial infinity. An 

example of fields like those is the well known Prasad- Somerfield solution 

[15] of the Bogomolny equation 

where 

a Aasympt; 

( <Pa)~ 

'vf°(Aasympt)<Poc = 271" Bf(Aasympt), 
-µ 

1 abi e [ µ 1] / X
1 

;c m sinh(µr) - ; ; · m = -;:-; 

271" [ 1] ~m0 µ coth (µr) - ; . 

(67). 

r =I xi 

(68) 

For these fields , the invariant term in Eq.(64) has the following form: 

I 
sin(2i No) 

nv.term = 
271" 

(69) 

Thus , we get the non-Abelian analog of the Coleman electric field in the 

(1+1) QED. 

17 



2.4. The global representation of the homotopy 

group 

From the reduced action (65) we get the following Hamiltonian: 

T T 1 •2 [ T T HRed[P,E,A ,E] = 2/i!/ P + HL A ,E ], (70) 

where HL is defined by (57). In this case , the Schrodinger equation 

-HRed W, = lW, (71) 

admits the factorization of the wave function on the plane wave describing 

the topological collective motion, and oscillator like part depending on 

transversal variables 

- w,(No, AT)= ei.PNo WL[AT]. 

Thus , the representation of homotopy group is realized as 

iO ( Z •) Taw, = e W,; Ta= exp ,:;_P 

Recall that P has a discrete spectrum 

P = (2,,-k + 0) ti. 

d 
exp (dNo). 

(72) -

{73) -

The oscillator like part of the wave function W L[AT] is described by the 

Hamiltonian HL. 

It _is useful to separate the stationary asymptotic part of the transver­

sal variable Aasympt and the quasiparticle excitations with the zero bound­

ary conditions 

1iT(xo,x) = Aasympt(x) + aT(xoix). (74) 

18 

In th~'·,,homogeneous" approximation, if we neglect quasiparticles 

aT(x0 ; x), we. get fr~m (65) the following effecti~e action 

W.rr = i,vRed[Aasympt, ET = O] 

T 
2 J dt [~ P

2 
/i!l!B'-

2
~,- / ~

3:-Cf32
] . (7?) 

-T 
2 

For t~e Prasad-Somerfield asymptotic field there are values of the cou­

pling constant 

2 . 0 ) 
.:__ = 1/(k + •J-rr 
·1-rr -

(76) 

for which the effective collective action (75) is equal to zero. 

We want to emphasize the attractive peculiarities of the considered 
• I 

global realization, zero action and stability of perturbation theory un-

der -~mall deformations [16, 17]. This is just the main difference from 

instanton contributions witch are suppressed by the action factors. 

Conclusion 

iWe have discussed the mathematical and physical arguments in the 

favour of the _introduction of the zero modes of the first-class secondary 

c~nstraints in gauge theories. 

It is shown that the reduced action approach allows us to take explic­

itly into account the zero modes including the Gribov ambiguity mode 

and clarifies their double role as independent variable or the \\'inding 

number functional. To reproduce this result_ in the Dirac Hamiltonian 

approach , it is useful to consider the- procedures of primary and sec­

ondary reductions. The primary re<luction has been introduced by Dirac 

to conserve the.uncertainty principle for gauge field components included 
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in the phase space (see discussion of eq.(2.28) in Dirac's Lectures [9)). 

This reduction is equivalent to the choice of a temporal gauge. The sec­

ondary reduction consists in the fixation of the remaining ambiguity due 

the presence of stationary gauge transformations, generated by the Gauss 

constraint. For this purpose , we explicitly solve the Gauss cons~raint 

and the additional gauge condition that does not contradict the equa­

tion of 'motion. At this step , to reproduce the result of the Lagrangian 

method , it is necessary to introduce the zero mode of the first-class sec­

ondary constraint together with the zero mode of the "motion equation 

gauge " (second- class constraint). These two modes are considered as 

canonically conjugate variables, the winding number and its momentum. 

The introduction of independent modes allows us to consistently describe 

the representation of the homotopy group and to construct the quantum 
, , 

theory with the effective finite action for the local excitation. 

In the Yang-Mills theory the zero- mode dynamics is realized in 'the 

presence of a stationary condensate of the type of the Prasad-Sommerfield 

"bag" (7,15,18] . Perturbation theory around this condens,ate is stable 

unlike the conventional one. This situation is very similar to the the­

ory of gravity ,where the metric excitation of the type of the Friedmann 

expansion leads to the stabilization of the Universe. This metric excita­

tion is also the zero mode sector of secondary constraint in the theory of 

gravity (19]. 
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XBeAeJIIIA3e A., IIepBymHH B. 
HyneBhle MOAhl BTOpHtJHhlX CB.s13eft nepBoro POAa 
B KaJIH6poBOtJHhlX Teopm1x 

E2-93-439 

MeTOAOM peAyIJ;HpoBaHHOI'O <pa30BOI'O npoCTpaHCTBa H3ytJaIOTCSI HyJieBJ,Ie 
MOAhI BTOPHtJHhlX CBSI3eft nepBOI'O POAa B ABYMepHOH SJieKTPOAHHaMHKe H Teo­
PHH 5Ittra - MIUIJica B KOHTeKCTe npo6JieMhl CTa6HJibHOI'O BaKyyMa. CpaBHH­
BaeTCSI OilHCaHHe STHX MOAB AHpaKOBCKOM raMHJibTOHOBOM IlOAXOAe H BhlSIBJISI­
eTCSI HX CBSI3b C TOilOJIOratJeCKOH CTPYKTypoft KaJIH6poBOtJHOH rpynnhl. B paM­
Kax <<PeAyIJ;HpOBaHHOI'O>> KBaHTOBaHHSI CTPOHTCSI HOBaSI peaJIH3aIJ;HSI rpynnhl 
roMOTOnHH B Hea6eneBoil TeopHH, rAe poJih cra6HJihHoro Hea6eneBoro BaKyyMa 
C KOHetJHbIM AeHCTBHeM BbIIlOJIHSieT pemeHHe IIpaCaAa - 30MMep<peJihAa, 

Pa6oTa BhlnOJIHeHa B Jla6opaTOpHH TeopeTHtJecKoil <pH3HKH Oll51J1. 

IlpenpHIIT Om,e)lHJ1e1111oro HIICTl1T)'Ta SI)lepHblX HCCJJe)lOBaIIHH. )fy611a, 1993 

Khvedelidze A., Pervushin V. 
Zero Modes of First Class Secondary Constraints 
in Gauge Theories 

£2-93-439 

Zero modes of first class secondary constraints in the two-dimensional 
electrodynamics and the four-dimensional' SU (2) Yang-Mills theory are 
considered by the method of reduced phase space quantization in the context 
of the problem of a stable vacuum. We compare the description of these modes 
in the Dirac extended method and reveal their connection with the topological 
structure of the gauge symmetry group. Within the framework of the <<reduced» 
quantization we construct a new global realization of the homotopy group 
representation in the Yang-Mills theory, where the role of the stable vacuum 
with a finite action plays the Prasad-Sommerfeld solution. 

The investigation has been performed at the Laboratory of Theoretical 
Physics, JINR. 
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