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AoAeeu Jl.B., Ka33KOB ,U.H., KoHApawyK H.H E2-92-538 
HHCppaKpaCHble TPYAHOCTH A11<l><J>epeHlV,ta.llbHOH nepeHOpM11pDBKl1 

HcC.lleAyCTCSI B03MO>KIIOCTb mrnap11a11rnoro o6o6me111111 MeTOAa A11<l><J>epe11u.11a.11bHOH nepe-
110pM11pOBKl1 <l>p11AMaHa, ,U>KOHCOtta H Jlarnppe Ha Teop1111 C 1111<jJpaKpaCHblMl1 paCXOA11MOCT!IMl1. 

8 Ka'ICCTBe npHMepa paCCMaTpHBalOTCII AByMepttble a-MOAe.1111 11 'leTblpeXMep11a11 Teop1111 ,/; pa3-
Mep11a11 pery1111p11Jau.1111 HCnOJlbJyeTCII KaK :na1101111a11 cxeMa AJl!I cpae11e111111. On11caHbl OCHOBHble 
A11<1><l>epe11u.11aJ1bllblC TO>KAeCTBa OAIIOBpeMettHO B KOOPAHHaTHOM 11 11MllYJlbCHOM npocTpaHCTee, 
np11 3TOM BBCAeHbl ABe WKaJtbl AJIII 11cpe11opM11pOBKl1 YJ1bTpa<jJ11011eTOBblX 11 11H<jJpaKpaCHblX pac
XOA11MOCTei"t. 8b1UOA11TCII caMocornacoea1n1btH 11a6op <jJopMyJJ AJIII npeo6pa3oua1111H <l>ypbe. OAHaKO 
311a•1em111 A11arpaMM nma «ro11ouacn1K• 8 BblCWHX llOPIIAKax Teop1111 B03MYILI.eHHH OKa3b1BalOTCII 
HCOAH03Ha4ttblMH, 3au11c11u~l1MH OT nopllAKa Dbl'IHCJICIIHII 11X llOArpa<jJoe. B pa3MCpHOCTl1 2 Aa>Ke 
paHblllC, 'ICM :na 11eOAII03Ha•111ocTb Ha4111taeT npOIIDJIIITbCII, peHOpMrpynnOBble Bbl411CJJeHH!I, OCHO
eattHble 11a i111<jJpaKpac11oii A11<l><J>epcHU.HaJJbHOH nepe11opM11poeKe, npHBOASIT K 11enpaBH.11bHblM 
peJyJJbTaTaM. Mbl np11XOAHM K BblBOAY, •tTO npou.eAypa AH<l><J>epe11u.11a.11bttOH nepe11opM11poeKH He 
ll03BOJJlleT 11enponrnope•111ebtM o6pa30M o6pa6aTbl8aTb HH<jJpaKpaCHbte paCXOAHMOCTH. 

Pa6orn BblllOJIIIClla B Jla6oparnpm1 Teopern'leCKOH <jJH311KH OH51H. 

llpe11p111tT Om,e)\Htte1111oro HIICTHTyTa IIAepttblX 11CCJIC)\OBattHH. ,Uy611a 1992 

Avdeev L.V., Kazakov 0.1 ., Kondrashuk I.N. 
Infrared Troubles of Differential Renormalization 
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We investigate the possibility of generalizing differential renormalization of D.Z.Freedman, 
K.Johnson and J.1.Latorre in an inv~riant fashion to theories with infrared divergencies. As an 

example, two-dimensional a models and the four-dimensional <('
4 theory are considered; dimensional 

renormalization is used as a test scheme for comparison. We wfite the basic differential identities of 
the method simultaneously in co-ordinate and momentum space, introducing two scales which remove 
ultraviolet and infrared singularities. The consistent set of Fourier-transformation formulae is derived. 
However, the values for tadpole-type diagrams in higher orders of perturbation theory prove to be 
ambiguous, depending on the order of evaluation of their subgraphs. In two dimensions, even earlier 
than this ambiguity manifests itself, rcmormalization-group calculations based on infrared differential 
renormalization lead to incorrect result. We conclude that the differential renormalization procedure 
docs not handle infrared divergencies in a self-consistent way. 
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1 Introduction 

Differential renormalization [1] can successfully perform an ultraviolet R operation 
by means of replacing essentially singular quantities in co-ordinate space with deriva
tives of less singular expressions, and after that, by integrating the derivatives by parts 
in order to turn them into powers of external momenta. Then, at first sight, one sees 
no serious obstacles - it would just seem very natural indeed - that the same trick 
with singular expressions in momentum space could likewise automatically perform an 
infrared R operation [2]. 

A need of the latter in renormalization-group calculations (leaving alone operator
product and other asymptotic expansions) may arise of two causes. In the first place, 
a quantum field theory may be intrinsically infrared dangerous owing to the fact that 
the theory with zero masses may not strictly exist at all as, for example, a massless 
scalar field in two dimensions. However, real computations with nonzero masses are 
always exceedingly cumbersome technically while, on the other hand, we know that 
in the so-called "massless" renormalization schemes [3] (like the minimal subtraction 
scheme L4, 5] of dimensional or analytic regularization) there is no essential dependence 
of renormalization-group functions on dimensional parameters (except for a possible 
mixing in renormalizations of the masses themselves). Thus, we would like to set them 
all to zero from the very beginning but use an infrared R operation to avoid the false 
infrared singularities. 

In the second case, artificial infrared divergencies may be caused by a singular choice 
of external momenta of a Green's function, quite well defined in a general situation. For 
technical reasons, such a choice may seem more convenient, or it may even be the only 
available choice that would allow us to compute a complicated multiloop vertex-type 
graph analytically by means of an infrared rearrangement [6]. 

Although there are no theoretical grounds, like the causality principle of the local 
quantum field theory, for attributing a physical meaning to the infrared R operation 
in itself - the reasons look quite technical both with intrinsic and artificial infrared 
divergencies - however, in many practically important cases its use may be crucial for 
achieving computational results [7, 8]. 

Introducing the infrared R operation into the formalism of differential renormaliza
tion, we should keep track of three important points. First of all, the scheme should 
retain its self-consistency: the results should never depend on the order of manip
ulations we perform. The second requirement is that we should distinguish two di
mensional scales: a new infrared renormalization scale v, and an ultraviolet scale µ 
already present in the formalism. Otherwise, infrared logarithms would be the same as 
ultraviolet logarithms, and we would never be able to extract from the finite renormal
ized Feynman diagrams the correct information about renormalization-group functions, 
contained in their µ dependence. And last but by no means least point is the invariance 
of the regularization [9], which ensures the fact'that formal symmetries of a quantum 
field theory are retained after renormalization (5, 10]. 

We formulate a natural generalization of differential renormalization to theories 
where, besides usual ultraviolet singularities, intrinsic or artificial infrared divergencies 
do appear. Our particular attention is paid to two-dimensional u models and to the 



four-dimensional ip4 theory. Throughout our renormalization-group calculations, we 
compare the results of differential renormalization with the minimal subtraction scheme 
of dimensional regularization as an example of an undoubtedly valid, though different, 
renormalization scheme in the range of scheme arbitrariness. 

2 D=2: Intrinsic infrared divergencies 

As the first example, we consider two-dimensional u models [11, 12] where we meet 
infrared difficulties of both intrinsic and artificial origin. 

The starting point of differential renormalization in a two-dimensional theory is the 
following replacement which effectively subtracts an infinite local ultraviolet counter
term proportional to the {j function in co-ordinate space: 

1/x2 = ½ □x Jn2(x2M2), (1) 

where □x denotes (8/ax,,.)2 (we work in Euclidean space). The other way of looking at 
the·matter is to consider eq.(1) as a real equality under a regularization, bearing in mind 
that the regularized expressions are renormalized afterwards by minimal subtractions 
which simply turn the regulator M--+oo into a finite renormalization scale. 

With the aid of eq.(1), integrating the derivatives by parts and abandoning surface 
terms ( which is one more prescription of the regularization), we can derive a basic set of 
formulae for Fourier transformations. We start with the ultraviolet-divergent integrals 
of the form · 

J 2 . lnn(x2M2) 
I11 = d x e•Px 

2 
• 

X . 
(2) 

Replacing 1/x2 through eq.(1), we integrate one 8/ax,,. by parts. Of course, we suppose 
the Leibniz differentiation rule to remain valid under the regularization. The first 
derivative of the logarithm is a nonsingular function in two dimensions, and hence, it 
can be substituted explicitly as 2x,,./x2 without any possible 8-function-like terms. The 
resulting equation can be solved with respect to In: 

In = - ip,_. J d2x eipx x,,. Jnn+1(x2 M2) . 
2(n+l) x2 

The integral on the right-hand side has no dangerous singularities, and we can unam
biguously evaluate it, using an intermediate analytic regularization which is taken off 
in the end, 

j d2x 
. x,, 2 ~ 

e•px - lnn(x M•) 
x2 

[ 
dn 1 {) I J eipx ] 

= (-t dan i op,, (M2)" d2x (x2)1+" a=0 

= 2iri P; (-r -n [(p2/µ 2
)" F(a)] dn I 

p da a= 0 

2 

(3) 

l 
t 
'I 
1 

r 

= 2iri P; (-rt (;) Fn-m lnm(p2/µ 2), 
p m=O 

In (-t+1n+1(n+l) 2 2 
ir -- L Fn+l-m Jnm(p / µ ) , 

n + I m=O m (4) 

where µ 2 = 4 M2 e-2c, 

F(a) = e-2Ca f(l-a) [ ~ ((2m+l) 2 ,
1
1 = exp 2 ~ ----a m.T , 

f(l+a) m=I 2m+l (5) 

Fm are mth derivatives of that function at zero, 

Fo = 1, F1 = F2 = 0, 

F5 = 160 (2(3), 
F3 = 4 ((3), F4 = 0, 

F7 = 1440 ((7), 
Fs = 48 ((5), 

((m) is the Riemann zeta function, and C is the Euler constant. 
Since the initial integrals In, eq.(2), were logarithmically divergent, in the most 

general situation we could add to the renormalized expressions ( 4) some constants 
Cn, reflecting a local arbitrariness. In the context of differential renormalization, we 
could leave an explicit 8-function term in eq.(1). That would simply be equivalent 
to redefining the renormalization scale M. Therefore, we have chosen to absorb the 
arbitrariness into the definition of M, and no more Cn could ever appear with the 
minimal subtractions on eq.(4). · 

Now, we can try to execute precisely the same procedure for infrared rather than _ul
traviolet divergencies, starting from momentum space with an infrared regulator mass 
V--+0, which becomes another finite renormalization scale after the minimal subtrac
tions: 

1/p2 = ¼ DP ln2(p2 /v2
) , (6) 

j d2
p e-ivx P; lnn(p

2
/v

2
) = -2iri :~ (-t t (;) Fn-m lnm(x2N2), (7) 

p m=O 

/

. Inn( 2/v2) (-)n+l n+I ( ) · 
. - . d2 -ivx P - ~ n + I F 1 m( 2N2) (8) ln - p e 2 - Jr --- ~ n+l-m 11 X • 

p n + 1 m=O m 

Again, we have denoted N2 = ¼ v2 e2c. (Everywhere, M2 and N 2 accompany x2, while 
p2 is divided by µ 2 or v2). 

2.1 The consistent set of Fourier integrals 

However, we ought to check the consistency of the scheme as a whole. Of a good 
regularization, we expect that it is invariant {9], that is, permits us to do with our 
integrals some formal manipulations, which is important for retaining symmetries 0£ 
quantum field models. One of those features is the possibility of differentiating the 

3 



' integrals with respect to external parameters, for example, the Fourier-transformed 
argument, to compute other integrals, with external Lorentz indices, as we have done in 
deriving eq.(3). Other natural requirements are the possibilities of changing the order 
of integrations and integration variables, and of identically transforming subintegral 
expressions, like expanding (p-q)2 or canceling the numerator with the denominator. 
Such transformations are often performed, in particular, when one does superfield 
algebra in supersymmetric models to reduce supergraphs to usual Feynman integrals. 

Believing that differential regularization can be treated as an invariant overall reg
ularization, let us apply - □,, to in to obtain, after canceling the denominator p2 in 
eq.(8), new integrals 

in=-□,, in= J d2p e-ipr lnn(p2/v2), (9) 

which contain no infrared divergencies, as differs from eq.(8). Note also that any 
arbitrary renormalization-specific constants Cn added to in are annihilated by differen
tiation, so that in will in any case be determined uniquely. 

At n=0, we must evidently get io=4ir2h2(x). On the other hand, differentiating the 
right-hand side of eq.(8) for i0 , produces the laplacian of the logarithm. Hence, 

□,, ln(x2N2) = 4ir h2(x). (10) 

Of course, in fact, eq.(10) is true without any reference to differential regularization (N 
drops out, too). The identity can as well be derived by some other means, for example, 
by explicitly introducing the causal rule of passing over x2=0, expanding the left-hand 
side of eq.(10), and directly evaluating the integral of it. Differential regularization 
reproduces the result correctly. 

Now we proceed to n=I. The laplacian applied to the logarithm squared in ii, 
eq.(8), gives us two terms: when both derivatives act on one logarithm, we use eq.(10), 
while the nonsingular first derivatives of the logarithm can be substituted directly. 
Thus, we get 

i1 = -□,, i1 = -4ir2 h2(x) ln(x2N2)-4ir/x2. (11) 

To attach a meaning to eq.(11 ), we need to extend the definition of the logarithm to 
zero point in co-ordinate space. However, our set of formulae already includes such a 
definition: if we expand, on the right-hand side of eq.(l ), the action of the laplacian, we 
get besides 1/x2 an additional term which equals ir82(x) ln(x2M2) in view of eq.(10). 
We have decided that by definition of M this local term is absent in eq.(1); therefore, 

82(x) lnx2 = 82(x) ln(l/M2), (12) 

It is this very formula that comprises the essence of differential regularization, what it 
really changes. For the rest, everything looks as if nothing has been regularized at all, 
provided we manage to take proper care of singular functions. 

As soon as we have established eqs.(12) and (10), we can uniformly obtain all the 
integrals in, eq.(9), from in, eq.(8), arriving at the general formula 

4 

\ 

I 
.. 
( 

in= J d2
p e-ipx lnn(p

2
/v2) = 4ir (-)" [ir82(x) 'j; (;) Fn-m lnm(N2/M2) 

+ : 2 f ( n: l) Fn-1-m lnm(x2N2)]. (13) 

Quite analogously, acting with -DP on eq.(4) and remembering eq.(6), we deduce 
the x<-+p complementary formulae 

DP ln(p2/µ2) = 4ir h2(P), 

82(P) lnp2 =h2(p) lnv2, 

Jn = J d2
x eipx lnn(x

2 
M

2! = 4ir (- )" [ ir82 (p) t ( ; ) Fn-m lnm(v2 / µ2) 

(10') 

(14) 

n-1 ( ) ] n n-1 m 2 2 + 2 L m Fn-1-m In (p / µ ) . (15) 
p m::O 

Evidently, the ratios N2/M2 in eq.(13) and v2/µ2 in eq.(15) are the same. 
Another observation is that, as Jn is ultraviolet regular, it does not generate an 

ultraviolet scale parameter by itself. Therefore, M in eq.(15) is just a dummy argument 
(strictly related toµ on the right-hand side) while the real stamp of the regularization 
on Jn is the infrared scale v from eq.(14). The self-consistency of replacing M in 
eq.(15) can be checked directly by re-expanding the logarithm with an arbitrary mass 
argument A by the Newton's binomial, and resumming the right-hand side. The result 

J d2
x eipx ln"(x

2
A

2
) = 4ir (-)" [ir82(p) 'j; (;) .F-;,_m lnm(v2/,\2) 

+ ~ r ( n: 1 ) Fn-i-m lnm(p2/,\2)] (16) 
p m==O _ 

actually looks the same as eq,(15). Likewise, we can freely change v in eq.(13) to a 
dummy variable,\ which can even be set equal toµ, 

/ d
2
p e-ipr ln"(p2/,\

2
) = 4ir (-)" [irh2(x) t (;) Fn-m lnm(A2/M2) 

+ : 2 f ( n: l) Fn-1-m lnm(x2A2)]. (17) 
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The intermediate integrals with Lorentz indices, eqs.(3) and (7), are both ultraviolet 
and infrared regular. Thus, they introduce no scales at all,µ and v being their dummy 

arguments. . 
The next step in checking the consistency is to take the Fourier transforms of 

eqs.(16) and (17). One easily sees that the resulting formulae allow us to recursively 
recover the very first integrals: In, eq.(2), and in, eq.(8). The double circle closes. 
By induction, using binomial re-expansions, we can prove that formulae (4) and (8) 
are exactly reproduced without any Cn and c,., which reflects the fact that we made 
eqs.(12) and (14) agree with the differential relations (1) and (6). For other masses 
under the logarithms, we get quite definite additive terms, 

j d2x 
. lnn(x2A2) 

elpX _..;_...._..:.. 

x2 

n: l [,-r'}';, ( n ! l ) F"+>-m lnm(p' /A')- Ja""(A'/µ'l 

(18) 

J d2p e-ipx 
lnn(p2/A2) 

p2 

n: 
1 

[(-)"+' %;, ( n ! l ) F"+>-m lnm(x'A')- Ja"+'("' /A'>]. 

(19) 

with A2 = 4 A2 e~2C in eqs.(16)-(19). 

2.2 Ambiguities in repeated integrals 
Everything looks fine at the moment, and we could start to compute diagrams. 

However, the point is that we actually need a little more than just switching to t4e 
Fourier transforms and back. Namely, we expect that a property similar to associativity 
of convolution will hold. Suppose, there are three quantities 

an(P) ~ J d2x eipx An(x), J 
d2p . 

A (x) = -- e-,px a (p) 
n (2ir)2 n , 

(20) 

(n=l,2,3), and we are going to evaluate the integral of their product in momentum 
space. We can represent it in three different ways, substituting eq.(20) either for ai, 

a2 , or a3 : 

X = J d2p a1(P) a2(P) aa(P) 

= J d2 x A1(x) J d2p e~ipx a2(P) aa(P) 

= J d2x Ai(x) J d2p e-ipx a1(P) a3(p) 

= J d2x A3(x) J d2pe~ipx a1(P) a2(P), 

6 

(21) 

(22) 

(23) 

::, 

\, 

' 
I 
r 

where the integral over x can be evaluated by a trick.of inserting·a unit 

J d2x ... = J d2q 02(q) J d2x eiqx . • • (24) 

and subsequently applying eq.(14). Either way (21)-(23) should lead to the same result 
in the framework of a consistent regularization. Let us, however, substitute particular 
expressions 

a
1
(p) = 2 ln(p2/v2) 

p2 ' a2 = a3 = ln(p2/µ 2). (25) 

All the integrals that arise can be evaluated with the aid of eqs.(16)-(19), after products 
of different logarithms are re-expanded in powers of one of them. The results are 

(21) 
ir[ ¼ln4(v2/1t2)+ ~({3) ln(v2/µ 2) ], X =} (26) 

(22),(23) [ ] 
X ==> :r ¼ ln4(v2/µ 2)- !((3) ln(v2/µ 2) . (27) 

We see that there are two ways of computing the integral, which give us two different 
answers. The resulting expressions (26) and (27) coincide only if we set v2=µ 2, that is, 
use the same scale for renormalizing both ultraviolet and infrared divergencies. As has 
been said at the beginning, this would not be satisfactory for renormalization-group 
applications. 

One may suspect that the inconsistency has resulted from undue liberty in our 
dealing with singular functions. Indeed, in establishing our set of formulae, we exceeded 
the necessary minimum of operations, essential for evaluating Feynman integrals. So, 
in principle, we can do without explicit differentiation the result of which might involve 
a singular function. 

Then, we ought to exclude all the singular relations, (10), (11), (12), and (14), 
thus, being unable to get in, eq.(9), from in. Nevertheless, the basic divergent integrals 
themselves In and in, eqs.(4) and (8), can be derived from the differential identities 
eqs.(1) and (6) through intermediate finite integrals, eqs.(7) and (3), as before. Re
expanding the logarithms, we reproduce the integrals with arbitrary mass arguments, 
eqs.(18) and (19); and finally, eqs.(17) and (16) are obtained as their resummed Fourier 
transforms with the particular cases of eqs.(13) and (15). 

Although the trick of eq.(24) becomes of no use, we can, all the same, define the 
general external-parameter-independent integrals in eqs.(21)-(23) by utilizing the as
sumed invariance of the regularization: 

j d2x 
lnn(x2A2) = jd2x (y- x). y - ;y ~ x). x lnn(x2A2) (28) 

x2 (y - x) x 

J ~e~ipy (1• d2z eipz Zµ) [Jd2x eipx (yµ _ Xµ) lnn(x2A2)] 
(2ir )2 z2 x2 x2 

n: 1 [(-t+1 ~ ( n; I ) Fn+t-m lnm(N2/A2) - lnn+1(A2/M2)]' 

7 



where we have made use of eqs.(3), (18) and (19). Note that the term with m=0 is 
always present, even at A2=N2. In the same way, we can evaluate the corresponding 
momentum integrals 

f d2p 
lnn(p2 / ,\2) 

p2 

n: 1 [ (-t+t; ( n ! 1 ) Fn+1-m lnm(,\2 / µ2) - lnn+1(v2 / ,\2)] . 

(29) 

Now, for the chosen a 1 , a 2, and a3, as in eq.(25), the integrals on the right-hand 
sides of eqs.(21)-(23) are directly calculable, and we reproduce the two different results 
(26) and (27) again. 

2.3 N =2 supersymmetric sigma model 

Yet, let us see how grave this contradiction is from the practical viewpoint of 
computing Feynman diagrams. We consider first the four-loop approximation in the 
N =2 supersymmetric two-dimensional u model. After the supergraph algebra in the 
background-field formalism is done [12], there appears just one nontrivial divergent 
four-loop momentum integral which is presented in fig.la. The rest of the divergent 
integrals are of the primitive tadpole type (fig.I b ); we leave them alone for the moment. 

@ 88 
(a) (b) 

Figure 1: The divergent four-loop momentum integrals in the N=2 supersymmetric 
two-dimensional u model. Lines represent l/p2 propagators, arrows stand for additional 
Pµ in the numerator, and small dots denote contractions of Lorentz indices. 

The model involves intrinsic infrared divergencies due to zero masses on the lines 
without components of momenta in numerators. Besides, there may appear artificial 
infrared divergencies if some of the external momenta in fig.la are set to zero. In 
fact, for technical reasons, we simply cannot do without this, to reduce the problem 
to successively evaluating one-loop propagator-type graphs. The three external lines 
of the diagram correspond to identical operator structures of the background field. 
Therefore, nullifying one of the three momenta, we obtain two different graphs shown 
in fig.2, while setting all of them to zero, we get a pure tadpole. The diagram of fig.2b 
and the complicated tadpole graph contain ·artificial infrared divergencies . 

. We can easily compute the two one-loop subgraphs both in co-ordinate and in 
momentum space (20) by means of eqs.(7), (18), (19), and {16): 

. 0 1 1 ~ 1 2/ 2) 0 • x =} - 47?" ? , -V- =} 4,r ln(p µ , · (30) 

8 

J 

,) 

b 

j 
r, 

@ 1@· 2@. =} - + -
3 3 . 

(a) (b) 
Figure 2: Two possibilities that arise when one of the external momenta is set to zero. 

oQx =} (4~)2 ln2(x2N2), -QE =} _!_ 2 ln(p2/v2) 
4,r p (31) 

Now, the diagram of fig.2a can be calculated as follows. We first compute its two-loop 
propagator-type subgraph in momentum space as the square of the one-loop expression 
(30). Then, we transform the subgraph to co-ordinate space 

o(X)x =} j ::~ e-ivx [ ln(~;µ
2
) r 1 2 ln(x2M2) 

,r(4,r)2 ~ (32) 

The whole diagram is just a product of eq.(32) and the infrared one-loop subgraph 
(31) in x space. Re-expanding the infrared logarithm squared in terms of ln(x2M2), 
and switching back to momentum space by means of eq.(4), we arrive at the result 

fig.2a => (4~)4 [ pn•(p2/µ2)- Pn3(p2/µ2) ln(v2/µ2)+ln2(p2/µ2) ln2(v2/µ2) 

+ 8 ((3) ln(p2/µ 2)- ¥((3) ln(v2/µ 2) ]. (33) 

The same result is obtained if we leave the one-loop subgraph as it is, but reduce 
eq.(32) to ln(x2N2), take the Fourier transform of the product via eq.(18), and finally, 
re-expand it in the ultraviolet logarithms. 

In this way, using only the Fourier transformation formulae, we can compute any 
diagram of recursively one-loop propagator structure. In particular, we consecutively 
evaluate 

CD / d
2
p -ipx ln(p2/µ2) 1 2 ln(p2/v2) 

0 X =} -e ------,...;.--_;._ 
4,r2 4,r 4,r p2 (34) 

= (4:)3 [ iln3
(x

2
M

2
)+ln

2
(x2M 2) ln(v2/µ2)- ½ln3 (v2/µ2)+ !((3) ], 

1 [ . 
fig.2b => (41r)• ¼ln4{p2/µ

2
)- ½ln3(p2/µ 2) ln(v2/µ 2)+ ½ln(p2/µ2) ln3 (v2/µ 2) 

- H(3) ln(v2 
/ µ2

)]. (35) 

The answer for the tadpole diagram at zero momenta in fig.la proves to be ambigu
ous. If we first compute its infrared-regular two-loop subgraph {32), and then evaluate 
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the tadpole by the a-function trick (24) or by eq.(28), we get 

© = (,:)' [ pn'(v'/µ')+ £((3) ln(v't,,') ], (36) 

like in eq.(26). The use of the direct momentum-space formula (29) leads to the same 
answer. On the other hand, starting from the infrared-divergent two-loop subgraph 
(34), we repeat eq.(27): 

© ==} (4:)4 [ pn4(v2/µ2)- H(3) ln(v2/µ2)] · (37) 

Both answers (36) and (37) can be obtained from eqs.(33) and (35), respectively, by 
replacing p2 with v 2

• 

To estimate the meaning of the results, it is worth comparing them with the un-
. conditionally consistent scheme of dimensional renormalization. The infrared R and 

ultraviolet R operation ought to be done explicitly then. Without entering into details, 
let us present as an example (fig.3) the structure of renorrnalizations for the diagram 
of fig.2b. 

nu@ -n{@-[1m-O-J[~+{}] 
-[Ku{)'.)-] B-2 [Kun-Q-] Q} 

-@ -2 [KR'-] -©- - [i<R'R(X)] [(1 - KU)-0-] 

+ [KR'-0-] { 2 [kk .--. ] e- + [kk Q] -0-} 
- [KR'{)'.)-] [k.k•---r + 2[KR'R-©-] [kk---] 

Figure 3: The structure of the incomplete ultraviolet R' operation and the full infrared 
R operation. A sub~racted ultraviolet subgraph is shrunk to a point, while an infrared 
subgraph is just deleted. After the R, we have omitted zero tadpole graphs. 

The subtraction operators K and k pick out poles in e=(2-D)/2 in momentum 
and co-ordinate space, respectively. We keep different ultraviolet and infrared renor
rnaliz'ation scales. Thus, every momentum loop integration is, as usual, accompanied 
by a (µ 2 }' factor, while the proper dimension of infrared counterterrns .proportional 
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."R 

f> 

p: 

to 82_2,(p) is restored by additional denominators of (v2 )'. For example, in fig.3 we 
should substitute 

KR'R(X) = ~ (µ 2/v2)3•, 
3e 

one (µ 2
)' corning from the integration annihilated by the 8 function. 

Instead of doing the infrared R operation in the diagram language, as in fig.3, it 
may technically be easier to subtract singular momentum-space expressions directly by 
means of a simple formula (8) 

1 
(p2)Hn• 

R 1 (v2rcn+1J• 
-+ (p2)Hn• + ,r (n + l) e 62-2,(p) , 

leaving only pole terms on subtracting complicated subgraphs with a prefactor. 
Here are the results of dimensional renormalization in the so-called G-scherne (13] 

(4ir)4 R'R rm = _·_l + ((3) 

~ 6e4 e 

+ ½ ln4(p2 / µ2) - ! ln3 (p2 / µ2) ln(v2 / µ 2
) + In2(p2 /µ 2) ln2(v2 /µ 2) 

+ 8((3) ln(p2 
/,1

2) - ~ ((3) ln(v2 /11 2
) + ~ ((4) , (38) 

(4ir)4 R'R N\\ = __ 1 + ((3) 
~ 6e4 e 

+¼ln4(p2/µ2)-½ln 3 (p2/µ 2
) ln(v2/11 2)+ ½Jn(jl/µ 2

) ln3 (v2/µ 2
) 

-!((3)[1n(p2/µ 2)+ln(v2/µ2)) + ~((4), (39) 

(4ir)4 R'R rm =--;. + ((
3

) + ¼Jn4(v2 /µ 2 )-4((3) ln(v2/µ 2
). (40) \8 6e e 

Comparing eqs.(33)-(37) with eqs.(38)-(40), we come to the following conclusions. 
The results of differential renormalization disagree with the dimensionally renormal
ized diagrams obtained by subtracting pole contributions, RR=(l-K)R'R. Moreover, 
this disagreement does not fit into the framework of the scheme arbitrariness by just 
redefiningµ and v: eq.(39) involves a ln(p2 /µ 2

) term absent in eq.(35). Forming the 
weighed sum, according to fig.2, does not help in improving the agreement. The tad
pole graphs are not well-defined at all, none of the results coinciding with eq.(40), 
neither eq.(36) nor (37). 

One cannot completely avoid tadpole-graph ambiguities even at µ=v (this would 
be sufficient for asymptotic expansions). Already for the five-loop tadpole diagram 
shown in fig.4, we can get three different answers at p=v, starting from its one-, two-, 
or three-loop infrared-divergent subgraphs. This is not just an artificial example: the 
graph appears in the five-loop·calculations of ref.(8). 

Trying to extract from eqs.(33)-(37) the contributions to the renormalization-group 
f3 function by differentiating the expressions with respect to In p2 , we find that the result 
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(41r)5 
=? -((5), @ 48 

5 
32 ((5), 12 ((5). 
5 5 

Figure 4: The five-loop tadpole graph, the value of which in differentil'l.l renormalization 
is ambiguous even at µ=v. 

depends on ln(v2 / µ2
) and ln(p2 / µ2 ). In the present case, the only nontrivial diagram 

of fig.la is proportional to a new invariant structure in the Riemann tensors and the 
background field, which was not present in lower orders of perturbation theory. Thus, 
no compensation of higher-order logarithms from lower-order graphs can occur, as it 
happens in ordinary renormalizable field theories. The ignored contributions from the 
primitive tadpole-reducible graphs of fig.lb cannot save the situation with higher-order 
logarithms of the momentum since they contain nothing but ln4{v2 / µ 2 ). This problem 
is present in dimensional renormalization as well, if we attempt to find the /J function 
by using the finite logarithms instead of applying the traditional method (4] based 
on the first-order pole in c:. Even at p2=v2=µ 2 , fig.2 with the finite parts of eqs.(38) 
and (39) does not reproduce the correct /3 function (12] extracted from the pole term, 
although the dimensionally renormalized tadpole graph gives the consistent answer in 
both ways. The cause of these difficulties is non-renormalizability of the model, as a 
consequence of which the renormalization-group-like equations can only be written in 
terms of the pole contributions rather than directly in finite logarithms (14, 11]. 

2.4 A renormalizable sigma model 

It would be natural then to consider a renormalizable model, where the renormal
ization-group functions can as well be computed from finite logarithms. As such a 
model, we can choose the n-component ii field in two dimensions, 

C = (2h)-1 (8,..ii)2
' ii

2 = 1 ' 

which can be rewritten as a special case of the simplest bosonic u model (11] for n-1 
independent components 

C = ½ (8,..¢,i) 9ik 8,..¢l, 
h 

9ik = O;k + l _ h¢>2 'P;'Pk· 

For this particular form of the metric with the co-ordinates ¢;, we have 

gik = 0;k _ h <flc/J\ 

R;klm = h (g;1 9km - 9im 9kt) , 

r;k' = h 9;k c/J' , 

R;k = (n - 2) h 9ik· 

The invariant charge h=Z-1h is determined by the charge renormalization constant Z. 
The contributing Feynman diagrams in the background-field formalism (11] up to two 
loops are presented in fig.5. 
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I 
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l 
l 
I ~, 

·ij 
) 
' 

I 
'1 

l 

-R;k (8,..<fl) 8,..cpk Q 
+ i\ {2 Ra; Rak+ 3 Rabe; Rabck) (8,..<fl) 8,..cpk 

1 ab . k Q 
- 6 R; k Rab (8,..</l) 8,..cp X 

+ ! R/ab)c Rkabc ( 8,..<fl) 8,,cpk -e 
+ ! R/ab)c Rk(cb)a (8,..<fl) a,,,pk -e-

B 
(a) 

(b) 

(c) 

(d) 

(e) 

Figure 5: The one- and two-loop corrections to the effective action of the two
dimensional bosonic u model without torsion. The contributions to Z are obtained 
by normalizing to the tree term ½ (8,..cpi) 9jk 8,..cpk. 

The results of dimensional renormalization for the ii field are 

It R (fig.5a) . k h [ 1 µ
2

] = -(n - 2) 9ik (8,..¢?)(8,..cp )- - + In 2 . , 
4,r € V 

(41) 

It R (fig.5b) 1 . k h2 [ 1 2 µ2 ] = 6 (n + l)(n - 2) 9ik (8,..¢?)(8,..cp ) (
4

,r)2 - € 2 + In v2 , (42) 

R' R (fig.5c) 1 2 . k h2 [ 1 2 µ2 ] = 6 (n-2)g;k(8,..¢l)(8,..cp)(4,r)2 €2 -In v2 , (43) 

h2 [ g ( 1 1 -
R' R (fig.5d) = ¾ (n - 2) 9;k (8,..¢l)(8,,cpk) (

4
1r)2 ;" €2 - ; (44) 

+ln2 --2ln--ln2 --2ln-+1 _ _!:_!:_ ln2 --2ln-+2 , p2 p2 µ2 µ2 ) p p ( p2 p2 ) ] 
v2 v2 v2 v2 p2 v2 v2 

_ h2 [ g,..,, ( 1 1 
It R (fig.5e) = -¾ (n-2) 9;k (8,..¢?)(8,,cpk) (

4
1r)2 - 4 c:2 - ; (45) 

+ ln2 - - 2 ln - - ln2 
- - 2 ln - + 1 - _!:_!:_ In - - 1 . p2 p2 µ2 . µ2 ) pp ( p2 )] 

v2 v2 i,2 v2 p2 v2 

These formulae lead to the renormalized 

Zdim = 1 - (n - 2) 21n - - - (n - 2) ! ln2 - + 2ln - + 3 ( 
µ2) h ( p2 µ2 ) 
v2 4,r 3 v2 p2 . 
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Independence of the invariant charge on µ2 leads then to the following expression for 
the /3 function 

/3rum(h)=h( 0 ~:µ 2 ) [(1-h!)z]-l =-2(n-2):: (1+ 4h1r)· (46) 

The result is the same as obtained from the 1/c-pole terms in eqs.(41)-(45). It also 
agrees with the known /3 function for the ii-field O(n) sigma model [15) w.here no 
infrared R operation was ever used. 

To be capable of evaluating the Feynman integrals of fig.5( d,e) in differential renor
malization, we need to extend the set of formulae to a more general kind of expressions. 
The new differential relation is 

~ lnn(x2M2) = _ ! I_!__ [ 1 ~ lnm(x2M2) ] 
(
x2)2 . 2 n. OX 2 ~ I + 1ro2(x) . 

µ x m=O m. 
(47) 

The scale parameter Mis the same as in eq.(l), while the coefficient of the o function 
is uniquely fixed by consistency with the previously established formulae. We multiply 
eq.(47) by Xµ and take the Fourier transform. After integrating the derivative by parts 
on the right-hand side, we get the integrals of the known types, eqs.(2) and (3), while 
the left-hand side becomes just In, eq.(4). Thus, we can easily find the necessary 
coefficient. 

The Feynman integrals in differential renormalization, to be compared with the 
expressions in square brackets in eqs.(41)-(45), can now be evaluated to 

fig.5a ⇒ ln(µ 2 /v2), (48) 
fig.5b ⇒ ln2(µ 2/v2), (49) 
fig.5c ⇒ - ln2(µ 2 / v 2

), (50) 
fig.5d ⇒ ½ 9µv [ln2(p2 /v2) - 2ln(p2 /v2) - ln2(µ 2 /v2) + 2] 

- (PµPv/p2) [ln2(p2/v2)- 2ln(p2/v2) + 2], (51) 

fig.5e ⇒ -¼Yµv [ln2(p2/v2)-2ln(p2/v2)-lrt2(µ 2 /v2) + 2] 

- (PµPv/p2) [ln(p2/v2
)- 1]. (52) 

We see that eqs.(51) and (52) differ from the finite parts of eqs.(44) and (45) in dimen
sional renormalization by the lack of the lower-degree logarithm of µ 2 • As a result, we 
get quite a different charge renormalization 

( 
µ2) h ( P2 p2 ) zdiff=l-(n-2) 2ln- -+(n-2) _lln2 -+2ln--2 
v2 41r 3 v2 v2 

h2 

( 41r )2 ' 

/3ruff(h) = -2(n - 2) h2 /(41r) + 0. h3
• (53) 

Equations (53) and ( 46) disagree beyond the range allowed by the scheme arbitrariness 
in perturbation theory because in a one-charge model the two-loop /3 function must be 
scheme-independent [16). 
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Thus, the infrared differential renormalization completely fails in two-dimensional 
models with intrinsic infrared divergencies. The results of multiloop renormalization
group calculations may prove to be incorrect or ill-defined. In higher orders of pertur
bation theory, ambiguities cannot be avoided even if we use the same scale µ=v for 
renormalizing infrared and ultraviolet divergencies. 

3 D = 4: Artificial infrared divergences 

There are no off-shell infrared divergencies in D=4. However, they may appear as a 
result of the infrared rearrangement in Feynman diagrams, aimed to the simplification 
of multiloop calculations (6]. Indeed, the usual trick is to put some (or all) external 
momenta to be zero, and then to calculate divergencies, for example, the poles in di
mensional regularization. According to the theorem proven in ref.[5), after subtraction 
of subdivergencies, the singular part of a diagram is a polynomial in external momenta 
and internal masses, which is reduced to a constant independent of them in the case of 
a logarithmic divergency. This "allows one to simplify calculations, taking care of the 
infrared divergencies that may appear as a result of nullifying some momenta. These 
artificial infrared divergencies can be subtracted by means of the infrared R operation 
[2]. 

Our aim here is to check whether the formalism of differential renormalization can 
be used to perform the infrared R operation in the same way as it performs the usual 
ultraviolet R operation in a renormalizable model. 

To be concrete, consider the massless scalar field theory <f>tv=•>. The basic equation 
of differential renormalization [1] is the four-dimensional analog of eq.(1), 

1/ (x2)
2 

= - ¼ Dr [ln(x2M2)/x2
], (54) 

and its counterpart in momentum space is 

1/ (p2)
2 

= - ¼ DP [ln(p2 /v2 )/p2] . (55) 

Here, M and v are the ultraviolet and infrared scales, respectively. 
Follo'Ying the rules of the differential renormalization method [1], we perform the 

calculations, replacing all the singular expressions according to eqs.(54) and (55), and 
then integrating the derivatives by parts and ignoring surface terms. However, we 
should point out an important difference from our line of reasoning with the set of 
Fourier-tra11sformation formulae in two dimensions. If we allow us to differentiate 
Feynman integrals, generating singular expressions, then the circle of checking con
sistency of the integrals does not close by a nonzero additive constant. Thus, we are 
forced to follow a more cautious way, avoiding any explicit differentiation, the result 
of which may be singular. Neither shall we attribute any meaning to the logarithm at 
its singular zero point. 

Obeying these rules and using an intermediate analytic regularization when needed, 
we get the following set of formulae: 
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J l;"(x2 M 2) (-t d" 
In = eip:rd4x x2 = 4,r2 7 do" [(p2 / µ2)° F(a)] lo=O ' (56) 

J ln"(p2/v2) (-)" dn . - -ip:rd4 . -4 2_ - [( 2N2)"F( )]I 
In - e P 2 - ,r 2 d n X °' -o p X Q <>-

(57) 

J . ln"(x2M2) (-t+l (n - I)! 
J. = e'P"d4x --=-- = ir2 

---- x (58) 
n (x2)2 n + 1 

n I { dk+l [(p2)" ] dk [(P2)·" F(o)]}l 
x ~ (k-1)! dci+l µ2 F(o) -2k dok - µ2 l+o o=o 

. J _. ln"(p2 /112) (-t+i (n - I)! J = e ,prd4p--- = ,r2 _____ X 

n (p2)2 n + 1 
(59) 

~ 1 { dk+l [( 2 2)" ] dk [( 2 2)cr F(o)]}I 
x ~ (k-1)! dok+l x N F(o) -2k dok x N 1 +o <>=O' 

where F(a) is the same as in eq.(5) above. In particular, to the lowest orders, one gets 

Io = 4ir2/p2, (60) 
I1 = -(4ir2/p2) ln(p2/µ2), (61) 
Ii = (4ir2/p2) ln2(p2/µ2), (62) 
Jo = -,r2 ln(p2 / µ2), (63) 
J1 = ,r2 [ ½In2(p2 / µ2) - ln(p2 / µ2) + 1] ' (64) 

J2 = ir2(-½In3(p2/µ2)+ln2(p2/µ2)-2ln(p2/µ2)- H(3)+2], (65) 

and the same for the space-time integrals in and in with the interchange x 2+--+p2 , 

M 2+--+1/v2, µ2+--+1/N2• The relation between µ and M remains the same as in two 
dimensions; capitals refer to x space. Using eqs.(54)-(59), (60)-(65), we can perform 
all the calculations. 

In principle, the set of formulae can be supplemented with renormalization-scale
independent singular equations 

□.,, (1/x2) = -16 ir2 o◄(x), op (1/p2) = -16 ir2 c54(p). 

However, integrating a derivative by parts, we can avoid using them explicitly, for the 
sake of safety always keeping ourselves at least one step off the singular threshold. 

Consider, for pedagogical purposes, the vertex function in the two-loop approxima
tion (see fig.6). 

We demonstrate the infrared peculiarities of the method pf differential renormaliza
tion by the calculation of the renormalization-group f3 function. It coincides with the 
anomalous dimension of four-point vertex up to the two-loop propagator contribution 
ignored hereafter. 
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)(-X +; ~ +~ XXX +' ~ 
Figure 6: The vertex function of the ip4 theory in the two-loop approximation. 

3.1 Non-exceptional momenta 

To simplify the calculation, we reduce the diagrams to the propagator type by 
nullifying some external momenta. One can do this in two different ways. The first way 
is to take non-exceptional external momenta without creating any infrared divergencies. 
Then, according to eqs.(54)-(64), we have [Hereafter, we ignore obvious factors of ir2 

coming from the integrals, together with (2,r }-4 from the loops, so that the contribution 
of each diagram should be divided by (16,r2)", where n is the number of loops.] 

P-~ 

P-~ = 

P-oO. = 

y 

= 

= 

J 
eipx 

d~x---2 = -ln(p2/µ 2), 
(x2) 

J 
d4x d4y eipr 

(y2)2 [(y _ x)2]2 [ 

· ipr]2 
= Jd4x (:2)2 =ln2(p2/µ2), 

J 
d4x d4y eipx 

x2(y - x)2 (y2)2 

J d
4 x eipr J 1 
-- d4y---

x2 (y - x)2 

-Dy 

4 
[ ln(:

2

2
M

2

)] 

J 
eipx 

d4xx2 
ln(x2 M2) 

x2 
= ½ ln2(p2 / µ2) - ln(p2 / µ2) + I. 

Summing up all these contributions, we get the invariant charge as follows: 

hw.1r = h + ih2ln(p2/µ2) + h3 [? ln2(p2/µ 2)- 3ln(p2/µ2) + 3]. 

The f3 function is defined by 
dh 

f3(h) = µ2 dµ2' 

(66) 

(67) 

while the invariant charge his µ-independent. Differentiating eq.(66) with respect to 
µ2, we get 

f3(h)= Jh2 -3h3
• (68) 

Compare this calculation with the one that uses dimensional regularization and the 
MS scheme. One has 

~= J d4-2•x eipr 1 ( µ2 )c 

(x2) 2
-
2• = c (1 - 2c) p2 ' 

Kit=l/c, R=-ln(p2/µ2)+2; 
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XY:X = J d4-2•x d4-2•y eipx = [ (µ2 /p2)' ] 2 

(y2)2-2< (y _ X )2(2- 2•) € (1 - 2c) ' 

g - [, (I ~ 2,) ( ~: )l ~ ~ [, (I ~ 2') ( :: )l 
KR!= -l/c2

, R = ln2(p2/µ2) -4ln(p2/µ2) + 4; 

..LL J d4-2•x d4-2•y eipx J d4-2•x eipx 1 
~--,r = (y2)2-2, [(y _ x)2]1-• (x2)1-, = (x2)1-, 6 (l _ 26) (x2)1-2,, 

J d4-2•x eipx [ 1 1 ] 

R! = · (x2) 1-• c (1 - 2c) (x2)1-2
' - c (x2)1-• 

(µ2 /p2)2' (µ2/p2)2' 
= 2c2 (1 - 2c) (1 - 3c) - c2 (1 - 2c)' 

1 1 
KR' = - 2c2 + 2c ' R = ½ ln2(p2/µ 2)- 3ln(p2/µ 2) + ¥--

Thus, for the bare and invariant charges, we have, respectively, 

ha= (µ2)' [h + i (h2 - h3)/c + ~ h3/c2]' 

and 

(69) 

li,Ms = h + i h2 [ln(p2 / µ2) - 2] + h3 [ ~ ln2(p2 / µ2) - 12 ln(p2 / µ2) + W] . (70) 

We can now calculate the (J function, differentiating either eq.(69) or eq.(70) with 
respect to µ2 and taking into account eq.(67). Both ways lead to eq.(68) for the (J 
function. 

3.2 Exceptional momenta in differential renormalization 

The second possibility is to take some exceptional momenta. In our case, setting 
two of them equal to zero, we get the following decomposition (see fig. 7). 

Now, we ought to consistently remove infrared divergencies by defining the tadpole 
graphs which are both ultraviolet and infrared divergent. We can use the invariance of 
the regularization, to get a definition, 

Q = J (::~2 ~f J (::~2 x2; 2~:; y2 = -ln(v2/µ2) - 2, (71) 

where we have evaluated the integrals, according to eqs.(54)-(65). 
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Figure 7: Two-loop vertex .diagrams in case of exceptional momenta. 

Consider now the two-loop diagrams. We have 

8~ J d
4
x J d4y 

(x2)2 [(x-y)2]2 = [ln(v2/µ2)+2J2, 

0= J eipx J d4y J eipx J d4q . 
d4x (x2)2 y2 (y - x)2 = d4x (x2)2 (q2)2 e-•qx 

J 
eipx J eipx 

- d4x (x2) 2 ln(x
2
N

2
) = - d

4
x (x2)2 [ln(x

2
M

2
) + ln(v

2
/µ

2
)] 

= - ½ ln2(p2 / µ2) + ln(p2 / µ 2
) ln(v2 

!,1
2

) + 1n(p2 / µ 2) - 1. 

As for the last diagram of fig. 7, it can be calculated in two different ways: first, 
integrating over y in a usual way, and then considering the x tadpole-type integral; or 
conversely. Proceeding in both ways, we get, respectively, 

Y = ___ __:c_ __ - d4x ---'----'-0 2 J d
4
x d

4
y J ln(x

2 
M

2
) 

x (y2)2 (y _ x)2 x2 - (x2)2 · 

-J 4 ln(x2M2) x2 - 2xz + z2 - 1 2 2 2 2 2 
- d x (x2)2 (x-z) 2 - 2 ln (v /µ )+ln(v /µ ), (72) 

= J d4x d4y = -! d4 ln(y2 N2) 
(y2)2 (y _ x)2 x2 Y (y2)2 ~ In(,,, M') + ln(v' /,.') - j ln'(v' /µ')+In(,' /1<'). = _ j d

4
y (y2)2 (72') 

Coincidence of these two expressions gives us, thus, a self-consistency check of the 
definition of the tadpole graph (71 ). 

Combining these two-loop contributions with those already found for non-excep
tional momenta, we finally get the invariant charge 

~~ = h + h2 [ln(p2 / µ2) + ½ ln(v2 /µ 2) + 1] + h3 
[ ¾ ln2(p2/µ 2) (73) 

+½ln(p2/µ2) ln(v2/µ2)+ ½ln2(v2/µ2)- ~ln(p2/Jt2)+ ~ln(v
2
/µ

2
)+ !]-
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We see that eq.{73) differs from eq.(66). However, differentiating it with respect to 
µ

2
, we obtain the f3 function in agreement with eq.(68). 

3.3 Exceptional momenta in dimensional renormalization 

To get a better understanding of the.situation with exceptional momenta, we again 
compare differential renormalization with dimensional regularization in the MS scheme. 
In the latter case, we use the infrared R operation to remove infrared divergencies: 

Q = J d(:2
2

;;' R = (µ2)' J d4-2, [-1- + 61_2,(p)] _ ~ ( µ2) t: 
P (p2)2 t: (v2)' - t: v2 , 

KR!R= l/t:, R* = ln(µ2 /v2); 

Q = J d(:~2l J d(:2

2

;; ' 

( 
2)

2
€ ( 2)€ - 1 µ 2 µ ,- 2 • 2 2 2 R! R = t:2 v2 - t:2 v2 , KR R = -1/t: , R = In (µ /v ); 

R= [H::rr 

RR!-e _ ( 2)' jd4-2, [ 1 1 64_2,(P)] [ 1 ' (µ
2
)' 1] 

- µ p (p2)2 + ; (v2)' .£ (1 - 2t:) [(p - q)2]' - ; 

(µ2/p2)2• (µ2/p2)' (µ2/v2)' (µ2/v2)2' 
- - --:.-c--~ + --,;-:---,-.- - --
- 2t:2 (1-3t:) t:2 (1-2t:) t:2 

1 1 
KR' R = - 2£2 + 2t: ' 

p2 p2 ~ p2 ~ 
R* = - ! ln2 - + In - In - + In - - 2 ln - - ! ; 2 µ2 µ2 µ2 µ2 µ2 2 

R!9 - ( 2)'j d4-2, [ 1 (µ2)' 1 1 ] 
- µ P t: (1 - 2t:) (p2)2+• - ; (p2) 2 ' 

RR! = ( 2r J d4-2• [ 1 . (µ2r 1 + C (µ2r 6 ( ) 
µ P t: (1 _ 2t:) (p2)2+• + 2£2 (v2)2' 4-2• P 

1 1 1 54_2,(p) 1 + C µ ' l µ 
] (2rc (2)€ c (p2)2 £2 (v2)' = 2£2 v2 £2 v2 ' 

- 1 1 
R* = ½ ln2(µ 2 / v2) + ln(µ 2 / v2). KR'R = --+-

2t:2 2t:' 

Combining everything together, we get· for the bare charge precisely eq.(69), and 
for the invariant charge 

~;> = h + h
2 

[In(p
2 
/µ 2) + ½ ln(v2 / µ2

) - 2] + h3 [ ¾ ln2(p2 / µ2 ) (74) 

+½Jn(p
2
/µ

2
) ln(v

2
/µ

2
)+ ½Jn2{v2/µ 2)- 1f-In(p2/µ2)- iln(v2/Ji2)+ ¥,]. 
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Note that eq.(74) does not coincide with eq.(73). However, if we differentiate eq.(74) 
with respect to µ2, we reproduce the correct value of the f3 function eq.(68). 

Hence, in dimensional regularization, when one uses R* operation, the f3 function 
calculated both from infinite and finite parts is independent of external momenta in 
the MS scheme. This is also true for the finite expressions obtained with the ald of 
differential renormalization, which give us the correct value of the /3 function despite 
the fact that the finite corrections to the invariant charge eqs.(66) and (73) are different 
from those in the MS scheme, eqs.(70) and (74). This difference is, however, trivial 
and reflects just the renormalization scheme arbitrariness. Moreover, to two loops, the 
finite part of each diagram in differential renormalization can be obtained, up to a con
stant, from the corresponding MS renormalized expression by a shift: lnµ2-+lnµ2-2. 
This statement happens to be independent of the presence or absence of infrared di
vergencies. 

3.4 Higher-order ambiguities 

This pleasant picture is, however, spoiled in higher orders. To see this, let us 
consider the following four-loop tadpole graph: 

~-J 
d4x d4y d4z d4t 

(y2) 2 (y - x)2 (x - z)2 [(z - t) 2]3 t2 · 

To evaluate the internal propagator-type subgraph, we need to add a new equation to 
the set of basic formulae, eqs.(54)-(65), 

1 1 2 In( x 2 M2
) 3 2 < ) 

-- ---0 ---- -71" 0 u x 75 (x2)3 - 32 "' x2 + 16 " i ' ( ) 

where the coefficient of the last term is strictly fixed by the requirement of consistency 
with the rest of the formulae after multiplying both sides by x2. Pei-forming the internal 
integration with the aid of eq.(75), we reduce the diagram to the following integral, 

J --!/d
4
xd

4
y [In(x

2
M

2
)+i] (~) 

- 2 2 ' 16 
(y2) (y - x)2 x2 

which, again, can be integrated first over y and then over x, or in the opposite order. 
We have, respectively, 

I= _!jd1xln(x2M2)[ln(x2M2)+i] 
2 (x2) 2 

= _ ! d4x 2 J ln(x2M 2) [ln(x2M 2) + ;!] x 2 
- 2xz + z2 

2 (x2)2 (x-z)2 
= ¼ In3 (v2/µ 2

) + pn2(v2/µ2)-? ln(v2/µ 2
) + J((3), (77) 
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J d
4
y J d4

q _. ln(q2/µ 2
) - :! I = ! -- -e •q~---,.- 2 2 (y2)2 q2 q2 

J d
4 

= ½ (y2~ 2 {½ ln2
(y

2 
N

2
) + [ ½ - ln(v2 

/ µ 2
)] ln(y2 N 2

) + 1} 

= ¾ ln
3
(v

2 
/ µ

2
) + ½ In2( v2 

/ µ2
) - ? In( v2 

/ µ2
) - ½ ((3) - 1. (77') 

In contra.st to the previous case of eqs.(72), the two expressions (77) and (77') are 
different. It turns out to be a general situation, which simply has not yet manifested 
itself at the two-loop level but becomes evident at the fourth loop (In fact, integrals 
like eq.(76) appear already at the three-loop level]. Thus, we see that, in D=4 ei
ther, differential renormalization does not provide us with a self-consistent definition 
of tadpole graphs. On the other hand, defining them by force to be zero (l], we cannot 
extract the correct ultraviolet logarithms. 

Therefore, we conclude that differential renormalization cannot perform an infrared 
R operation, like it does the ultraviolet R operation. 

4 Summary 

We have examined the possibility of generalizing differential regularization in an 
invariant fashion to theories with infrared divergencies. Both in D=2 and D=4, the 
basic differential identities of the method, written in co-ordinate and momentum space, 
lead to a definite set of consistent formulae for divergent _Fourier integrals regularized 
by two scale parameters,µ and v, which remove ultraviolet and infrared singularities, 
respectively. 

The principle of invariance of the regularization allows us also to derive definitions 
for the tadpole-type integrals (without external momenta or co-ordinates), which in-• 
termix infrared and ultraviolet divergencies, by splitting the integrals up into a sum 
of separate infrared, ultraviolet, and regular items. However, the values for tadpole 
graphs of a complicated structure in higher orders of perturbation theory prove to be 
ambiguous, depending on the order of evaluation of their sub'graphs. This ambiguity 
cannot be fully eliminated even if we try to somehow relate v with µ (which makes 
low-order tadpole diagrams to be zero, but nevertheless, does not lead to a unique 
determination of higher-order graphs; moreover, any information about ultraviolet log
arithms is completely lost then). 

In two-dimensional u models, where intrinsic infrared divergencies at zero masses 
are present, the results of differential renormalization disagree with the finite minimally 
renormalized results of dimensional regularization. The differen'ce goes beyond the 
range allowed by renormalization-scheme arbitrariness in perturbation theory. For the 
O(n) sigma model with a single coupling constant, the two-loop coefficient of the f3 
function turns out to be zero when we use infrared differential renormalization. This 
contradicts the old well-established result which should be scheme-independent. 

As concerns the use of the infrared .R operation in dimensional regularization, we 
have verified by direct two-loop calculations that in renormalizable theories (n-field in 
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D=2-2e and ef,4 in D=4-2e) it successfully recovers ultraviolet logarithms in the finite 
parts of the diagrams with exceptional· momenta, so that the /3 function, calculated 
through the finite invariant. charge, proves to be independent of any logarithms (of 
momenta and renormalization scales). It coincides with the result derived in the con
ventional way from the coefficients of the first singularity in e, which does not depend 
on the choice of the momenta for logarithmically divergent diagrams. 

The two-loop results of infrared differential renormalization in the 4'cv=4l theory 
agree with dimensional renormalization up to finite counterterms. However, higher
order tadpole diagrams suffer from the irremovable ambiguity. Thus, calculations with 
exceptional momenta cannot be performed consistently above two loops. 

Our final conclusion is that the program of constructing an invariant generalization 
of differential regularization and renormalization, to deal with infrared divergencies, 
has failed. 
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