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INTRODUCTION 

As is known, in the special theory of relativity the con­
cept of simultaneity of events at different space points or, 
what is the same, the procedure of synchronization of distant 

clocks is based on sending light signals. It is commonly suppo­

sed that the times of travelling a light signal to a distant 
event (clock) and back are equal. If these ways are equal, it 

is equivalent to the assumption (agreement) of the equality 
of light velocities in 3ny two opposite directions. However, 

the experiment can agree in a like manner with the supposition 

of the inequality of the above times and hence with the assump­

tion of the inequality of corresponding velocities. 
Probably, Poincare was the first who concentrated his atten­

tion on the fact that the synchronization of distant clocks 
was a fundamental problem. He has shown 111 that the statement 

of constancy of the light velocity in different directions is 

a postulate without which one cannot measure this velocity and 
that this postulate can never be checked directly by experi­
ment. 

The statement that the velocity of light cannot be in prin­

ciple measured without arbitrary ass·umptions, and thus we have 

the right to do arbitrary suggestions of the velocity of light 

(in opposite directions),can be found in Enstein"s paper12 ~ 
From the philosophical point of view, a conditional, conven­

tional character of the concept Jf simultaneity is considered 
in detail in Reichenbachs book/3 where a~umerical measure of 
this concept, i.e. time parameter, is introduced for the fir$t 

time. 
The transformations for coordinates which take into account 

explicitly (quantitatively) the conventional character of the 
definition of simultaneity and thus generalize usual Lorentz 
transformations were first obtained by W.Edwards in 1963/4/ 

and quite independently by the author 15/ three years 
later. Since a variety of papers devoted to this subject has 
been published*. A.A.Logunov"s monograph/!!/ contains a detai­

led description of these questions. 

*References to them can be found, e.g., in/6 ,7/. Among the recent papers 

see, in particular,/8-10/. 

I 



On the other hand, the concept of distance (space coordina­
te) in relativity theory is also defined from a radar experi­
ment where the sum of distances, which a light signal covers 
in the positive and negative directions, is immediately measu­
red. These distances are commonly supposed to be equal. Howe­
ver, the assumption of their inequality does not contradict 
the experiment. Consequently, it allows one to introduce ani­
sotropic space which is achieved with the aid of spatial "gau­
g~-" /12/. In the general case we d)11 with anisotropic space­
time embracing both possibilities !a/. The range of these ques­
tions will be considered below within the frame of a Minkows­
kian plane space. In addition, we are going to discuss the use 
of "right" and "left" Feynman clocks (made on the basis of pa­
rity nonconservation) for practical realization of anisotropic 
space-time. At the same time we shall discuss distinctive fea­
tures of anisotropic (noncommutative) geometry. 

1. ANISOTROPIC SPACE-TIME 

1.1. Time Anisotropy. Lorentz-Edwards Transformations 

Thus,- the concept of simultaneity in the special theory of 
relativity is defined with the aid of the following experiment. 
An observer (at some point A) sends a light signal to B at 
time t 1 ; the signal reflected at B returns to A at time t . 
The instant of reflection of the signal is expressed as 

2 

where 'o is Reichenbach"s time parameter (0<<0 < 1). The tra­
ditional definition of simultaneity corresponds to £ 0 = 1/2 
which is apparently equivalent to the assumption of the equali­
ty of times of light propagation in two opposite directions. 
This conunonly reveals the equality of corresponding velocities. 
of light. Simplicity and convenience of the traditional defi­
nition of simultaneity lies in this fact. However, as t 1 and 
t

2 
are a direct result of the considered experiment, we can­

not single out any specific value among 0 < fo < 1 as corres­
ponding to objective simultaneity. So, it is evident that the 
approach, in which £ 0 not fixed previously can assume any va­
lues within 0 < £

0 
< 1, represents the generalization of the 

traditional concept of simultaneity. For example, the time of 
light propagation "forth" is 



To obtain Lorentz transformations, ffiaking allowance for 

time anisotropy, from usual special ones, let us rewrite formu­

la (l.Ot) as follows 

t = 
B 

where 30 = 2,
0 

- 1. Taking into account the fact that in the 
right part of ( 1. Of) the first term is an ordinary time coor­
dinate and (t

2
- t

1
)/2 = x(c=l), we are led to the following 

substitution tor t1me coordinate 

Int!oducing the vel~cities of light propagation in the positi­
ve c 1 and negative c 2 directions 

- -1 - 1 -
c1 =(1+80 ) , c2 =(1-ll0 )- (1/2<c<~), (1.3t) 

rewrite (1.2t) in the form 

1 1 1 
t ~ t--(--- ) X • 

2 - -
cl c2 

(1. 2t) 

One can say that we deal with a kind of "gauge" transformation 
of the time coordinate/12/ • · 

Using (1.2t) and (1.2t), we get Lorentz-Edwards transforma­
tions 

x'=[(1 +5
0 

v)x- vt] y, 

or 

x'=H1+~(-1---1-)vlx-vtly, 
2 - -

c 1 c2 
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Here ·Y = (1 - v 2 )-\\ and v is the velocity of a material object 
in the usual definition of simultaneity. 

Transformation (1.4t) keeps the quadratic form 

r2=12-(2.__2..)tx- 1 x2 

~ 1 c2 cl c2 

invariant. 
For the velocities of motion.v1 (S'relative to S) and v 2 (S relative to S') or, what is the same, for the velocities of 

motion of a material object in the positive and negative direc-
tions we have 

v 
v 1 = -:--:-:--

2 1 ± B0 v 

1. 2. Introduction of Space Anisotropy. 
Transformations for Coordinates 

On the other hand, the above experiment can be also used 
(in accord with the radar method of measuring distances) to 
define the concept of distance from A to B. As t

1 
and t 2 are 

again a direct result of the discussed experiment or the summa­
ry distance (2X = t 2 - t 1 ) covered by a light signal, the ways 
11 forth" (XA:s:> and "back" (X A~ may be different. For example, 
for X AB we have 

X =< (t -t ) . 
AB 1 2 1 

Here <1 is the space parameter (0 < \ < 1). The traditional 
definition of distance corresponds to 't = 1/2. In the case 
of Ell f:. 1/2 the "right" and "left" distances are different, 
i.e. we deal with experimentally admissible space anisotroipy1c, 

To get the ''gauge" transformation for spatial coordinate 
similar to (1.2t), let us consider the expression defining 
the space position of point B 

~'(Earlier this problem was discussed in114 -l8/ although the change of stan­
dard scale was in question in 1141 . 
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Introducing 8
1 

= 2,
1 

- 1, rewrite (l.Ox) in the form 

( 1. 0~) 

From analogy between expressions (1.0~) and (l.Ot), we obtain 
the following transformation for the spatial coordinate 

x .... x-0 t. 
1 

Introducing again the velocities of light propagation in the 
positive eli and negative c2 directions 

(0<c<2l 

let us rewrite (2.2) as follows 

( 1. 2~) 

Substituting (1.2xl and (1.2~) into the Lorentz formulae, 
we come to the generalized transformations for coordinates 
which take into account explicitly admissible space anisotro­
py/17/ 

X'= [ ( 1 - o
1 

V) X - ( 1 - 8
1 

) 
2 

V t ] y , 

t'=[ (1 + o v) t-vx] y. 
1 

or 

t'=([1+l.(c -c) v]t-vxly. 
2 1 2 

In this case for the interval squared we have 

Using (1.4x), for the velocities of motion of a material 
object in the positive and negative directions we fi_nd 

5. 



v(l-8~) 

1-8 v 
+ 1 

The degree of space anisotropy is characterized by the ra­
tio of the 11 right" and "left" distances which is equivalent to 
the ratio of the corresponding velocities. In this case for 
light we have 

c 1 + '\ h 
a~--= 

c 1-o 
2 1 

and for material object 

i.e. the degree of anisotropy is maximum for a light signal 
and decreases with decreasing velocity. In the nonrelativistic 
limit of very small v av ~ 1, i.e. the discussed phenomenon is 
purely relativistic in nature. 

As the discussed possibility of anisotrop-ic space is rather 
unusual,it is worth-while to turn to a geometric picture. 
Using formula (l.Ox), Figure 1 presents graphically the process 
of propagation of a light signal in the considered experiment 
at different values of space parameter 81 • For simplicity t

1 
~ 

~ ls (origin of the t-axis) and t 2 ~ 3s. Points A and B corres­
pond to the traditional definition of distance, indices A and 

6 

t 
K!7 A~ 

---~--- --~---

' ' 

A, 

Fig.l. Diagram of a radar experiment. 

X 



B show the values of 01 and the broken arrows describe inter­
mediate cases. For clearness and simplicity the position of B 

is. fixed, and hence the points of emitting and receiving 

a light signal have different coordinates. If the point of 
standing an observer is fixed, point B will have two different 
positions (relative to A and A'). 

1.3. ANISOTROPIC SPACE-TIME 

1.3.1. Generalized Lorentz Transformations 

Let us dwell on the consideration of the general case when 
both time and space anisotropy is admitted. For example, for 
the time of light propagation from A to B and the distance co­
vered by it we have 

tAB ~ ( l + a
0 

) ( t 2 - t l ) /2. X AB ~ (1 + &1 ) ( t 2 - t 1 ) /2, ( 1.1) 

Space-time anisotropy is introduced by two successive transfor­
mations 

xi .... xi-Oikxk i. k :::1 0,1 ' (1.2a,b) 

where 

In addition, using (1.1), for velocities of light propagation 
in the pos·itive and negative directions we obtain 

( 1. 3) 

i.e. 0<ct 2 <oo. 
Substituting (1.2) into the special Lorentz transformations, 

we get the generalized transformations for coordinates taking 
into account explicitly a possible space-time anisotropy 

a -a 
0 1 

1- a a 
0 1 

1- &2 
n 

v) x-v--...:::..-t]y. 
1- a 13 

0 1 
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8o - li1 1 /)2 
t'~[(l- v) t-v 

- 0 
X] y, ( 1. 4) 

1-80/)1 1-8081 

or 

X'=( (1-
c1 -c2 

v) x-v 
2c1 c2 

t l y. 
ell + c2 cl +C2 

(1.4') 

t'=[(l+ 
cl- c2 

v) t-V 2 X] y. 
cl + c2 ell + c2 

Thus, the conventional character of the concepts of simulta­
neity (for events at different points) and distance admits the 
transformations (1.2). One can say that we deal with "coordi­
nate gauge" here*. 

In essence, a certain relativity is available here. It 
means that a true physical configuration corresponds not to a 
single choice of parameters 80 and ll1 but to a variety of gau­
ge-equivalent configurations. In other words, the singled out 
values of ll

0
(1l

1
) do not exist in an interval of -1,1. For con­

venience of practical work parametrization is usually perfor­
med, i.e. an additional condition destroying gauge arbitrari­
ness is imposed. The traditional or standard gauge is the fol­
lowing: ll

0
, 111 = 0. 

In general, a number of transformations (1.2a) and (1.2b) 
do not constitute a group because it is possible that the sum 
( /) + /)' ) rt -1 ' 1. 

It should be also noted that the limiting values of 8
0 

= -1 
and 11

1 
= 1 in formulae ( 1. 2) lead to the known variables of 

light front 

t =t-x, ( 1. 5) 

which in the considered case of (1+1)-space are simple coinci­
dent with the times of receiving and sending a light signal, 
t 2 and t~, respectively. 

~1fuat is like the Weyl scale deformation I 18/ , i.e. "gauge" in its original 
form as it must be said that the scale length changes with its rotation. 
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1.3.2. One-Way Velocities, "Right" and "Left" 
Distances for Material Bodies 

Using (1.4), in the general case for the velocity of motion 
of a material body in the positive and negative directions we 
have 

( 1. 6) 
1-S8±(8-8Jv 

0 1 0 1 

Let us write out two relations which connect the "right" and 
"left" distances covered by a light signal and a body (Xv) bet­
ween the same points A and B in the positive and negative di­
rections. 

x• x x• x 
AB AB BA B.A ----=-----. 

v 
1 

( 1. 7) 

( 1. 8) 

These relations are a consequence of experiment. Adding and 
subtracting (1.7) and (1.8) with allowance for the fact that 

( 1. 9) 

we find 

(1.10a) 

v v2 
X =-(1-liv)X, 

BA v 0 (1.10b) 

where 

2X=X +X =t -t 
AB BA 2 1 (1.11) 

Using (1.6), we get 

9 



x• 
AB 

(1-ll;)[ 1-ll0 1l
1
-ll 0(1l0 -ll 1

) v 2 ] 

2 2 2 
(1-ll ll ) -(ll -ll ) v 

0 ll 0 1 

2X. (1.12) 

In other words, the sum of the 11 right 11 and 11 left 11 distances 

for a material body does not equal the corresponding sum for 

a light signal. In the specific case of purely space anisotro­

PY ( ll0 = 0) we have 

1 - ll
2 
1 ----=--2x. 

1-ll 2v 2 
1 

(1.12') 

i.e. the summary distance covered by a nonlight signal in the 

positive and negative directions between A and B is larger 

than the corresponding distance for a light signal. 

The degree of space anisotropy is defined as 

x• 
a• =-A_B_= 

x· 
BA 

(1+/l
0

v) ( 1-/l
0

/l
1
-(o

0
-o

1
) V] 

( 1 - 0 v) [ 1 - 0 Ill + (so - s ) v l 
0 0 1 

(1.13) 

i.e. if for a light signal (v = 1 ) it remains the same, for 

a material body it depends (rather unexpectedly) on time para­

meter as well. In this case for the degree of time anisotropy 

we have as before 

tv 
a v = _ _;;A:,:B::.._ 

t tv 
BA 

1 + 00 v 

1- s v 
0 

( 1. 14) 

Thus, the existence of the limiting velocity of interaction 

transfer has resulted in the ascertainment of the conventional 

character of commonly used coordinate·s. An explicit introduc­

tion of the time and space parameters into the usual formulae 

allows one to feel the degree of introduced arbitrariness in 

order to try to eliminate completely conditional agreements 

for the sake of larger simplicity of a physical description. 

1.4. GENERALIZATION OF LOBACHEVSKY GEONETRY 
TO ANISOTROPIC VELOCITY SPACE 

As usual, to proceed to the Lobachevsky velocity space, 

a relative velocity of two bodies moving with infinitely close 

10 



velocities v and v + dv is considered using the relativistic 
rule of velocity addition (see, e.g., Ref.r191). 

One can assume an apparently covariant way of introducing 
a length element into the Lobachevsky space. It-consists in 
the calculation of the Lorentz-invariant interval element squa­
red for infinitesimal 4-velocity dui (i = 0,1,2,3). 

For the components dui we have 

0 __.-. 3 a a a_. ... 3 du =Vdvy du =dv y+V (vdv) y , (1.15) 

with a= 1, 2, 3, y = (1 - v 2 )- 14 and v 2 = (;;)2. Using (1.15) 
for the interval squared dr 2 = duidui, it is easy to find 

In fact, this represents the known expression for the length 
element squared in the Lobachevsky velocity space. 

By analogy with this fact, we arise from the interval squa­
red in an anisotropic coordinate (1+2)-space which can be pre­
sented as 

v2 
X 2) d 2 -2 ----V = t ·Y 

cc' Y 
(1.17) 

Here for simplicity c = c1 , c ~= c 2 , vx and vy are the components 
of the velocity of a material body, and anisotropy is related 
to the direction of the x-axis. In this case for the compo­
nents of metric tensor g

1
k which differ from zerO it is evi­

dent that 

g = 1, 
00 

=-..!.(.!. __ 1). 
go~ 2 c c' 

From (1.17) for the components dui we find 

du0 =[(-g -g vx)dvx+vdv]y 3
, 01 . 11 y y 

( 1.18) 

(1.19) 

11 



The interval element squared corresponding to (1.17) takes the 
form 

( 1. 20) 

in anisotropic velocity space. Taking (1.18) and (1.19) into 

account, after cumbersome enough calculations we obtain 

dvx 2 4 
--+V dv ] ly .(1.21) 
2cc" Y Y 

The length element squared in generalized Lobachevsky velocity 
space is defined by expression (1.21). 

In the specific case of one dimension, (1.21) goes to 

(1.21") 

2. ANISOTROPIC SPACE GEOMETRY 

2.1. Models of Anisotropic Time-Space 

Some time ago the problem of introduction anisotropic time­

space (and studies of its properties) arises as a direct con­

sequence of relati vization of the concept of coordinate. Howe·­
ver, this approach which is distinguished for its uncommonness 
and some complications did not meet with an understanding, and, 
moreover, it was considered as a needless one (because of 11non­
observability11 of an instant of signal reflection). The disco­
very of parity nonconservation in weak interactions was practi­
cally the manifestation of a similar type of anisotropy. 

In fact, space parity nonconservation 1201 ma'kes it possible 
to realize time .3.nisotropy. Now· one can build 11 right-hand 11 and 
11 left-hand11 clocks 1211 . It is possible, say, to make a Co-60 
clock with a magnet and detectors which detect ~-decay elect­
rons and count them. For definiteness, let the magnet field be 
directed along the x-axis and the source be placed at the ori­
gin. Each time, when an electron is detected, a second hand 
moves slightly. Then the detector on the right realizes the 
''right'' clock ;and the mirror detector, the ''left'' clock. As a 
greater number of electrons comes to the mirror clock, it is 

12 



evident that it goes faster. In particular, Fig.2 illustrates 
the case when the 111eft-hand" clock (located, say, at a unita­
ry distance from the origin: x = -1) goes twice as fast as the 
"right-hand" clock (x = 1), i.e. "-tr = 26t,. If these clock 
are used to measure the velosity of light, Cris found to be 
equal to 2c1 .Taking into account that c; 1=l+o0 and cp 1 =1-o0, 
we get li

0 
= -1/3 for the time parameter. 

X 

Fig.2. Diagram illustrating time-space asymmetry. 

As follows from the experiment, the interactions conserving 
and violating parity make an equal contribution which means 
that in this case lite = 3&, and c, =3c1 (80 = -0.5). 

On the other hand, from the considered construction one can 
obtain that the time on the left and right is counted synchro­
nously. With this aim, e.g., the "left-hand11 clock realizes 
a number of distant detectors. If the first detector on the 
left giving the time origin has x=-1 as before (see Fig.2),the 
detector counting the 2nd second has x=-2;the 3rd second,x=-3 
and so on. Certainly, it is quite unusual but well admissible 
to assume that in this case the detector on the left counting 
ls is also situated at a unitary distance. The standard of 
length has just changed with time: t-xe = 26x, and so on. Of 
course, such a "nonstationary11 model of anisotropic space can­
not be thought to be successful, in particular for our first 
acquaintance. That is why we are going to consider in detail 
the simplest examples of stationary anisotropic space and dis­
tinctive features of the geometry related to it. According to 
the procedure of relativization, we believe that the differen­
ce between the distances forth and back or, what is the same, 
the 11 right" and "left" distances are not associated wi.th chan­
ging standard scale1c. 

)'tJust as the distances, which a light signal travels in the direct;ion of mo­tion of a rod and back, differ although the standard of length is invariable. 

13 



2.2. Noncommutative Geometry 

For simplicity we restrict ourselves to the consideration 

of plane geometry, i.e. planimetry. 

In principle, all peculiarities of anisotropic geometry are 

determined by the behaviour of 'the length of a given segment 

characterizing the distance between fixed events. In accord 

with the radar experiment, for changing the length of the seg­

ment as a function of its slope angle, we have 

rn(¢) -r[l+l\f(¢)]=rF(¢), (2.1) 

where 81 is the space parameter ( -1 <at < 1) and f( ¢) satis­

fies the condition f(¢+rr) --!(¢), !81 f(¢) lmax :Sl. 

Figure 3 presents a variety of possible cases of choosing 

f(¢), namely: 

1. f
1 

(¢) =cos¢, 2. f
2
(¢) = cos 9¢, 3. f

3
(¢) =cos¢+ sin¢ 

and 81 = -0.5. As the obtained figures represent a geometric 

position of points spaced from the origin at the distance 

equal to the length of a given segment, they can be called 

"anisotropic circles" according to the definition of circle. 

Note that curve 2 is partically coincident with a usual circle 

for f 2( ¢) in the interval of angles rr/4 <I¢ i < 3rr/4. 

Thus, if rn ( ¢) is the way "forth", then r n ( ¢ + " ) is the 

way "back". In other words, point B of reflection of a light 
signal is practically fixed 
here in contradistinction to 

Fig.1 illustrating the radar 

...... -·-·-· 

l4 

experiment. 
Ncte that although the length 

of a segment varies as a func­

tion of its slope angle, the 

measure of calculating angles 

is unchangeable, i.e. it re­

mains circular as before. Using 

(2.1), from usual formulae one 
can introduce Cartesian coordi-

nates 

Fig.3. Anisotropic space models (chan­
ge of the segment length as a function 
of its slope angle). 



x =r cos¢, 
n n y =' sin¢. n n (2.2) 

As a result, e.g., for f 1 ( ¢) the equation of "ar!isotropic 
circle11 in terms of Cartesian coordinates (centre at the ori­
gin) takes the form 

2 2 2 ____ x_n_+_Y_n _____ ] = R 2 
(2.3) 

( X2+Y2)1/2 0 n n + lxn 

As a matter of fact, the principal peculiarity of the ap­
proach in question is that the second axiom of metric space 
is not valid (see, e.g.,l22a/ ). According to this axiom, 
p(A,B) = p (B,A), where p is the distance from A to B. In other 
words, the discussed geometry can be also referred to as non­
commutative because already within its frame 

p(A,B) -p(B,A) .iO. (2.4) 

As 11 
••• to date we have a conunon "tsar"s way11 in geometry 

which passes through the concepts of 11vector space" and "sca­
lar product" 1231 , let us use it. In fact, the use of a coordi­
nate system already means the introduction of direction, that 
is the characteristic property of a vector and, finally, vec­
tor space determined, as known, by two groups of axioms (see, 
for instance, /22b/ ) . 

It is evident that the sum of AB and its opposite vector 
BA is not equal to a zero vector. Otherwise, the fourth addi­
tion axiom (I 4), which is also called an axion of existence 
of a "back11 element, does not hold. As far as the first axiom 
of multiplication (II1) by number (A) is concerned, in the 
case of a negative nwnber, for example h = -1, we, apparently, 
obtain no opposite vector. As the studied approach is the 
generalization of the traditional one, the following expres­
sions for the above axioms can be written 

~ ~ 

a F ( ¢ + ") + (-a ) F ( ¢ ) = 0 . n a n a (2.5) 

(A'=-1>-Il. 
~ ~ 

Aa0 ~A'[F(¢ +rr)/F(¢ )]a. . a a. n (2.6) 

To be sure, a formal multiplication of vector by negative nwn­
ber is written as before. 

Let us now turn to the third group of scalar product axioms 
which allows Euclidean vector space to be constructed. Based' 
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on (2o2), for vector length r0 
we have 

.I 2 2 
fn=vXn+Yn. 

(2o 7) 

In this case the vector norm is defined as 

(2o8) 

with 

x = rn csn q,, y = rn snn ¢, (2o9) 

and 

csn q,- cos q, F - 1( ¢) , (2o10) 

It is evident that in this case 

~ -1 
llr 11-r F (¢) o 

n n 
(2oll) 

The scalar product of vectors an and bn is expressed as 

(2o12) 

or 

-+ -+ -ll -1 
a

0
b -a

0
b

0
csn(<;/> -¢ )-a

0
b

0
cos(<;/> -¢)F (¢ )F (¢)o (2o12') 

n & b a. b a b 

In the specific case bn = 
as follows 

~ 

an, the scalar squared is written 

(2o13) 

i.e. it equals the norm squared as before. 

16 

In conclusion let us consi­
der one more classical geometric 

figure, namely a triangle. Fi­
gure 4 presents two of such cor­
responding anisotropic triang­
les (for the case of f

1
(¢))o 

In so doing, A1B1C1 is the right 

Fig.4. "Equilateral" triangles in ani­
sotropic geometry. A

1
B c

1
- right, 

A B C - left I 
~2 2 ° 



"equilateral" triangle constructed of corresponding 11 equal" segments. It is evident that it is not equiangular and only 
isosceles (the angles at its base are 73°). The segments A1c;· 
and B1c; illustrate an attempt to construct the corresponding equiangular triangle. By analogy, A zB2C 2 is the left "equ-ila­
teral" triangle (LA2 = 54.5 °); accordingly, A2c~· and B2 C~' show an attempt to construct an equiangular triangle. It should 
be noted that the right triangle is made up of positive or 
right segments as distinct from the commonly used definition 
(see, e.g., 124 / ). In other words, their projections on the axis 
are positive values. The left triangle is constructed of left 
segments. 

CONCLUSION 

At one time the Lorentz-Edwards transformations taking into 
account quantitatively admissible time anisotropy were intro­
duced. The relativistic definition of distance based on the 
radar experiment is also associated with measuring the summary 
time of propagation of a light signal "forth" and "back", i.e. 
some arbitrariness is again admissible. The transformation of 
a spatial coordinate, which is similar to·"time gauge 11

, allows 
one in a simple way to obtain the corresponding transformations 
for coordinates keeping in mind explicitly admissible space 
anisotropy. Finally, the generalized Lorentz transformations 
describe the general case of anisotropic space-time which 
embraces both noted possiblities. The generalization of Loba­
chevsky geometry to anisotropic velocity space is of interest. 

Possible models of a Minskowskian anisotropic space are dis­
cussed from nonconservation parity experiments (e.g., using 11 left 11 and "right" clocks). The basic properties of the geomet­
ry (planimetry) of an anisotropic Euclidean space, i.e. noncom­
mutative geometry, are considered. 
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