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1. INTRODUCTION 

At the present time it is very popular to represent diffe
rent physical characteristics in the form of functional integ
rals (see, for example, 11 •21 ). However, calculations of func
tional integrals with the exception of the Gaussian integrals 
and a few integrals of a special form are of a serious diffi
culty. The main computing methods of functional integrals are, 
first, the quasi-classical approach or the method of statio
nary phase when it is considered that the main contribution 
to the integral comes from a function which minimized an in
tegrand action (see, for example,121 ) and, second, the varia
tional calculations (se~31 ) . 

In this paper we yroposed a variational method improving 
the Feynman method13 and apply it for investigation of the 
asymptotic behaviour of the Green functions in stochastic 
fields. The idea of this method was formulated in 141 . 

We think that in such a difficult problem as calculations 
of functional integrals variational estimations help at least 
to understand and make someone feel the character of behaviour 
of a functional integral although they do not give the exact 
value of this integral. 

2. VARIATIONAL METHOD 

Here we formulate our variational method which will be used 
in what follows. Let the functional integral be given 

-gW[ ¢] 
I(g) = (da¢e , (2.1) 

da¢ = - 1-ll¢exp{-.!:...f(dx 1dx
2
¢(x1)D-

1
(x 1,x 2) ¢(x 2) I. 

N¢ 2 v (2.2) 

The notation is the following: o-1(x l•x2) is the distribution 
or the differential operator. The Green function D(x 1 ,x 2) 
is defined by the equation 
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fdyD-1(x 1,y)D(y,x2) = 8(x 1-x2 ) 
v 

and it satisfies some given boundary conditions. 
The volume V C Rd over which the integration is performed 

in (2.2) can be both finite'and infinite. 
The functional differential in a lattice approximation is 

defined as 

8¢ n d¢(x). 
xEV 

The normalization constant N¢ is determined from the condition 

W( ¢]is a real functional, and g is a "coupling constant". 
It is assumed that the functional integral (2.1) is defi

ned on the Gaussian measure (2.2), i.e., at least there exists 
a perturbation series in the coupling GOnstant g. 

Let us formulate our variational method. Th~ succession 
of our actions is the following. First of all, let us diago
nalize the quadratic form in (2.2). We introduce the function 
~(x 1,x 2 ) satisfying the condition 

f dyt.(x 1,y) t.(y,x 2) = D(x 1,x 2). 

v 
(2.3) 

In the cases under consideration this function can easily be 
found but it is enough for us to suppose its existence. Let us 
introduce the functional variable 

¢(x) = foyt.(x,y)<ll(y) = (6, <ll)(x). 
v 

The functional integral (2.1.) can be written 

1 1 2 
!(g) =- f l3<!>expl-- f dx<ll (x) - gW[ (~.'!')]I, 

N¢ 2 v 

(2.4) 

(2.5) 

where the new constant N ¢is defined by the condition 1(0) = 1. 
Let us choose in the volume V c Rd some orthonormal system 

of functions lglnl(x)l, where 

In I= (n1, ... ,nd), nJ = 0,1,2,. •• (j = 1,. •• ,d) 
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satisfies the conditions 

(2.6) 
'" (x)g (x') 8(d)(x-x')=8(x-x'). 
1: I gin l In I = 

The choice of the system (2.6) is arbitrary enough. The unique condition imposed on this system is that the functions D(x; , x2 ) and 6(x 1,x2) can be developed over the functions of th1s system. 
Let us represent the function <l>(x) over which the integration is performed in (2.5) in the form 

<l>(x) 
(2.7) 

where the coefficients ulnl are independent variables. Then, 

r ' 2 '" 2 . dx <I> (x) = ., ul n l • 
v In I 

(6,<1>)(x) = 1:161nl(x)ulnl' 6tnl(x) = J dy6(x,y)glnl(y). 
v 

(2.8) 

The functional integral (2.5) can be written in the form of the infinitely multiple integral 

I(g) = [du
0

expl-gW[(6,'<1>)JI, 

du 
n 

(2.9) 

where the normalization constant is written in the explicit form. 
We want to stress that the representation (2.9) is equivalent to (2.1). 
Let us proc~ed to the variational estimation of the integral (2.9). We introduce the new variables in (2.9) 

"In! 

4 
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8
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where the quantities q{nl and slnl will be variational para
meters. They satisfy the condit1ons 

I ~ q! 11 < "', I ~ s1 11 < "' • 
!nl n {nln 

We would like to make the following remarks. Instead of 
(2.10) it is possible to do the substitution 

u' 
u - ~ u {f l 
{nl- {f l {n.flyl +q{fl 

(2.11) 

where U is an orthogonal real matrix: det U ~ 1 , UU T ~ I . This 
matrix defines some rotation in the space of variables lu{nll· 

. However, according to (2.7) it means the transition to another 
orthonormal basis (2.6). In other words, the basis enters into 
the set of our variational parameters. 

Let us substitute (2.10) into (2.9). One can get 

(2.12) 

where 

The measure dun is the same as in ( 2. 9). 
Let us use the inequality 

(due-w ~ expl-fduW I 

which is valid for any positive definite measures and any real 
functionals W. We obtain 
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2 
(s, s ) ~ l: "I 1. In I n 

Representing our integral l(g) in the form 

(2.13) 

l(g) = expl-E(g) I (2.14) 

one can obtain from (2.13) for E(g) the upper estimation 
E{g) ~ E+(g), 

E+(g) = min !L[q] + 2_(s,s) + 
{q, 8} 2 (2.15) 

+ fdu
0 

W[(6q, ·~) + (6, s )] }. 

This formula is the desired unequality. 
Thus, the variational parameters are, first, the orthonor

mal system (2.6) and, second, the parameters (Q{nl • •tnl} over which we have to compute the minimum in (2.15). 
It should be noted that this variational estimation (2.15) gives the exact result for the quad:~:atic functionals W[ ¢ ]. 
In conclusion, we want to remark that this variational method differs from the Feynman method/3/ in that the additi

onal parameters S(n} are introduced and the parameters qlnl are connected with the pure Gaussian measure just as the spe
cific properties of the differential operator o-1 (x 1'"2) 
enter .into the interaction functional W. Therefore, the va
riational equations obtained from (2.15) connect directly 
the parameters qlnl and sin! with the behaviour of the Green 
function D (x 1,x2 ) so that a more precise estimation can be 
achieved. 

3. GREEN FUNCTIONS IN THE FORM 
OF A FUNCTIONAL INTEGRAL 

Let us consider the Green function satisfying the follow
ing equation: 

(3.1) 
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where W(x) ;:, Q. This equation is defined in the Euclidean 
space Rd. 

2 2 2 
X = X l + ... + Xd , 

'2 a 
+ .•. +---r-l· 

axd 

The solution of equation (3.1) can be written in the form 
according to the Feynman functional integral representation 
(see 151 ): 

0<1- -am2 1 a 2 
G(x,yfV,W) =Jdae TfJexpl-a rdfJ(i-- + V (x(fJ)))-

0 0 axp. (fJ) p. 

1 

-a f dfJW(x(fJ))lo(x- y) 
0 

(3.2) 
0 0 

1 1 

+ 2h;Ci' f dfJ'<Pp. (fJ) v p. (x - 2 raJ d{J'<P (fj')) -
0 fJ 

1 1 1 

-a JdfJW(x -2\Tri J d{J'<P(fJ')) lo(x- y -2..;ti r d fJ¢(fJ)). 
0 fJ 0 

Here TfJ is a symbol of a "chronological" ordering in the pa
rameter fJ· 

The normalization of the functional integral in (3.2) is 
chosen in the following way: 

1 1 

fo <Pexp 1- J dfJ¢2 (fJ) l8(x - 2VaJ d fJ <P(fJ)) 
0 0 

(3.3) 

Let us perform the following transformations in (3;2). We 
will calculate the functional integral in the representation 
of basic vectors. The orthonormal basis in the interval 0 <fJ<l 
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will be taken in the form 
1 

g
0 

(,8) = 1l2" cos 2"n,8 0 

y'2sln 2 ~.a o 
(n=1,2.,oo.)o 

We introduce the new variables of integration in (3o2) 

We have 

I 

f d fJibl' (fJ) = lb • 
0 op. 

fJ 
f dfJ'Ibl'(fJ') = ,81b01' + Al'(fJ), 
0 

(3o4) 

(3o5) 

(3o6) 

After introducing the new variables (3o5), using formulas (3o6) and performing the integration over ·(bop. with the condition (3o3), one can obtain for the functional integral (3o2) 

2 '• _.,2 -am-~ -da 4a 
O(x,y!V,W)-f-fe oR(x,y!V,W), 

0 (4mz 2 

I 

(3 0 7) 

x.<x. y I v) = exp I If d fJ (x - y - 2y'';;'"a(,8))" v ,.<xfJ + y(l-fJ)+2y'<IA(fJ))I, 
0 (3o8) 
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1 -!
5

(x,y[W) =expl-czJdflW(xfl+y(1-fl) +2yaA(fj))l, 
0 

~ dudv d 1 ~ 2 2 du = n (-) expl--! (uDI' +viii' )1. 
a. n== 1 21T 2 n=l 

(3.9) 

The representation (3.7) is a basis of our further calcula
tions. 

4. SCALAR PARTICLES IN A STOCHASTIC FIELD 

As the first example of the application of our variational 
method we consider the problem of arising of a mass for s~a
lar particles which is in a st~hastic field. Our results can 
be formulated in the form of the following statement. 

Statement. Let the equation 

(c + g¢ 2 (x))G(x,y[¢) = 8(x-y) (4.1) 

be given in the Euclidean space R4• The field ¢(x) is a ran
dom Gaussian field with the correlation function 

(4.2) 

- ( 2 The function 0 k ) decreases rapidly enough so that 

dk 4- J! 2 D ) o = J ( -l O(k )(k ) < ~. (n = 0,1 • 
D 2tr (4.3) 

Then, the following inequality is valid for the Green func
tion averaging over the random field as 

G(x-y) = <G(x,yf¢l>q, 

Here 

A 
+ 2u + - + 

2 

(4.4) 
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where n is an Euclidean vector with n2 = 1. 
For the weak and strong coupling we have 

M = 
+ 

y'gDO, (g « 1) • 

I 4-
1.09 ygD

1
, (g » 1). 

(4.6) 

Now we proceed to prove this statement. According to the 
representation (3.7) the Green function in a random field 
¢(x) is written 

G(x I¢ l 

1 
R(x I¢)= fdu.exp(-ga(d{3¢2 (x{3 + 2yaA({3))1, 

0 

where we put y= 0 for convenience. 

(4. 7) 

The averaging of (4. 7) over the Gaussian field ¢(x) can be 
performed in the following way. The representation is valid 

1 
2 -expl-gafd/3¢ (x/3+ 2y'aA({3))1 = 

0 

1 

= fdcrbexpl-2iy'gafd{31>:{3)¢(x/3+ 2yaA({3))1, 
0 

where 

1 

= - 1- 8bexp 1- r d{3b
2 

({3 ll 
Nb o 

b(/3)= b
0

+ l: (t cos2"nf3+s s!n2"n{3). 
n== 1 n n 

10 
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Introducing the representation (4.8) in (4.7) and performing 
the averaging over the Gaussinan random field ¢(x), one can 
get 

G(x) ~ <G(x I¢)>¢ 

-E(x,a) 
R(x,a) ~ e 

~ 

1 da 4a -- f -e R(x,a), 
(4~r)2 o a2 

Now let us apply our variational method to (4.9). We int
roduce the variational parameters {p

0
l for the measure dub 

and{q
0 

l for the measure dua· The parameters s0 in (2.11) 
are put to be equal to zero for both the measures. The addi
tional investigation omitted here shoWs that these parameters 
equal zero in the limit x2 4 ~. Using (2.13) one can get 

-E(x,a) -E+(x,a) 
R(x,a) ~ e ?. e 

E+(x,a)~ min !4L[q]+L[p]+ 
I '\,• p

0
} 

Here, the following formulas are introduced: 

(4.10) 

(4.11) 
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r 
L [ r l = l: [In (1 +r ) - - 0 -l, (r n = qn, Pn). 

n=1 ° l+fn 

. The behaviour of the Green function as x2
-+ oo is interest

ing for us. Let us proceed to calculation of this asymptotic 
behaviour in this limit. For this aim we put in the integ
ral (4.9) 

a = I x I ~. (I x I = ...Jx2 
) 

and 

lx Ia 2 
q = (--) • 
n f7D 

lx I A 2 
pn = ( f7D ) ' (4.12) 

where u and A are variational parameters. Then, the follow
ing estimation for the Green function is valid 

(4.13) 

Here E+(Jxl,~) is defined by formula (4.10). In the case of 
the parameters (4.12) we obtain for formulas (4.11) 

< lsb -.:..;1:.;;;" .:.;1 "L,q = ln-
lxlu 

]x Ia 1 
+-

2cthlxla 2 l•lu~~ 
.L1x ju, 
2 

1 chI X JA(1-2J,8j) 
1\,(,8)=2[B(,8)-jxj>. sbjxjA + 11 I•IA~~ 

-2\s\A\,81 
--+ .1.[8(,8)- jx I >.e + 1 ], 

2 

1 chjx]u- ch]xju(1 -21,8\} 
A'l(,8) = 4 \& jusbjxja 

- --2\ slo\,81 
-=-1-(1-e · ). 
41&\Cl 

12 
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Substituting (4.14) into (4.10) and introducing new variables 

fJJ fJJ ~- {j = 1,2) one can get after some transformations as 
XI X I 

lxl ~~ 

C(li!St -M+ I• I 
-e 
1xl 

O(x) .? (4.15) 

where M+ is defined by formula (4.5). 
The asymptotic behaviour of M+ for the small and large g 

can be obtained in the following way. Introducing the variab
les 

where p is an independent parameter one can get 

1-2p ~ --8 ctu 4 - 2 
+g ~ fdse J<-l D(u )[1-

o 217 

" 2 --I 

~(1-e>. )Ill. s 
- exp ll(un ) -- -

yf'U 

we have p = 

- 1 
M =vg m1n 1-+2cr 

+ ~ ~cr.>. 

IPtr 

1 and 
2 

>. 
+- + ~ol 

2 

1 For g ~ ~ we have p = T and 

~ 1 
= g 111111 1- + 

~u,il 4f 

(4.16) 
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5. SCALAR PARTICLES IN A STOCHASTIC 
VECTOR GAUGE FIELD 

The next example is relevant to the paper 161 where the au
thor claims that stochastic gauge fields (electromagnetic 
fields, for example) can lead to the confinement of particles 
which are in these fields. The confinement is considered to 
be reached if the Green function decreases at large distances 
more rapidly than any linear exponent, i.e., 

lim IO(x) !explNvx 2 l = 0, 
1•1-

for imy N > 0. This condition means that these Green functions 
cannot describe asymptotically free states of particles. 

Here, we show that it is not true. Our conclusion is based 
on the following statement. 

Statement. Let the equation 

a 2 2 [(i- +V
11

(x,y)) +ffi ]O(x,y[F)- l>(x-y), 
ax/1. (5.1) 

be given in the Euclidean space R
4
• The vector field V11 is 

defined 

1 

VI' (x,y) = ( dssF11v(xs + y(l-s))(x-y)v• 
0 

(5.2) 

Here FI'V(x) is a random Gaussian field with the correlation 
function 

(5.3) 

D(x) 
elk 4- 2 -tkx 

((-) D(k )e , 
21T 

where the function D (k2
) decreases rapidly enough. 

Then, the following inequality is valid for the Green func
tion averaging over the random field Fw in the limit (x-y)2~~ 

-mv'<x-yf 
O(x-y) = < O(x, Y! F) >F 

CCilSt > e 
-v(x-y)2 

(5.4) 
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In other words, a vector gauge random field does not give 
even a positive contribution to the mass of the particle. 

We proceed to prove this statement. For the solution of 
equation (5.1) the representation (3.7) gives 

.arttl- (x-y)~ 
~ 4a 

G(x,y\F)=f~e R(x,y\V) 
() (4tra) 

(5.5) 1 

R(x,y\V) = f<b- exp!i(dfl(x-Y+2Vaa(fl)) V,(xfl+y(l-fl)+2VaA(fl))}, & . ~ ~ 
0 

where Vll is defined by formula (5.2). Averaging (5.5) over the 
random field Fl"' and putting y = 0, one obtains 

R(x) =- <R(x,O\V) >F = (du.exp(-W[XJI, (5.6) 
1 1 

W[X] = ~ f(dfl 1 dfl2 J(ds1 ds2 s 1 s:fJ(s 1X(fJf-s2X(fJ~)Y, 
0 0 

Y = x,}fl1l x~<fl1l ~IJ.V.fXlfP <fl2>x;<fl2l = (5. 7) 

where 

~!'l',fXT] = lJ!'P lJVU - iJIJ.U 8vp' 

xll (fll = ~fl + 2v7 All(fl l, 

, a -
X/fl} = afj X~(fl) = xll + 2yaall(fl). 

The variational estimation (2.13) gives for (5.6) 
-E(x,a) -E+(x,a) 

R(x,al=e ?_e 
(5.8) 

E+(x, a)= min [ 4L[q] + W[q]], 
- (qn l 

W[q] = (du W[X ], . • q 
(5.9) 
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where 

xq <Ill ~ xfi- 2ya Aq(fil. 

{3 ~ u cos 2~rnf3 + v stn2~rn{3 n n 
Aq(f3) ~ J d{3'aq(f3'), aq(f3) ~I 

0 n~ 1 y 1 + ~ 

The variational parameters q
0 

are chosen in the form 

_ ( jxjcr )2 
q - • 

D 1TD 
(Jxl~vx2 l, (5.10) 

where a is a variational parameter. Then, L(q) is defined by 
formula (4.14). The convolutions of the fields Aq(f3) and aq(fil 
which arise when calculating the functional integral (5.9) are 

1J ~ 

~ .1!!:.. I 
4 ·~ 1 

1-oos2!T11,81 - oos2anf32 + oos2,n(f3 1 - /32) 
2 2 (~rn) + (crjxj) 

= (5.11) 

1J 
= IJ!I {chujxj-chcrlxl (l-2{31)-chujxj(l-2{3 2l+cbujxj(1-2(f3if32lll~ Sajxj shajxl 

. 1J -ll7i•lf31 -2ulzlf32 -1tulzllf3cf3el 
...:E._[l -e - e + e l. 

lzla~~ Sal X I 

The function (5.9) can be written 
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tlxl<kn><tlt•t-tl2•e) 
x e · J(lxi,<T; tll'tl2 , sl's 2), 

(5.12) 

-l2Va(istAq<tlt> -•eAq<tle>b 
J = (dcr•e · • Yq, 

where Y q is defined by (5. 7) where the vector X(tJ) is changed 
by X (tJ) . 

Tte integral for J can easily be calculated. However, we 
do not write down here this cuffibersome expression but pick 
out from it the leading terms in the limit I xI ~ ~ • It should 
be noted that 
a= lxle. (5.13) 

where e = 0( 1) as I X I ~ ~ because the asymptotic behaviour of 
the Green function in (5.5) is defined by a saddle point of 
the integrand. 

The convolutions (5.11) considered as distributions of the 
variables tJ 1 and tJ2 have the following smallness order 

8 1 
<Aru,<tlt)A_ <tlel> = .£_[1 + 0(-1 -1 )], ,_ -~ Bulxl 0' x 

. 8 . 1 
<A (tJ1)A (tJ1 )>= ~[1 + 0(--}], 

qp. qv 4<Tixl <Tixl 

1 <Aqp.(,81laqvt.82 l> = O("'lxl ), 

1 <Aru.<tlt>tle•qv<.Bel> = O<--e>• ,_ (ulxl) 

1 <aru,(,8 1 )a~ <tJ 2 )> = 0(--.,), 
~ ,. (ulx If 

Tbe limiting relation takes place 

elk 4 2 tlxl0m)(,81•t-.6%"e> 
J(~) F(k )e lxl~~ 

if the function F(u) decreases.rapidly enough. 

(5.14) 

(5.15) 
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Since the limiting expressions for the convolutions (5.14) 
do not depend on {!1 and fir~• the integral over fJ 1 and fJ 2 can 

be calculated 

(5.16) 

Taking into account (5.13-16) and introducing the new variab

les s 1 = s and s 2= s(1+t)/2 the expressions. for (5.12) can 

be written after some calculations 

1 
W[q l = lx!F(~)[1 + 0(-)], 

I X I 2 
... 2 2 3+t 

1 1 ... -u 171 -

FC~l=~~fdss2Jdtfdli8ocii2>e 4 x 
2 0 0 (2") 

1 ~2 2 2 
x[1 +a~u s t], 

where ~ = L. It is easily seen that 
2u 

ln71 
0(--), 'I ~ ~. 

~ 

(5 .17) 

(5.18) 

Finally, for function (5.4) we obtain as lxl~~ 

G(x) ;: ~t 

M+= minlm2t+ \ + 2u + F(_L)I. 
e.u 4 <> 2u 

Introducing 71 = ..L one gets 
-- 2u 

Thus, we obtain (5.4). 
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6. SCALAR PARTICLES IN A SPACE 
WITH A FLUCTUATIVE METRICS 

In this section we calculate a correction to the mass of 
a scalar particle which is in an Euclidean space with a weak 
stochastic correction to the metric of a flat Euclidean space 
R~ Suppose that this metric can be written 

(6.1) 

The Lagrangian of scalar particles in the space with this met
ric has the form 

The equation qf motion is 

82 ag a.p~) olnv'g 
g (x)-¢(x) +_E.._ - + gP"---

fJI/ axp.axv axp. ax, axp. 

2 
- m </>(x) =0. (6. 2) 

The weak stochastic field < pv(x) should be considered as a 
gravity-like field, i.e., a field with the spin two, In this 
case,< pv(x) satisfies the conditions 

a 'p.v(x) = 'vp.(x), tr<=<w(x)=O, a;-•w(x) =0. (6.3) 
I' 

Then, the second term in (6.2) equals zero. The third term in 
(6.2) is 0(, 8) because 
-- 1 2 3 y'g(x) = 1 + 4 tr, (x) + 0(< ) 

and after averaging over. 'P" the second term in y"g leads to 
a . - a a constant. Therefore, -lny'g = 0(< ) and this term does ax 

not give any contribution~to corrections of the second order. 
As a result, the equation in a weak stochastic field is 

a2 
[-g (x) + m2 ]</>(x) ,= 0. 

pJI axp. axv 

The equation for the Green function of a scalar particle can 
be written 

B(x-y). (6.4) 
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Let us consider the stochastic field <pv(x). This field 
satisfies the conditions (6.3) and is a random Gaussian field 
with the correlation function 

«pv(x),P'(y) >, = Dpv,pu (x-y) = 

= J( du )45(u2)tl. . (u)e-lu(x-y) 
2tT pv,pu 

2 
tl.pv,pJ.u) = di'Pdvu + dJ.l<rdvp - adi'V dpu 

UJ.IUV 

(6.5) 

- 2 The function D(u ) is supposed to decrease rapidly enough. 
We choose it in the form 

- 2 0 -u 2jA2 
D(u ) = -e . 

u2 
(6.6) 

Here VA defines the correlation length. It is natural to 
suppose that it is of the order of the Planck length 

nh -38 
VA- L_, = y~ " 1.82.10 sm. 

n cS 

Let us consider equation (6.4). The solution of this equa
tion can be represented in the form of a functional integral 
(we put y = 0): 

oa -m2a 
G(x]f) = f dae TtlN{ d fB~x 

0 

I I d 
xexp!-Jdll~l'(tl)g;;(x(tl))~v<tll- 2y7;'fdll~p.(tl) · l~(x), 

o o ax"<tll 

(6. 7) 

where 

N{O]=l. 
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After standard transformations one can get 

oo -am2 
G(xld = fdae 

0 

f3 

1 
([81J18<fJ8(X -2ya ( d{J<fJ(fJ)) X 

0 

'Xp_(fJ) = 2ya J dfJ''<!JI'(fJ'). 
0 

(6.8) 

We consider the case of a weak stochastic field. Restricting oneself to the second order in the field 'fJV(x) one can get 
g;;cx) = 8/JV _,fJV (x) + 'I'P(x)<P"(x) + 0(<

3
), 

and 

1 

(8IJiexpi-JdfJIJII'(fJ)gfJV (X(/3)) IJ1v(f3) I= 
0 

1 

= exp!..!.8(0) (df3<fJV(X(f3))< VI' (X(fJ)) + o(hl. 4 0 

In this approximation the Green function has 
2 

-am2- .!.,_ da 4a G(xl<l=f 2 e J(x,ald, 
o (4"a) 

1 • -£ dfJ<fJI' (fJ)< I'P (X(f3))< pv(X(fJ)) <llv(f3) + 

1 

+ J d f3<!J 
1
,(f3l < f'V (X(fJ)) <llv(f3) I, 

0 

X(fJ) = xf3 + 2yaA(fJ) , 
1 

<!J(fJ) =-X'(fJ). 
2Va 

the form 

(6.9) 

(6.10) 
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The averaging of (6.10) over the weak stochastic field 'pv 

gives 

J(x,a) = <J(x,aJ<)>, 

1 

= expl ! IXO) Dpv,VJ! (0) -I da•l d,Bcl>~ (,8)·<1>v(,8) D iJP,JV (0) + 

1 1 
+ fda• 2! d,B1dfl2 <I>~ (,81 )·<l>v(,Bl) Dpv' pq (X(,81) - X(,82 ))·<!> P(,82)'<1>a(,82) I. 

As lxl~~ 
a=Jxl/2m. 

the integral (6.9) is defined by the saddle point 
Then 

J(x' J!J.) 
2m 

= e 
1•1 Bm 

and 
-(m-llm)Jxl 

G(x) " e 

2 2 
(un) ) l 
u2 

- 2 
If D(k ) is (6.6) then for m «A one can obtain 

5 2( 1 
llm = m-OA 1 + - · 

(8rr )2 12 
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