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I, INTRODUCTION

The quantum field theories with Lagrangisns containing the deri-
vatives of the field functions higher thsn the first order have a bad
reputation becesuse of the ghost states with negative norm and as &
consequence the possibility of unitarity violation/1/. But such theo-
ries have also attractive properties, in perticular, the convergence
of the corresponding Peynman dlegrams is improved. Therefore, the
geuge theories with higher derivativesf2”4~ and the gravity modelsg
with quadratic and higher-order curvature corrections to the Einstein-
Hilbert action/5‘11/ are congidered. These theories are described by
gingular or degenerate Lagrangiens with higher derivatives.,

The quantization of the Yang-Mills fields has shown that the
canonical quantization i1s the most suitable for the investigation of
unitarity properties of the quantum gauge fields., This approach is
based on the Hamiltonian description of the classical dynamics. The
Hamiltonian formalism for the usual gauge fields is constructed with
the ald of the Dirac theory of the generalized Hamiltonian systems
with constraints of the first order! '~

It is natural to explore the ghost-state problem and unitarity
in theories with singular lLegrangians with higher derivaetives in the
fremework of the canonical quantization as well. But for this purpo-
se the Hamiltonian formalism for these theories must be constructed.
In!17/ this problem has been solved for singular Legrangi@ns with
higher derivaetives of an arbitrary order. In the present paper ano-
ther method of transition into the phase space is proposed snd the
connection of the Lagrangisn and Hamiltonlen descriptions is traced
in more detail. For simplicity the degenerate Lagrangians of second
order will only be considered.

The paper is organized as follows. In the second section the ca-
nonical variables are introduced and the definition of singuler Lag-
ranglans 1s givendn the third section the transition into the phase
space is carried out and the secondary constraints by the Dirac me-
thod are searched. In the fourth section it is shown how one can get
all the secondary constraints in the framework of the Lagrangisn for-
melism and using the equations of motion in the Euler form.,Inthe 5th _
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section as an example,a generalization of the relativistic gction of
a point particle is considered:to the usual action proportional to the
length of the world trajectory of & particle one adds the integral ’
slong thig trajectory of its ocurvature 1 « The Hamiltonian descrip-
tion of the classical dynamics of this object is given and the tran-
sition to quantum theory is shortly discussed. In conclusion the une
solved problems in this approach are noted.

2. THE SINGULAR LAGRANGIANS OF SECOND ORDER

Let us consider & system with & finite number of degrees of free-
dom which equals 7 ., Let X = (X, X ,..., X) ve generalized co-
: 1 2 n
ordinates of this system and
. dxdd)

Leii) s= oo

adt
is its Lagrengian function. The Euler equations are
oL d ei’L AR Y/ , (2.2)

—_— =0 <1=72,...,4.
0’!2:{ o/z‘c?x:.

4¥Qf2 i s

The canonicel variables for Lagranglan (2.1) are introduced in the
following way
9 =z,

1 C}fi::ézz ? (2.3)

oGk _d Ik L Ih 2 0L s G o e
7 o’ix At ar o”;r dfo"f*’ dxo”.r'/ 07,{5 L

(2.5)
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As usuael, the summation over répeated indices in the corresponding
limits is supposed.

Lagrangian (2.1) is called nondegenerate if the canonical vari-
ables C} Cl f) Fa introduced according to {(2.3)-(2.5) are inde-
pendent, i.e. there are no equations of the formg

1‘?It is supposed that equations (2.6) do not reduce to the form

94,9,)=0.

ExS
which become identities with respect to , X , X, Jf after the sub-
stitution into them definitions (2.3)~(2.5). Otherwise, i.e. when the
relationa (2.6) are valid, Lagrangisn (2.1) is called singulaer or de-
generate.

f(q /Opz) =0 ' ' (2.6)

The condition that the Lagreangien is nonsingular is obviously
equivalent to the requirement that equations (?.4) anq.j2.5) can be
solved uniquely with respect to the variables Ji, and in , tf: Tynees
# in the form

ves wos

Z=%3.9.4), X=x(3,9.p.p),
For this aolutlon it is necessary that in the whole range of variab-
les T 1' J: the follow::.ng condition is fulfilled

A,

Y

= f:‘”‘,[f,'(zo'?)

rank

ﬂ =M, (2.8)

where

R
A 5 74 Z}/éﬂ. (2.9)
x d.x’

/\ (B, 0)= ———

If condition (2.8) is satisfied, then there are no relations
(2.6). To prove this, let us suppose the opposite, l.e. let the cons-
traint (2.,6) teske place, not all the derivatives ﬁf /0"/0 N 14148
vanishing simultaneously., Substituting the definitions (2 4) and _,,
(2.5) into (2.6) we get the identity with respect to X, Jr JC X,
Differentiation of this identity gives

af 07/0,'(,_ _97_]5/\' =0, (2.10)

0Py O, 0py ki
which obviously contradicts (2.8). If the function in (2.6) does
not depend on p , then the derivatives af/a/? = Tyaney
cannot venish simultaneously. Differentiating (2 6) with reapect to
;r. we obiain
J

9f By _
%Y o, 57/32/(

/\ (2.11)
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which contradicts (2.8) again. Thus, the absence of relations (2.6)
between the canonical variables is equivalent to the condition (2.8).

If Lagranglan (2.1) is nonsingular, then the Euler equations
(2.2) due to condition {(2.8) can be represented in the normel form
) (/V) L e e
Z = =X (X,X,X, x) 1£¢&m. (2.12)

As ea,rly aa the last century M.V.Ostrogradskii/”/ has shown
that for nondegenerate Lagrangiaens & system of /2 equationa of the
fourth order (2,2) or {2.12) is equivalent to a canonical system of
4n equations of the first order

= 3 =T
% 0P %e p, (2.13)
) = O p Y/ 7LiLn.
v 04, 24
where the Hamiltoniaft // is defined by

/‘/=/;.:i’ +,3i—[(x,:i;i). (2.14)

It is important that /L/cem be represented only as e function of the

canonical variables Q g /0 /0 . Indeed, using (2.5) we get
from (2.14)

aH= ajox+,oa/x+a//ox+/o g

i . .
__d_ a’x-—%ﬂ/ﬂ'—éé&/x = {2.15)

= ﬂc/q, = ;'{)o/¢+¢o//o+c;,o//o

7

Thus, d// depends only on the differentials of the canonical vari-
ables, this being right both for nondegenerate Lagrangians and for
degenerate ones. In both the cases we have

//=//(9;,%,/i,/g)) (2.16)

(2.17)
ﬂ/A/—'-' o-%/a@ + 0’7//0/ é/_/.’/a//?
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Substituting - (ﬂ/é /dﬂx.') into (2.15) according to (2. 4) by -—/%

and aly o by virtue of the Buler equations (2.2) by /0 we
gquate the right-hand sides in (2,15) and (2.17)

AN

_OH gy Oy o P o v 28 s
ﬁ?fftd%+ q, ¢2+ﬂ/3 /f&% Fa

(/J+ )a/% (ﬁ+d//)a/%+(tgz;—%1)b/@+

(2.19)
+(<r &) dg=0

For nonsingular Lagra.ngle.nszthe ca.nonical variables Q 4 /7'
P are independent and as a consequence are ;Lndependent the:.r dif-
ferentials. This enables one to equate to zero the coefficients of
each differential in (2.1) and to obiain the canonical equatlons
{2.13). It was this way that was used by Ostrogradskii 1/ for ob-
taining egs, (2.13).

(2.18)

1If the mction corresponding to the Lagrangian (2.1) is invari-
ant under transformation Z -+ £ +& , then according to the first

Noether theorem/18/ the quantity

ane

Flr,x,4,x)= .20

=H(g-a. g=2, p=plr #3,7), =P (x3, F)

is consered on solutions of the equations of motion (2.2). Therefore
[_: can naturally be called the energy.

3, THE CONSTRAINTS IN THE PHASE SPACE AND THE GENERALIZED HAMILTONIAN
EQUATIORS OF MOTIONR

Let the initial Lagrangien (2.1) be s.:'lngular. We suppose that
in the whole range of variables X , J and X the condition
rank”A Hr—" Qg=pg- LA (3.1)
H 7
Y


http:eqs.(2.13

is satisfied. In this case the Euler equations (2.2) represent a
syatem of U equatlm)zs of the fourth order and M=/ -2 equa~-
tions containing no X « These last M equations will be called
the Lagrangian constraints., They can be separated from system (2.2)
in the following way. Let E (x, x x) a=f,. mi, €= 1., "
be eigenvectors of the matmx A defined by (2. 9) with zero eigen-
values

a
g(x)‘f"i‘:)A ‘(‘r3‘2;)"r = 07 (3'2)
< z
7£7<, )£, T4 @ £ -

The number of such vectors due to (3.1) equals m « Projecting the
Euler equations (2.2) on these eigenvectors we get m Lagrangian
consgtraints

B(xxxx) § /0) @10, 7. (3.3)

We suppose that the system of equa.t:.onfa (2.2) is consistent. It will
be gatisfied, for example, in the case when the Lagrangian constra-
inta containing no x‘ define the invariant submanifold for equations
of the fourth order in (2. 2)/14/

Taking into account (3.1) one cen immedistely obtain ™, cons-

traints on 9 Z and /O « For this purpose relations (2. 5) have to
be solved for 2 varlablesx in the form

e
.t ry]

--’{,(é’;,g,@ﬂ,f vonX, ), 7tet, gtz O

Ztt »
Here we suppose thai the first ¥ rows and “ columns »ofA are li-
nearly independent. This can obviously be done alweys by & correspond-
ing change of numeration of the variablea _2' R 1 = Tyeees# . Sub=-

atituting (3.2) into the rest/?l relations (2 5) we get .2, constraints
in the form

/?ua:/gz*a(%’%’/gﬁ)a (3.5)

A=t H =K1, Bt 2,
These constraints or the set of constraints equivalent to them
will be written further in the following way

g(‘%f@z, P)=0, a=r1.., ", (3.6)

Congtraints (3.5) or (3.6) by amnalogy with the Dirac generali-
zed Hamiltondian dynamics for singular Lagrangians without higher de-

rivatives”o'1 3/

can naturally be called the primery constraints, as
they are a consequence of the singularity condition (31) for Lagran-
gian (2.1) and the definition of canonical momenta (2.5) without

using the equations of motion (2.2), After substitution the defini-
$ion (2.3) and (2.5) into the constraa.nts (3,6) the latter transform

into 111 identities for X, .2" x.

Replac:mg f in (2.11) by tahe primery constraints (3.6) one
verifies that zero eigenvectors g (x, x Jl) JL£ &£ m TL£L4 A
of the matrix can always be chosen so that they transfom by vir-
tue of the definition (2,%) into the functions which depend only on
the canonical variables @' R q, . @ , i.c. the dependence on &
desappear, Without loss of generality one can put

N a< ), (3.7)

§(CI« QP)_ (¢ %)/q 15ccn

Let us try to tra.nsform the Euler équatlons {2.2) for singular
Lagrangians into the phase space. For thig purpose we replace the
canonical momenta /91 by their expregsions in terms of Q' , Q
q,z according to (2.5) in the lefit- and in the right-hand sideg of
the definition of the canonical Hamiltonian

’L/(%’%»/”,»/’z)"‘ﬁ,éﬂ%%“[(%»%’%). (3.8)

As a result, we obtain an identity with respect to q, q, R /0, and
% . Differentiation of this identity with respect to 9 gives

(%)%

The bar means {he replacement described above

f(‘; WP R)= f(@ 9./ 07[(4,,%;42))”['@ %’/3’4,5.3.10)
As 0)02 /dé}zt A <¢ q 4) fen 1t follows from (3.9) that

the qua.ntities

iér;J'_é #. (3.9)

9, - éﬁ , TE LN (3.11)
2y 0Py

are the eilgenvector of the matrix _A(q qz,qz with zero eigenva-

lues. This vector can be decomposed over a. complete met of zero ei-

genvectors of the matrix



G -2 -3') 3 .9.p. w§(@ 9,4, )=

Y "@J A=1 (3.12)

0¥ (9,.9,.p)

-Zﬂ (9.9,7.9,)

Here we used eq. (3.7). /OZJ
Let us substitute (2,5) into (3.8), differentiate $he identity
obteined with respect to Q' , and take into sccount the relation

A +P =0/ /d% 5

which follows from (2.4) and (2.5). As a result, we get

-(9 g )_f;..z 99 9)(9’? Q&JL (3.14)
Pz 2i a=1 z 0& 9(}
Differentie.’cion w:Lth respect to q/i and L} of the identities,which

appear upon transforming the primary constreints (3.6) by subtitu-
tion into them (2.5), gives

m 0”% ﬁ/oi"/
99  0p; 09

Now eq.(3.12) can be rewrztten in the following form

/gt+gg-‘ "Zjﬁ (Q/z /0 6}‘2) d¢a1 oy (3.16)

Taking 1nt§ account that the Euler equatiens (2.2) can be cast; in the

form . 57,{
/g...

3=1,2, /.—/,-z',jém, (3.15)

we obtain ‘

- OH
£ o
1e (;?¢ 2 q/
Finally differ{en’siation of (3.8) with respect to P gives
1
é aH _
1¢ @P

We introduce now the Poisson brackets in the usual way

T4LEm.  (3.17)

Jiiza. (3.18)

)

:f ﬂf—g df 5= VEE A
(6?) 9. P, dp. ;f Sl

b f@ %o P B 977 (9-% L0 L),
Using them we can wrlte egs. (3.12), (3.16), (3.17) and (3.18) in the
form

ny
= H)+ 2 M ‘
- -+ <f
ZH - aq,{sq,z,/)d,qu) g,l{% ) (3.20)
% . .
Here £ means a complete set of the canonical vaeriables q{ 5 9 R /01 N
Po -

We remind that eggs. (3.20) are written in terms of the variab-
les % /g q . The expressions (% ,//) and (% , ¥, ) can be
transflormed obvmus]y into the phase space if we take into, account
(2.5). As a result, we get the functions of the canonical variables
(2, H4) and (%, E) respectively /. The dependence on 9 in the
functions J\ ( q, ' q, P2 q, ) does not disappear by vertue of
{(2.5)s In order to prove this, it is sufficient to act on the left-

hand side and on the right-hand side of eg.(3.12) by the following
linesar differential operators/19

H a: {;2,..,' m{- (3021)

This glves . %J

Xﬁﬂ(q}’%’@:%)'—‘é;/#a. (3.22)

If one takes the primary constraints in thc'e resolved form (3.5), then
the functions A reduce in thia case to q/ s e lyeney, # ,
a 2tva 7

Thug, the only way to transform eqs.(3. 210) into the, phase space
is to try eliminate the functions _)\, { q, Q/ /3 Q, ) imposing
the additional conditions on the solutions of these equa.t ons, From
this point we are dealing actually with the Dirac system with pri-
nary congtraints

1"11’ the La.g,ran%ian L is nondegenerated, i.e. rankA oy
then if follows from (3.9) that (3.11) vanishes and in the rlghtm
hand sides of (3.16),(3.17) and (3.12) we have zeros, As a result,
we get "the canonicael Ostregradskii equations (2,13).
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http:eqs.(3.20
http:eq.(3.12
http:eqs.(3.12
http:eq.(3.12

But in the Dirac approach the equations of motion in the phase
space were obtained by the Lagrangian method of indefinite multipliers.
Therefore the functions J&a were considered at first as unknown func-
tions of time determined by additional conditions on the solutions
of the equations of motion., One demands that the itime derivatives of
the primary consgtraints vanish on the solutions of these equations.
As it is known, all the secondary congtraints can be obtained in this
way and scome number of functions A, ¢can be expressed in terms of the
canonical variables, The remaining undetermlned functionSJK Ct) the

number of which equals the number of the primary f;rst-class const-
raints describe the functional freedom in the theory. But in the Di-
rac reasoning there &are no convincing arguments why 1t 1s sufficient
io take into account only the primary constraints in order to obtain
the equations of motion in the phase space by the Lagrangian method
of indefinite multipliers., In our opinion, the derivation of these
equations by the defferentimtion of the canonical Hamiltonian fills
this'gap. ANlpther method of obtaining the equations of motion in
the phase space for singular Lagrangians of arbitrary order which
avoids this problem is developed in book 15

So, we ghall further follow the Dirac reasoning., Let us demand
that the time derivatives of the primery constraints vanish on the so~
lutions of egs.(3.20)

«iSO —_— (3.23)
= +w<wm)(@ 503 e

£ ”1 .
Here the sign :: means & weak equél{ty ;;en tﬁ% conditions yz = 0
are satisfied. The expresgions ( Wk yH) and ( ?k ,Ki) can be
transformed into the phase gpace if we take into account {2.5). Hence
one can express from (3.23) 2. functions JL in terms of the cano-
nical varisbles where

= vend |9, 900 e

The remaining f“; = Mt - ‘zi equations in (3.21) give rise to /)(i

constraints on the canonical variables

G WRRI=0 ST G
k]
It is obvious in what way one has to change the consideration when

some of eqs8.(3.23) or all these equations are satisfied identically.
Purther it is necessary to demand that )

(3.24)

10

d% z,a;

“*—‘a,é X 0, S= 1., /M,
and sc on. As & result, all the secondary constraints can be obtsin-
ed in this way and 7?0 functions ]&a(q( . q,z, P, q( ) remain
undetermined in terms of the canonical varisbles, where s i3 the
number ¢of primery first-clesa constraints, The theory does not enab-
le us to fix them, and they remain asbsgolutely arbitrary functions of
their arguments. Therefore one can consider them as arbltrary func-
tions of time. As & result, eqs.(3.20) prove to be transformed into
the phase space completely,

(3.26)

In order to get & right final result one, could heve considered
the functiong ]L ( q, Q% ' F& QQ )} in (3.20) at the beginning
as unknown functions of time, This enables us to go in the phase
space immediately

,2" (2, H) “".Z,ﬂ, t)(z @ ). (3.27)

a=f
The consideration of eqs.(3.20) at first in terms of the varisb-
les (} . q , /3 . q/z given above justifies this procedure.

4, DERIVATION OF THE SECONDARY CONSTRAINTS IN THE FRAMEWORK
OF THE LAGRANGIAN FORMALISM

In the preceding section the secondary constraeints were obtain-
ed by & successive differentiation with respect to time of the pri-
mary constraints using the equations of motion in form (3.20) or ‘
{3.27). But for this purpose one can use the Euler equations in form
(3.16m). As in the case of ginguler Legrangisns of the first order
this way enables us to obtain some additional information sbout the
gsecondary constraints and trace the relation of the Lagrangian
and Hamiltonian description/19—21/.

Differentiation with respect to time of the left-hand sides
in equations of primary constraints (3.6) gives
¥

0% ; (?W q, p . (4.1)

a
¢ RO 0P= g 9
Now we replacgvthe derivatives with respect to the coordinates

»f—
2¢
< g apE
73
and g, in {4.1) according to (3.19) and take into account (3.13),
A3 a résult, we get
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R 2
S‘Z( ’%’6)_____ 6?% d[ j‘.’ Zz +/O'),

d@j ox, 0%, djé d;r d’é %

= 15e0e, 73'4z .
The expression in parentheses vanishes due to (2.,4). Thus the deri-
vative (d/dt) §3 (g, t} f& ) is equal to zero by virtue of the
primary constraints 13.6) without using the equations of motion. In
addition the equations

a% ﬁ(quq’z’sz)""(); /éaéfﬂi (4.3)

are equivalent to the following relatioms

a. F-

* *¥
§(@@f§)ﬁ %(44 Pz) ‘% ‘?../’ F- 0k X ), )
A 0x, g%,/ c?xt?x

Let ua “now investigate the questlon~ what are the conditions
under which eqs,(4.4) transform due to the definitions (2.3}-(2.5)
into equations containing only the canonical variables C} . q& . /3
[E and give, as & result, the secondary Hamiltonian constraints,
Por this purpose one has to act on the right-hand side of (4.5) by
the operators (3.21). This gives/19

a b 2 [2 0.5)
55.(az ~aa) = (5 %)

a,/,(‘: /,...,7?{{.
Hence, if there ere the primery constraints which are in involution
at least in & weak sense with the whole set of the primary cons-
trainta (3.6), then for the corresponding values of the index @ in
(3.14) the amction of the operators (3.15) on tq? right-hand side of
(3.14) giveg zero, In this case the variaebles & in the right-hand
side of (3.14) can be eliminated by virtue of (2.5) and eqs.{(4.5)
give us the secondary constraints on the canonicel veriables., The
number of these constraints is equal to the number of primary cons—
traints which are in involution at least in & weak sense with the
whole set of the primary constraeints (3.6). Obviously, these conat-
raints are the same secondary constraints (3.25) obteined in the
preceding section by the Dirac method., From (4.4) it follows immedi-
ately that these constraints are lineer in PJ and they are obtained
by projection of the definition (2,4) on the zero eigenvectors of the
matrix .

LS
w:

i
(4.2)

12

Further one must differentiate with respect to time the cong-
traints (3025)

”/“’S, Ow, 5 O + duy »  Ju
df_;—fc}i q, dﬂp 7'7—‘-/3:2 0,(4.6)
9 79, A 7.

S-/,...,
and use (3.13) and equations of motion in form (3.16a), If using
{(2.5) we can eliminate Jt from all the equations (4.6) or from some
of them, then we get some more secondary constraints ‘

QGG PRIZO St fae wD

This procedure of successgive differentimtion of the constraints must
be continued until the sppesrence of the new constraints stops or

*¢
the variables X cannot be eliminated from all the equations

6/ 2 (y} )=4 § =p+1,.. (

’ 2 (] 309 4.,8)
At ket 7 Wl l /%
using the definition (2.5). As & result, all the secondary constrainis
will be obtained

G (.9, p,p )=, S=T>00 P (4.9)
e =Myt WAL
Let us establish the relation between Hamli%onian and lLagren-

gian constraints. First of all we show that the differentiation with

’ respect to time of eqs, (4.5), which leads to the first set of the

gecondary constraints (3,25), gives, by virtue of the equations of
motion (2.2), the Lagrangian constraints (3.3). Equations(4.5) can
be represented in the form

LA
?f(/f’ i ot dx.)zo’ A=l (e0)

The differentiation with respect to time of the left-hand sides of
these equallties gives

d K, d*JL L
§60 ot 0%, a/z“'dx} (/t‘ $) dé £ d) 2.

7" étr éﬁf ox
In the first term in (4.11) we make thé followlng substitution
using equations of motion (2.2)

A L A

—— (4.12)

S sEt T
A x. o 0F. o,

13



The second term in {4,11) vanishes due to the definition (2.4)}. As
a result, from (4.11) we get the Lagrangian constraints {(3.3).

The procedure of differentiation with respect toc time of the
Lagrangian constraints is important for the lagrangien formalism too.
It ig in fact the search of the invarlant submanifold in the space
with the coordinates {JC ;r Jr x f . The Cauchy data for the
Euler equations (2.2) must belong to this submanifold., Only for this
constraint set of the initial data one can consistently formulste
the Cauchy problem for egs. (2.2).

It is clear by the construction that for the primary copnstraints
(3.6) and for the first set of the sccondary ones (3.25) there are
no corregponding Legrangiasn constraints, as the subatitution of (2.4)
and (2.5) into (3.6) and (3.25) gives the identities.

5« THE GENERALIZATION OF THE RELATIVISTIC POINT ACTION

As an example, we consider the following generalization of the
point particle action

S=“”’/ﬂ/5+d’/f‘éﬁ/5’ - (5.1)

where »¢ is the mess of a point particle, 41? ia the differential
of its world trajectory a§2=/x a/.x"", ,(‘ is the curvature of
this trajectoryfi(d"fx a{;"l)z B /;C 1s a dimensionless constant.

With & given parsmetrization ur’?f?) ' //u = 0,1,2,40¢y D =1 action
(4.1) is rewritten in the form

: Vi)
=—m Vx%/?’-f-d/ - A7, (5.2)
X=dx/d?. 2

The metric with the signature f g = dieg (+, -, -, ...) is used.

The matrix J)\ defined in (2.9) in the case under consideration
is given by

_A “—‘}%}ﬁ &é'i%}d“%{é}: (5.3)
I .

14

ooo'z' . cal

where /z[.i.i")x P / / =E@xr)-xx e
/'/ =0, ///"(/QI

then it is easy to be convinced of that the matrix /S has two elgen~
vectors with zero elgenvalues U and C? . Hence, four primary
constraints must ke in the theory.

(5.4)

Using the definition'/ /
P = L _0—{ s (5.5)
e 0",;(/" zt K,T

and egqs. (4. 4) we obtain the primary congtreints corresponding to

(3.4)
50 /) 9/ =0 (5.6)

2 (5.7)
Y=p'9tr a0,
where q,:»x .2 R 2
on
We get the secondary constraints in the model under considera-
tion &t first by & method descrived in section 4.The Poisson brackets
will be defined as follows

(L.9¢_ 0f of
(f/) = /o/“ 079/ 074/, O)P) (5.8)

The primary constrailnts (5,6) afd (5.7) are in 1nvolut10n between
themselves in & gtrong sense ( 39 R q% ) = 0. Therefore two seconda-

ry consiraints have to be which can be obtained by projection of the
definition

A d ok __ oL

= ee— (5 9}
’[3/* drt " dt grr T O //:)2 L _/
on the zero eigenvectors of the matrix § / q } "'/}‘
/‘

Projection of on (5.9) gives A

2
w:pg-’ﬁl/ 20 (5.10)

he gign minus is introduced in order to get eqe (2.5) for
the space-like components of /j

15


http:q::::.xr
http:t/7ti'.zl

Finally, multiplying (5.9) by ,ﬁé we obtain

Differentiation with respect to time of (5.10)} does not give new
constraints. Differentiating (5.11) with respect to time and taking
into account the equations of motion

/O/:::O . (5.12)

(5.11)

and constraints (5.6)-(5. 10) we obtain the expression

d
ﬂ@-ﬂ&w- =—pem }7~@¢@?50>

One ¢an not ellmlnatehﬂf from (5 13) using (5. S). Indeed
i 2g#¢7

Thus the constraints (S 6), (5.7), (5.10) and (5.11) exhaust the
whole set of constraints in the model under consideration. In con-

trast to the conclusion in 16,22/ we have here four constraints.

It follows from definition (5.5} that

/0.2”‘-'——/ ) (5.14)

Therqfore we get the following expression for the canonical Hamilto-

nien .
/L/z_/:fox"—@f.-Z=-/?% +m.}/g—z':__a§ . (5.15)

Let us evaluate the Poisson brackets between all the constraints
and construct the matrix zﬂ

AB::(%:&B)$ ?-‘4/4)3"44’ {5.16)
6=, =%, b=, 8,=<.

On the submanifold A of the phase space defined by the constraints
equations

g(z,g,@,&j=ﬂ, A=1,..,% (5.17)

V1e we substitute in H( 1P s /3, 2/ )the cenonical momenta B and
by their expressions in terms o% *5 _z according to (5.5)and
509) we get zero identically.Ilt is the conse uence of the invariance
of the action (5.2) under the transformation =~f'(?j with the arbit-
rary function f

16

the following elements of the matrix 43 are different from zero
_ _ _ <
(G 8)=(Y 4 )=-2p (/J,c;),
2= (8,8)=Car)==Cp2m*)

Thus, we have on./47 rank‘d = 2. Hence, there are two first-class
congtrants and two second-class consgtrants in this theory. Let us
pick out these constraints explicitly. For this purpose we go to the
equivalent set of constralnts 14

925 f 5" s=7,2,

(5.18)

¢3§"‘%:wﬂ Dy ==
where ‘f s $=1,2, A = 1,040, 4 are two zero eigenvectors of
the matrix [3 . These vectors can be taken in the following form
1 1 7 4
%: f_, § = §= §:::0,
7 2 3 ¢
—_ —— 'f'% = ?: '
<0, S=-fm, E=20(R9), 50

As & result, we get the new set of constraints

b=4£9=0 e e
@:-(/0,— 004 a/)""'?/g ,%)@‘Z"”ﬁ:ﬁs.m)

o
K190 AR

which are equivalent to the initial conatraints é? 267 A= 1,004,8.
It means that egs.(5.21) define the same submmnfold M in the
phase space. But for constraints gb s A= 1,s44,4 there is only
one Poisson bracket different from zero on

(¢,¢)=-(,0'-z-/}z‘z)

Thus, the constraintis 96 and Q§ are the firgi-class constrainis,
and &, , &, are the second-class constrainst.

It is Interesting to note that in the phase space there is ihe
invarient submanifold defined by the constraints (5.21) and by the
equation
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http:eqs.(5.21
http:W;.....tJ
http:tI)+;10'~)0~-Jk7f}~5.21
http:identically.It
http:5.6)-(5.10

4 2
- =

?%‘:/?m > (ﬁ)%)‘to, oA, B= trn &

Let us now obtain the secondary constraints in this model by
the Dirac method. Taking into account (5.15) we get

(G HIWE A, (9, 9.)= (G H) = - a2 =0,
a=1

(«9,H)+«é/\a(¢,wa)=(so,r4)=—2(/)m"

+2q“{}f) 2(,0@)4 =-2qw 0.

The requlrement of the statlonarity of the second&ry congtraints ¢/

and Cia enables us to express uK& in terms of the canonical va-~
riables

A = :
o 20%0 %)

The Hamiltonlaen which defines the dynamics in the phase space 1s

PR
Vo
+,1({)¢’
=t ﬁ‘(ﬂwsp

The quantizatlon of this model should be made in the same wey

as in the case of the constrained Hamiltonian systems of the first
order/12“15/.

6. CONULUSION

The method proposed here enables one to construct the Hamilto-
nian formalism for aystems described by singular Lagrangiang of the
second order. Obviously, the generalization of this procedure to
gingular Lagrangians containing the derivatives of higher order me~
ets no principal difficulties.

It would be interesting to meke clear the connection of the in-
variance properties of the initial degenerate action with the number

18

of
of

.

the Hamiltonian constraints in the theory and with the properties
their Polsson brackets.

The author is pleased to thank I.V.Tyutin who read the primary

vergion of this paper and mede & number of useful observations.

REFERENCES

1.
2.
3.
4.
Se
6.
Te
Ba
9.
10.
11a
12.

13.

14.

15.

16.

17.

Hawking S.V. Wno’s afraid of (higher derivative) ghosts? -
Preprint DAMTP, Cambridge: Cambride University, 1985,
Faddeev L,D., Slawmov s.A. Gauge Fields, Introduction to Quantum
Theory, Benjamin~-Cummings-Reading, 1980.
Keku M., - Phys.Rev., 1983, D27, No.2, 2809-2818, 2818-2834.
Podolsky B., Schwed P, - Rev,Mod.Phys., 1948, 20, No.1, 40-50.
Utiyame R., De Witt B.S. - J.Meth.Phys., 1962, 3, 608,
Fredkin E.S., Tseytlin A.A. - Mucl. Phys., 1982, B201, 469-491,
Boulware D.G., Deser S. - Phys.Rev,, 1985, 55, No.24, 2556-2660.
Zwiebach B. - Phys.Lett., 1965, 156B, 315-317.
Boulware D.G. "Quantization of higher derivative theories of
gravity". In Quantum theory of Gravity. BEd. 5. Christensen, Adem
Hillger Itd., p.267-294, 1984.
ByxOmugep #.N., Naxosme C.N. Teoperdxo-rpynnoBHe MEICKH B dusu-
ge. Tpyss U cem., Dpeasa, madl 1985 r. 1.I, ¢.I0I-II5, W:Hayra,I086.
Dutt S.K., Dresden M, Pure graviiy as a constrained second~order
gystem. Preprint ITP-3B-86-32. New York, 1986,
Dirac P.A.M. Lectures on Quantum Mechanics, Belfer Graduate
School of Science, 1964, New York: Yeshiva University.
Henson A.J., Regge T., Teitelboim C. Constrained Hamiltonian
Systems. Academia Wazionale del Lincei, 1976.
Nesterenko V.V., Chervyakov A.M. Singular Lagrangians. Classi~
cal dynamics and quantization. In Russian.JINR Preprint P2-86-
323, 1986,
Gitman D.M., Tyutin I.V. Canonical quantizetion of congtrained
fields (in Russisn). M.: Nauka , 1986.
Pisargki R. Theory of curved paths. Preprint FERMILAB-PUB-86/24-T,
1986.
Ostrogradaki M. Memoires sur les equations differentielles rela-
tives au probleme des isoperimetres. Mem.Ac.St,Petersbourg, 1950,
vel, 385, Transleted in Russian in "Variationsl principle of me-
chanics", Ed. Polek L.S. Fizmatgiz, 1959.

19



18.

190

20.
21.

22,

Barbashov B.M., Negterenko V.V. ~ PFortschr.Phys., 1983, 31, No.10,
535-567. .

Nesterenko V.V., Chervyakov A.M. - Theoret.Meth.Phys., 1986,v.64,
p.T01.

Kamimura K., - Nuovo Cimento, 1982, B68, No.1, 33-54.

Batlle C., Gomis J., Pons J.M., Roman N, lagrangiasn end Hamilto-
nian constraints. Preprint City University. New York 1986.

Alonso F., Espriu D. On the fine structure of strings. Preprint
HUTP-86/A056. Cambridge: Harvard University, 1986.

Received by Publishing Department
on Janwary 12, 1987.

20

Hecrepenko B.B. E2-87-9
CHHIyIApHBIE Nar paHKHaHbl ¢ BRICIIMMH IIPOH 3BOIHBIMH

IMocTpoen ramunbToHoB GOPMATN3M LI CHCTEM, OMUCHIBAEMbIX
CHHTYJIAPHBIMY JIarpaH)XHaHaMH BTOPOro nopsanaka. CBA3M Ha KaHOHH-
YecKue repeMeHHble MOryT OhITh ONpenesneHbl ABYMA NyTAMu: 1) me-
togom Jupaka, 2) B pamMkax narpawxesa (popmamHsmMa noclenosa-
TENbHBIM OuddepneHIMpoOBaHNEM 10 BpEMeEHH IepBUYHbIX cBAsei. Ilo-
NY4YeHB! YpaBHEHHsA ABIDKEeHHUA B (a30BoM npocrpaHcTBe. B kauectse
puMepa paccMOTpeHo oO0OoDIeHHOe NeHCTBHE DPENATHUBHCTCKON TO-
YeYHOW 4ACTHIIBI: K OOBIYHOMY AeHCTBHIO, NPDOTIOPUMOHANBHOMY IJIH-
He MUPOBOM TPaeKTOPHU YaCTHUbI, Ao6GapieH MHTErpasl BROJbL 3TOH
TPaeKTOPHH OT €e KPUBHU3HEL. .

Pabora BbinonHena B Jlaboparopuu Teoperudeckoil Guznkm
OHNAY.

Tlpenpunt O6beMHeHHOTC HHCTHTYTA AASPHBIX Heenenopadmi. Jy6Gua 1887

Nesterenko V.V. E2-879
The Singular Lagrangians with Higher Derivatives

The Hamilionian formalism for system with singular Lagrangians
of the second order is constructed. The constraints on canonical vari-
ables can be found in two ways: first, by a Dirac method; second,
in framework of the Lagrangian formalism by a successive differentia-
tion with respect to time of the primary constraints. The equations
of motion in phase space are obtained. As an example, a generaliza-
tion of the relativistic point action is considered: to the usual action
proportional to the length of the world trajectory of a point, one
adds the integral along this trajectory of its curvature.

The investigation has been performed at the Laboratory of Theo-
retical Physics, JINR.
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