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A SYSTEMATIC ITERATIVE APPROACH TO THE EQUATIONS OF LOW TYPE

1. INTRODUCTION

Integral equations of the Low type
$\mathrm{F}=\mathrm{V}+\mathrm{FGF}{ }^{+}$
may be encountered, e.g., in the three-dimensional inversescattering formalism ${ }^{1 /}$. In accord with Ref. ${ }^{12 /}$, the most important and promising application of these equations lies in the relativistic description of $\pi-N$ interactions. In such a context, the precision must be high and the realistic computations may easily exceed the capacity of computers. A nonlinear structure of (1.1) leads to a number of difficulties as follows.
(a) We need a mathematically well-founded conversion of integral. equation into a sequence of its numerically solvable approximate forms. In particular, a standard replacemen't of integrations by the finite summations

N

$$
\begin{equation*}
f \operatorname{duf}(u)=\sum_{i=1}^{\sum} f\left(v_{i}\right) w_{i} \quad N \rightarrow \infty \tag{1.2}
\end{equation*}
$$

with the "grid points" $v_{i}$ and the "weight coefficients" $w_{i}{ }^{\prime 3 /}$ must be done properly.
(b) The resulting finite ( $N$-dimensional) matrix equation with the quadratic nonlinearity remains still fairly complicated. An iterative method of its solution is currently employed. Unfortunately, the sequence of approximants of the type of power series, e.g.,

$$
\begin{equation*}
F[1]=V, \quad F[2]=V+V G V^{+}, \ldots \tag{1.3}
\end{equation*}
$$

is often divergent and necessitates a Pade resummation ${ }^{\prime 4-7 /}$.
(c) Of course, a many times repeated generation of approximants (1.3) is a difficult task even on the computer, especially due to the rather complicated structure of the realistic kernels G. For illustration, we shall consider here the "homework" example of the $\pi-N$ kernel
where $S$ is singular and $C$ mediates a coupling to all the other partial waves $12,8 /$.

In the pionic physics context, the whole power-series Pade approach to (1.1) is not entirely satisfactory. Indeed, the relativistic and sometimes quite small corrections are evaluated, but the computational errors remain rather large ${ }^{\prime 6 /}$. New and more effective methods are also needed for a very feasibility of the fully consistent calculations incorporating, e.g., the complete crossing symmetry, etc. ${ }^{/ 2 /}$.

In the present paper, a new non-power-series method will be proposed and discussed in some detail. It is intended to proceed in an iterative manner which facilitates a control of precision in each step.

## 2. THE EFFECTIVE-INTERACTION ITERATIONS

### 2.1. The Mixing of Partial Waves

In accord with the homework-problem structure (1.4) of the kernel, our integral equation
$\mathrm{F}=\mathrm{V}+\mathrm{FCF}^{+}+\mathrm{FSF}^{+}$,
has a "small" but rather complicated component $\mathrm{FCF}^{+}$. Its omission or incorporation into a modified or "effective" interaction
$W=V+\mathrm{FCF}^{+}$
is therefore a reasonable approximation. The new form of eq. (2.1)
$\mathrm{F}=\mathrm{W}+\mathrm{FSF}^{+}$
becomes also easier to solve. Thus, after an arbitrary choice of an initial approximation (say, $F=0, W=V$ ), our overall computational algorithm may proceed in an iterative manner:
(a) solve (2.3)
(b) improve $W$ (2.2)
(c) return to (a) if necessary.

The same perturbative strategy may also be applied to the general Low-type equation with the structure

$$
\begin{equation*}
F=V+F C(1) \dot{F}^{+}+n \ldots+F C(t) F^{+} \tag{2.4}
\end{equation*}
$$

and with a decreasing influence of the separate components on the final result.

### 2.2. A Singularity of the Kernel

In the realistic $\pi-\mathrm{N}$ problem, the partial-wave mixing (1.4) is important and must be calculated by the above-mentioned iferations. In each step, we have to solve (2.1) reduced to an integral equation
$F(x, y)=V(x, y)+\int_{0}^{\infty} u^{2} d u v^{2} d v F(x, u) S(u, v) F^{*}(y, v)$
with the standard $y$-dependent and diagonal singular kernel ${ }^{\circ}$ of the type
$S(u, v)=u^{-2} \delta(u-v) S(u), \quad S(u)=1 /[E(u)-E(y)-i \epsilon]$.
Here, the symbol
$E(z)=\left(M_{N}^{2}+z^{2}\right)^{1 / 2}+\left(M_{\pi}^{2}+\dot{z}^{2}\right)^{1 / 2}$
denotes the energies ${ }^{/ 2 /}$.
We may decompose also the kerne1 (2.6),
$S(u)=S(u)+P S(u), \quad S(u)=i \quad \delta(E(u)-E(y))$.
This is the well-knowi formula where the first term (deltafunction) is complemented by the component which requires a special, so-called principal-value integration.

Now, we are prepared to repeat the trick of the preceding paragraph and include temporarily also the second term of (2.7) into an effective interaction,

$$
\begin{equation*}
V^{e f f}(x, y)=V(x, y)+P \int_{0}^{\infty} F(x, u)(E(u)-E(y))^{-1} F^{*}(y, u) u^{2} d u \tag{2.8}
\end{equation*}
$$

With this effective potential and with the delta-function kernel, we may re-write finally our integral Low equation as an algebraic one,

$$
\begin{equation*}
F(x, y)=V^{e f f}(x, y)+F(x, y) \cdot s(y) F^{+}(y, y) . \tag{2.9}
\end{equation*}
$$

This equation possesses an easy solution for any discrete set of the integration points

$$
\begin{equation*}
x=x_{i}^{(0)} \quad \text { and } \quad y=y_{j}^{(0)} ; \quad i, j=1,2, \ldots, N_{0} \tag{2.10}
\end{equation*}
$$

entering, say, the definition of the cross sections.
3. QUADRATIC NONLINEARITY AND THE CONTINUED-FRACTIONAL ITERATIONS
3.1. On-Shell Amplitudes and the Analytic Continued Fractions
Provided that we choose $x=y$ and put $a=\cdot F(y, y)=b^{+}$and $v=V^{\text {eff }}(y, y)$ in (2.5) and in its hermitean conjugate, the "on-shell amplitude" $F=$ a becomes defined by the exactly solvable pair of relations (2.9),

$$
\begin{equation*}
\mathrm{a}=\mathrm{v}+\text { igab, } \quad \mathrm{b}=\mathrm{v}^{+}-\text {igab. } \tag{3.1}
\end{equation*}
$$

We may formulate immediately the following simple observations.
(a) In general, the solution is not unique. In (3.1), the input interaction $v=i r$ leads to the pair of exact roots

$$
\begin{equation*}
\mathrm{a}\{1\}=\mathrm{i}(1+\operatorname{sqrt}(1-4 \mathrm{~g} w) /(2 \mathrm{~g}) \tag{3.2}
\end{equation*}
$$

$\mathrm{a}\{2\}=2 \mathrm{i} \mathrm{w} /(1+\operatorname{sqrt}(1-4 \mathrm{gw}))$
Only the second one disappears in the limit of zero interaction and may be considered physical.
(b) The iterations (1.3) remove the ambiguity in general. Here, they reproduce correctly the second root, $F(x, x)=a\{2\}$, at least for the sufficiently small interactions $V$. This represents a physical support for the use of iterations in spite of their actual divergence $/ 5 /$.
(c) The divergence cured by the Pade technique (cf. also ${ }^{(4,6,7 /}$ ) is obviously related to the magnitude of $G, V$, or $|\mathrm{gw}|>1$. In our particular example, the problem may easily be circumvented by a transition to the well-known analytic continued fractional form of the physical root $a\{2\}$,

$$
\begin{equation*}
F(x, \dot{x})=\mathrm{i} w /(1-g w /(1-g w /(\ldots))) . \tag{3.3}
\end{equation*}
$$

This is a rather trivial special case of a general Pade approximation. Nevertheless, its specific iterative structure may
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be generalized in various ways. One of them is to be described here.

### 3.2. The Matrix Equation and Continued Fractions

A straightforward derivation of the continued-fractional formula (3.3) may be based on a quasilinear re-interpretation

$$
\begin{equation*}
\mathrm{F}\left(1-\mathrm{GF}^{+}\right)=\mathrm{V} \tag{3.4}
\end{equation*}
$$

of our original equation. From its combination with its hermitean conjugate, i.e., from the pair of relations

$$
\begin{equation*}
\mathrm{F}=\mathrm{V} /\left(1-\mathrm{GF}^{+}\right) \quad \mathrm{F}^{+}=\left(1-\mathrm{FG}^{+}\right)^{-1} \mathrm{~V}^{+} \tag{3.5}
\end{equation*}
$$

we may formally eliminate $\mathrm{F}^{+}$and obtain

$$
\begin{equation*}
F=V /\left(1-G\left(1-F G^{+}\right) V^{+}\right. \tag{3.6}
\end{equation*}
$$

The iterations imply

$$
\begin{aligned}
& \text { - } 1
\end{aligned}
$$

which resembles formula (3.3) and forms the so-called matrix continued fraction (MCF ${ }^{\text {/9/ }}$ ). By its definition, it is merely a repeated mapping
$\left(F, F^{+}\right) \rightarrow\left(F^{\prime}, F^{+}\right) \rightarrow \ldots$
or iterative algorithm
$\mathrm{F}^{\prime}=\mathrm{V} /(1-\mathrm{H}), \quad \mathrm{H}=\mathrm{G} \mathrm{F}^{+}, \quad \mathrm{F}^{+}=\left(1-\mathrm{H}^{+}\right)^{-1} \mathrm{~V}^{+}, \mathrm{H}^{+}=\mathrm{FG}^{+}$
with the trivial initial choice of $\left(\mathrm{F}, \mathrm{F}^{+}\right)$or $\left(\mathrm{H}, \mathrm{H}^{+}\right)=(0,0)$.

## 4. SINGULAR KERNEL AND THE MODIFIED MCF TTERATIONS

Due to the definition of the principal value ${ }^{/ 3 /}$, the approximate integration in (2.8) must proceed via a summation over points which are distributed symmetrically around $y$.

Thus, we are forced to replace our original mesh of grid points (2.10) by another set
$\mathrm{x}_{\mathrm{i}}^{(\mathrm{l})}\left(\neq \mathrm{x}_{\mathrm{j}}^{(\mathrm{o})}, \quad \mathrm{j}=1,2, \ldots, \mathrm{~N}_{\mathrm{o}}\right), \quad \mathrm{i}=1,2, \ldots, \mathrm{~N}_{1}$
which depends on $y$ in general. This new set defines our auxiliary effective interaction matrix (2.8) as a sum

$$
\begin{align*}
& V_{i j}^{e f f}=V\left(x_{i}^{(0)}, y_{j}^{(0)}\right)+\sum_{m=1}^{N_{1}} \cdot F\left(x_{i}^{(0)}, u_{m}^{(1)}\right) w_{m}^{(1)}  \tag{4.2}\\
& x S\left(u_{m}^{(1)}\right) F^{*}\left(y_{j}^{(0)}, u_{m}^{(1)}\right), \quad i, j=1,2, \ldots, N_{o},
\end{align*}
$$

where the "new" matrices $F(s, t)$ contain arguments $s$ and $t$ belonging to the two different discrete sets (4.1).

In accord with our preceding discussion, the principalvalue grid points $u$ in (4.2) depend on the external index $j$. Hence, the actual discrete form of our $C=0$ equation (2.5) reads

$$
\begin{equation*}
F_{i j}=V_{i j}+\sum_{m=1}^{N_{01}} F_{i m} S_{m}(j) P_{m}^{(j)} F_{m j}^{+}, \quad N_{01}=N_{0} \times\left(N_{1}+1\right), \tag{4.3}
\end{equation*}
$$

where a formal unit (j-dependent projector $P^{(j)}$ ) is introduced to compensate an extension of the summation to a union of all the (j-dependent) subsets of the grid points (4.1), complemented also by the $N_{o}$ "external" points $y$ themselves.

In the power-series iterative approaches, the latter construction leads usually to a rapid increase of the dimensions. Hence, it is reasonable to keep it under control by a careful specification of the suitable interpolation technique. Let it be mediated by some $y$ - independent $N_{01} \mathrm{xN}_{0}$ - dimensional matrix $Z$ transforming a function at points $\mathrm{x}^{(0)}$ into its values at the union $\left\{x^{(0)}, u^{(1,1)}, \ldots, u^{\left(1, N_{0}\right)}\right\}$. Then, our Low eq. (4.3) will contain the kernel-term summation

$$
\begin{equation*}
\sum_{m=1}^{N_{01}} F_{i m} S_{m}(j) F_{j m}^{*}=\sum_{k=1}^{N_{0}} \sum_{n=1}^{N_{0}} . F_{i k} G_{k n}^{(j)} F_{j n}^{*} \tag{4.4}
\end{equation*}
$$

$$
\mathrm{C}_{\mathrm{kn}}^{(\mathrm{j})} \sum_{\mathrm{m}=1}^{\mathrm{N}_{01}} \mathrm{Z}_{\mathrm{mk}} \mathrm{~S}_{\mathrm{m}}(\mathrm{j}) \mathrm{P}_{\mathrm{m}}^{(\mathrm{j})} \mathrm{Z}_{\mathrm{mn}}
$$

We may summarise that the singularity and interpolation modify merely our propagator $G$ (to a non-diagonal form) and give our.. equation its final matrix form

$$
\begin{equation*}
F=V+F H \tag{4.5}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{i j}=\sum_{k=1}^{N_{0}} G_{i k}^{(j)} F_{j k}^{*} . \tag{4.6}
\end{equation*}
$$

The latter expression differs from its matrix-product predecessor of sect. 3. It is an element-by-element product formed directly from the matrix elements of the matrix $F$ and of the set of matrices $G$.

It remains for us to use the hermitean conjugation
$H_{i j}^{+}=\sum_{k=1}^{N_{0}} F_{i k} G_{j k}^{*(i)}$
and recall the MCF iterations. Alternatively, we may employ also a MCF definition with the slightly modified recurrences

$$
\begin{array}{rlr}
F^{\prime}=V /(1-H), & F^{* \prime}=V^{*} /\left(1-H^{*}\right) \\
H_{i j}=\sum_{k=1}^{N_{0}} G_{i k}^{(j)} F_{j k}^{*}, & H_{i j}^{*}=\sum_{k=1}^{N_{0}} G_{i k}^{(j)} * F_{j k} \tag{4.8}
\end{array}
$$

i.e., an iterated mapping $\left(F_{i j}, F_{k \ell}^{*}\right) \rightarrow\left(F_{m \mathrm{n}}^{\prime}, F_{o p}^{*}\right) \rightarrow \ldots$ of the complex conjugate pairs of matrices.

## 5. AN ILLUSTRATTVE EXAMPLE

In accord with all our preceding considerations and with eq. (4.4) in particular, we may write our general Low equation (1.1) in the $N x N$ - dimensional matrix form with the jdependent kernel,

$$
\begin{equation*}
F_{m j}=V_{m j}+\sum_{k, n=1}^{N} \quad F_{m k} G_{k n}^{(j)} F_{n j}^{+}, \quad \quad m, j=1,2, \ldots, N . \tag{5.1}
\end{equation*}
$$

For the separable potentials $V_{m j}=\langle m \mid a\rangle g\langle a \mid j\rangle$ and amplitudes

$$
\begin{equation*}
F_{m j}=\langle m \mid a\rangle f_{j}\langle a \mid j\rangle \tag{5.2}
\end{equation*}
$$

we may reduce the matrix equation (5.1) to a "vectorial" one,

$$
\begin{equation*}
\mathbf{f}_{j}=\mathbf{g}+\sum_{k, n=1}^{N} \mathbf{f}_{k} M_{k n}^{(j)} f_{n}^{+}, \quad j=1,2, \ldots, N \tag{5.3}
\end{equation*}
$$

This is suitable for numerical tests.
For the sake of definitness, let us consider now a schematic model characterised by the particular two-dimensional and one-parametric family of kernels
$M_{0}^{(1)}=\left(\begin{array}{cc}1 & 1 / 2 \\ 1 / 2 & 1\end{array}\right), \quad M^{(2)}=z M^{(1)}, \quad z \in(-\infty, \infty)$.

After such a choice, our eq. (5.3) acquires the form
$\mathrm{f}_{1}=\mathrm{g}+\mathrm{Q}\left(\mathrm{f}_{1}, \mathrm{f}_{2}\right) \quad \mathrm{f}_{2}=\mathrm{g}+\mathrm{zQ}\left(\mathrm{f}_{1}, \mathrm{f}_{2}\right), \mathrm{Q}(\mathrm{x}, \mathrm{y})=\mathrm{x}^{2}+\mathrm{xy}+\mathrm{y}^{2}$
the solutions of which may be understood very easily.

### 5.1. The Power-Series Iterations

Our very way of writing equation (5.5) is a direct inspiration of the standard power-series iterative algorithm

$$
\begin{equation*}
x^{\prime}=g+Q(x, y) \quad y^{\prime}=g+z Q(x, y) \tag{5.6}
\end{equation*}
$$

which is usually initialised by $(x, y)=(0,0)^{/ 4-7 \%}$. For the sufficiently small couplings $g \rightarrow 0$, it should generate a convergent power series in $g$.

Due to the simplicity of our example, the rigorous analysis of its convergence is in fact very easy. Indeed, our mapping $(x, y) \rightarrow\left(x^{\prime}, y^{\prime}\right)$ becomes one-dimensional after a transition to the new variables $Q$ and $Q^{\prime}\left(=Q\left(x^{\prime}, y^{\prime}\right)\right)$,

$$
\begin{equation*}
Q^{\prime}=3 g^{2}+3(1+z) g Q+\left(1+z+z^{2}\right) Q^{2} \tag{5.7}
\end{equation*}
$$

This formula may be complemented by the definitions (5.6).
When we put $Q^{\prime}=Q$ in (5.7), we obtain the two solutions $\left(Q_{0}^{(+/-)}\right)$of (5.5) (or fixed points of the mapping (5.6)) from the quadratic equation. Both these roots remain real for couplings in an interval

$$
\begin{gather*}
g \in\left(g_{-}^{(0)}(z), \quad g_{+}^{(0)}(z)\right), g_{e}^{(0)}=(1-z)^{-2}\left(-1-z+e D^{1 / 2}\right), e= \pm i, \\
D=4\left(1+z+z^{2}\right) / 3 \tag{5.8}
\end{gather*}
$$

which contains also the point $g=0$ in its interior.

Outside the interval (5.8), the complex values of solutions Qo cannot be reached by the power-series iterations since all these approximants remain real. We obtain at least an oscillatory divergence, unless we start from some complex initialization.

The mapping $Q \rightarrow Q^{\prime}$ (5.7) has an obvious necessary condition of convergence $\left|\partial Q^{\prime} / \partial Q\right|<1$ and a sufficient condition of divergence $\left|\partial Q^{\prime} / \partial Q\right|>1$. After an insertion of the explicit formulae and restriction of the couplings to the "permitted interval" (5.8), this implies that the power-series iterations never converge to the unphysical fixed point and they
(a) diverge for $z \geq 0$ and for the couplings lying in the interval
$\mathrm{g} \in\left(\mathrm{g}_{-}^{(1)}(\mathrm{z}), \mathrm{g}_{+}^{(1)}(\mathrm{z})\right), \mathrm{g}_{\mathrm{e}}^{(1)}=-(1+\mathrm{e} \sqrt{\mathrm{z}})^{-2}, \quad \mathrm{e}=-1$ or +1,
(b) may converge to the physical solution otherwise (i.e., for the couplings in the interval (5.8) and out of interval (5.9)).

### 5.2. The Present Method

The "divergence interval" (5.9) is negative and lies always in the interior of interval (5.8). Both these intervals become infinite for a disappearing $j$-dependence $\left(z \rightarrow 1, g{ }^{(1)} \rightarrow\right.$ $\left.\rightarrow \infty, g_{+}^{(1)} \rightarrow-1 / 4\right)$ in our model kernels (5.4). Thus, we may conclude that the power-series method definitely fails for most values of the "permitted" couplings. Moreover, numerical tests indicate that even an incidence of couplings $g$ in the "second permitted" interval ( $\mathrm{g}_{-}^{(0)}, \mathrm{g}_{-}^{(1)}$ ) leads always to a quick divergence (caused by our bad choice of the initial values. In a comparison, our MCF method seems a priori less dependent on both the couplings and initial values.

An application of our general MCF prescriptions (3.9)+ $+(4.6-7)$ or (4.8) to the particular model (5.3) is very straightforward and gives the prescription
$x^{\prime}=\{[1+(1-z) a] g-q\} /(1-b-z a), \quad y^{\prime}=\{[1-(1-z) b] g-z q\} /(1-b-z a)$
$q=(e-1) Q, \quad a=\frac{\theta}{2}(x+2 y), \quad b=\frac{e}{2}(y+2 x)$,
where we have to put $e=1$ (this type of notation enables us to return to eq. (5.6) by using simply $e=0$ here).

In spite of a highly schematic character of our present example, its numerical behaviour is extremely illuminating. It does not only illustrate the typical convergence pattern
of the power-series iterations (Table l, the first column), but it exhibits also nicely both the re-summation role and efficiency of the present MCF algorithm (Table l, the second column). For the sake of definitness, we have chosen here $g=$ $=0.05$ from within the "convergent" interval ( $-0.084,+0.023$ ) of couplings. The Table displays the relative errors|f -

- $f($ exact $)|/| f($ exact $) \mid$ of the $N$-th approximant, with $f($ exact $)=$ $=(-0.0460,-0.0260)$ for $z=6$. A similar picture could be obtained also for the various other choices of the parameters. -

Table 1
A typical convergence pattern for the power-series (PSS) and MCF iterations

| N | PS | MCF |
| ---: | :--- | :--- |
| 2 | 0.40 | 0.11 |
| 4 | 0.18 | 0.0074 |
| 6 | 0.085 | 0.00051 |
| 8 | 0.042 | 0.000035 |
| 10 | 0.021 | 0.0000024 |
| 12 | 0.010 | 0.00000014 |

### 5.3. A Comparison with the Newton Method

In the numerical practice, nonlinear equations of the type of our pair of equations (5.5),
$\mathrm{F}_{1}(\mathrm{x}, \mathrm{y})=0, \quad \mathrm{~F}_{2}(\mathrm{x}, \mathrm{y})=0$
are often treated by the generalised Newton method. Here, the corresponding iterative prescription reads

$$
x^{\prime}=\{[1+(1-z) A] g-Q\} /(1-B-z A), y^{\prime}=\{[1-(1-z) B] g-z Q\} /(1-B-z A)
$$

$$
\begin{equation*}
Q=x^{2}+x y+y^{2}, \quad A=x+2 y, \quad B=y+2 x, \tag{5.12}
\end{equation*}
$$

In accord with the theorem of Kantorovich (cf. ${ }^{/ 3 /}$, paragraph 20.2-8), the convergence of this mapping is quadratic (this is a reward for its rather complicated derivation) and may be guaranteed under very weak assumptions. In the present context, the underlying quasilinearization of the nonlinear mapping is in fact simulated in a simplified manner (formulae 10
of the type (5.12) will hardly be available in the realistic calculations).

In accord with the numerical example as given in Table $2^{\text {" }}$ (computed at $g=-0.5$ ), the precision of our quasilinearization is not bad. Indeed, the first few MCF and NKA iterations produce a quite comparable precision. Moreover, the NKA eq. (5.12) coincides with our MCF eq. (5.10), provided only that we modify it slightly and choose $e=2$ there.

Table 2
The similar comparison of the MCF results with the Newton - Kantorovich algorithm (NKA) (in the domain where the power-series diverges)

| N | MCF | NKA |
| :--- | :--- | :--- |
| 2 | 0.10 | 0.68 |
| 3 | 0.038 | 0.24 |
| 4 | 0.010 | 0.052 |
| 5 | 0.0030 | 0.0038 |
| 6 | 0.00084 | 0.000024 |
| 7 | 0.00024 | 0.00000011 |
| 8 | 0.000069 | 0.000000078 |

We may summarise that equation (5.10) is a common form of the above three different iterative prescriptions. A priori, we may expect therefore that the properties of our MCF algorithm will lie somewhere in between the above two extremes and "interpolate" somehow between the "very simple" powerseries iterations and the quadratically convergent NewtonKantorovich prescription.

In practice, the number of iterations will always remain restricted. Then, our MCF method may prove useful due to its combination of efficiency and universality with simplicity. In fact, even our simple example enables us to notice that at a fixed and finite number of iterations $N$, an optimal value of e (giving the best results) remains often close to one for small N and moves towards two slowly. This is illustrated in Table 3 and represents our last argument here. Of course, the final evaluation of the MCF technique may only be made after its future use in the realistic computations.

The $N$-dependence of the optimal values of $e$ in eq. (5.10)

| N | 2 | 4 | 6 | 8 | 10 | 12 | 14 | 16 | 18 | 20 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| e | 1.0 | 1.0 | 1.1 | 1.2 | 1.4 | 1.6 | 1.9 | 2.0 | 2.0 | 2.0 |
| (b) $z=0.1$ and $g=-2.0$ |  |  |  |  |  |  |  |  |  |  |
| N | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |  |
| e | 1.2 | 1.5 | 1.8 | 1.8 | 2.0 | 2.0 | 2.0 | 2.0 | 2.0 |  |
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Зномл M.
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