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I. INTRODUCTION AND SUMMARY OF RESULTS 

I.l The study of infinite-dimensional represen~ations of the Lje 
superalgebra (LSA) osp(1 1 4) initiated in the preeeding paper /l 
is continued. Throughout this work the symbol oap(1 1 2n), n=1,2, •• , 
always denotes the (unique) real form / 2/ of the complex LSA 
B(O,n). In Kac'a classification of real Lie superal~ebraa 131the 
osp(1 ,2n) appears as osp(1 ,n;O;~). 

The representations we construct have two basic properties: 
{i) even generators are represented by skew-symmetric operators 

( ESS: even skew-symmetric); 
(ii) both the independent Casimir operators are represented by 

multiples of unity ( SCH a Schur irreducibility ). 

The problem of etudyinf representations with these properties 
has been motivated in ref./ 1. Here we only want to add that, due 

to isomorphism of osp(1 1 2n) with the algebra pB(n) of para-Bose 
operators for n degrees of freedom /4~ such representations can 
be used for describing the system of n non-interacting para-Bose 
oscillators /5/ 

I.2 Constructing infinite-dimensional representations of osp(l 
1
4) 

satisfying the conditione ESS and SCR is a very general problem. 
We shall delimit it by two requirements. The first one specifies 
which structure has the representation of the even subalgebra 
sp(4, IR). To this purpose we make use of one class :1<. of infini­
te-dimensional skew-symmetric Schurean representations of sp(4,~) 
obtained by the general method of canonical realizations of Lie 
algebras /G~ In each representation belonging to ~ the generators 
xjk of sp(4 1 9..) are represented by 

..... C'- ~ ( . k) -1 
X -ik = L .s ~I ( q o<. I q o\. I p"" ) ~ .!or 

<> r=l 
( 1 • 1 ) 

Here S are certain ordered polynomials in nine non-commuting 
variables fUlfilling the canonical commutation relations (CCR) 

[P« ,q(l] = &<J.-(3 [q~ ,qp.J = O, [Pd. ,p~ =0 

o<, ~ = 1 ,2 '3 

and relatione that follow from the assumed existence of 

~--.~ ...... - ...... ..:.0 "''CDo""',. '~ 

' t.. .... ' ~ ., . .,' ~, ~ ............ ,- 1 t1 _., r ..- _.. • ~ ~ J;,. .. 

4 ,. , l. . . . . ·~ "· I 
~ ·! f"'. : • L • f 
~ f ~;~; .. ,/;;t.) f":O-~{;.\ 
'"--:~ .. - ... .....r.-~···1;$0,.-:t.ni~J< ....... , 

( 1 • 2) 

-1 
qo~, 



[ -1 J b -2 Pa..,qp.. = - 0<-~ q.,._ 
Further '1: n: = {.11 ,,12 , •• ,~ 
operators on <I:n. 

[q~ 1 q~J = 0 , r,s= ~1 • (1.2a) 

is in End <t n, the set of all linear 

The class :R. is described in detail in sect. II. Here we only 
want to point out that the number 11 of elements of the set 'r: n 
is the same for ali the representations in $?. ; individual repre­
sentations differ only in the dimension n and in the form of 
operators .1r • 

The first limiting requirement reads: the restriction of any 
representation of osp(l ,4) to the subalgebra sp(4,~) is a finite 
direct sum of representations belonging to JG, i.e.,the even ge­
nerators of osp(l ,4) are given by 

X.k= t. S(j,k){q ,q-1 ,p )®T, (1.3a) 
J r=l r <A <><. <A r 

where the set ~N:= {T, •• ,~] C End <tN is a finite direct sum 
of sets 'Cn • 

The second limitation requires the odd generators to have 
the following form 

.... 
y = 

1 

y 

..-;-- 111 (l)(q q.:.l p )0A • 
L.. ··t. a ..:.• ~~, ' "' a s=l 

( 1 • 3b) 

where m(l) are again ordered poliynomials and A e- End a::N. How-
·~ a a 

ever, unlike the set ~· there are no a priori limitations impo­
sed on r A !. . ~ s 

Compatibility of these two requirements is examined in 
sect.III and is shown to be guaranteed at least for the class~ 

' we have chosen. Moreover, it appears that the polynomials J(~,k) 
uniquely determine ~via the commutation n:tations connecting 
even and odd elements of osp( I ,4)) the "l. s • and that the number 
V of operators As does not depend on N. On the basis of these 

results we further transform the relations of osp(1 1 4) and the 
conditions ESS and SCH to a system of conditions for the set 

fflN:= {T1 , •• ,T<!-l,AI, •• ,A 11 } • Each solution yields via Eqs. (1.3a-b) 
a representation .0. ( #<N) of osp (I , 4) that has the properties ESS 

and SCH. The conditions determining 1,KN are analyzed in sect.IV, 
the main results being: 
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(i) a solution exists if'f N is even, N~2; 

(ii) for a given N the solution depends on the eigenvalue ~ of 
the second-order Casimir operator of osp(l ,4), 'X. being·con­
fined to an interval :J( ~ C fl<. For a given ~~ 1<11 there is 
(up to a class of equivalence transformations) JUSt one 
solutiorrif ¥is even and j~st two solutions if~ is odd; 

(iii) there is a regular R € End <tN such that ..Q {RmNR-1 ) if re­
garded as a representation of the complexification B(0 1 2) 
of osp(t ,4) is a t-repreaentation w.r.t. the involution~ 
defined on the Racah basis (see sect.II) by 

~(Xjk):= -Xj~' ~(Y1 ):= -iY1 ; (1 1 4) 

( i v) the restriction il (c!MN) ~ sp( 4 1 TR.) equals direct sum of 
two, three or four representations from the class ~ if 
N=2,N=4 and N~6 1 respectively. 

I 

1.3 The above results represent the complete formal solution of 
the problem. The adjective "formal" ref'lec"ts the fact that the 
f'unctio·na ,r<;,k>, '12.(!)• as well as the canonical pairs p ... ,~ 
themselves, are not determined as linear operators on some speci­
fied Hilbert space 'df_.. Due to the CCR these operators have to be 
unbounded ·and hence the missing specification, besides defining 
~and the action of operators P- ~~on the vectors of~. must 

"" ~ N domain ~ C 'Je. ® <t of all the gene-
"" condi tiona of' invariance Xjk ~ c S,, 

also ·determine a common dense 
1\ "• "' 

~ators Xjk' Y1 such that the 
Y11s-C ~ hold. 

One can expect that there are several possibilities of' choo­
sing ).. with the required properties. Anyway at least one such ~ 
always exists: the dense linear manifold nl 3 >c L2

($l3) consider­
ed in /l/ lies in the intersection of domains of self-adjoint 

operators ~,Prof' the r-th coordinate and momentum, r=t,2,3, the 
operators q := Q I' D(3) 1 p := iP ~ n< 3> satisfy the CCR and 

( 3 ) r N r r r "" ,.. 
~ := D 0 <t is invariant w.r.t. Xjk' Y1 given by Eqs.(1.3~-b), 
irrespective of the form of' functions§,~ and operators T,A. 

Another, physically more interesting choice is based,on the 
fact that osp(t ,4) is isomorphic to the para-Bose algebra pB(2), 

This is imme~iatelyAobvious if one writes ak and bk' k=l ,2, 
instead of Yk and Y-k' respectively. Now one readily identifies 
the commutation relations connecting even and odd gPnPrators of 
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osp(1 ,4) with those o~ the pB(2) (cf. below Eqs.(2.1b-c)), the 
~k having the meaning o~ para-Bose annihilation operators and the ,.. 
bk of creation ones. One can then try to solve the equations 

~k~O = 0 , k=1,2 

for the "vaeuum· vector" ¢ 0• If a unique solution exists, the cor­
responding ~ormal representation become a fully specified repre­
sentation having cp

0 
as cyclic ·vector. This representation has 

the usual physical interpretation only if ~ is the adjoint of 
S:k,k=1,2. This is equivalent to requiri~ 'that the representation 
should be a t-representation of B(0,2) + • Our formal representa­
tions satisfy this requirement on the ~ormal level (see (iii) of 
the list o~ results); one may thus expect that the above construct­
ion will yield a class oft-representations of B(0,2). Detailed 
investigation of these questions and of related topics such as 
irreducibility, equivalence1 etc., which cannot be studied on the 
formal level, is in progress. Our preliminary results, as well as 
those of ref./7/obtained in a dif~erent ~ramework, confirm that 
the vacuum vector exists at least for ?everal lowest values of N. 
On the domain ~ generated by applying polynomials in ak, bk to cp O 
the formal expressions (1.3a-b)' become (up to inessential phase 
factors) symmetric operators and form an irreducible *-represen­
tation of the algebra pB(2) ~ B(0,2). 

II. PRELIMINARIES 

II.1 The LSA osp(1,4) has 14 generators Xok' k~;j, Yo, j,kE 
0 J 0 J 

~ := {-2,-1, 1,2}. The Xjk span the 10-d~mens~onal even subalgeb-
ra sp(4,1R). The basis of osp(1,4) we use is'an extension of the 
Racah basis of sp(4,~) /B~ With the help o~ six auxiliary quan­
ti ties Xk o, k <( j, defined by Xkj: = X ok the law of mul tiplicat-

;J ) 0 J 0 ion in osp(1,4 assumes the foliow~ng symmetr~c form: 

+}Let us recall that there is essentially only one involution on 
B(0,2) that corresponds to ita unique real form osp(1,4)/21. This 
involution· is defined,e.g.,by Eqs.(1;4) up to equivalence trans­
formations {},..<f.9<p- 1 generated by any automorphism Cf of B(0,2). 

4 

<1 

\ 
~ 

j 

l 

\ 

~ ~~I 

[xjk'xlm] = gjlxkm + gjmxkl + gklxjm + gkmXjl~ (2. 1 a) 

[xjk'Yl J = gjl yk + gkl y j , (2. 1 b) 

{Yj,YkJ = 2 xjk' (2. 1 c) 

where gjk:= ejsj+k , ej:= sgn(j). 

II.2 There are two independent Casimir operators K2 and K4 in 
the enveloping algebra of osp(1,4), the former being quadratic 
and the ·latter quartic 191. For the purposes o~ this study it is 
convenient to express them via Casimir operators c2 ,c4 o~ sp(4,~) 
and quadratic quantities 

V jk:= ~ [Yj, Yk] 

as fol]ows 

, Wok:= 2: f'_X. -lXlk + 3X 'k 
J lG~-l ;J, J 

K2 = c2 + 2<vt-1 + v2-2> 

1 2 
K4 = c4 - ~(K2-c2 ) - 15 c2 + 4 L c 0 EkV okw 0 k • 

jf:E:"j J J -J-
j>k 

The c2 and c4 are themselves simple ~unctions of Wjk 

c2 = 2(w1_ 1+ w2 _2 > , c4 = 2 .Ji;':! eje-kwjkw-j-k • 

J> k 

(2.2a) 
/ 

(2.2b) 

(2. 3) 

II.3 The starting point ~or constructing representations of 
osp(1 ,4) having the properties listed in sect.~.1 is a certain 
class ~ afrepre~entations of sp(4,~). These representations 
are infinite-dimensional and their complete speci~ication, which 
is in general a non-trivial problem of' functional analysis, is 
not necessary for what we are considering here (cf.sect.I.3). The 
following algebraic specification is sufficient for our purposes. 

Consider the complex associative algebra 8 of ordered po­
lynomials in qa<.,q:_1 ,p..,, Q\=1,2,3, in which ll!ultiflication is de~i­
ned with the help of ordering relations (1·.2) +. An involution 
~ H ,f* is defined on 2 t>y the usual extension o~ q! : = qoe; , 

t 
Po~, := -pel. , ol. =1,2,3. 

•"'+/, n 
llotice that ,::. 

Weyl algebra w6 

is the so-called ring of fractions / 10/ oi the 
defined by the set of monomials 
n, n2 n3 

ql q2 q3 • n,,n2,n3 a 0,1 , ••• 
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~: 3 can be realized aa the algebra of formal linear diffe­

rential operators / 11 /on some set C of sufficiently smooth funct­

ions on "JR. 3 ' ~os 

gcqo{,q;, ,P.._> 

Here Pjkl are given 
4' E C is given by 

~ ( -1 j k 1 
a .L- pjkl q~,q~ ) p1p2p3 

;J,k,l 

polynomials and the action of ! 

UC'I'])<x1 ,x2 ,x3): = .L P "k (x x-1) 'dj+k+l 
;J,k,l J 1 o<.' tA '\ _,_ , __ • 

- ax 

on any 

The involutionf~ k~·is realized as formal adjoint operation, 

i.e.,for any <f,!/lEC it holds 'fH'!'J- tpk"'[cp]= div;rt and 

iit = <<~Z 1 ,"12 ,"23> depends linearly on cp, <p and their derivatives. 

Let -.A:Jt :=S®End<tn i this is a complex associative al­n 
gebra on which involution can be introduced with the help of the 

standard hermitian conjugation "+" on End Q:. n 

(.f~T)~:= ~:t®T+ • 

The class $(. can be now algebraically specified as follows: :R. is 

the set of mappings xjk~ _f(xjk) a ~jk of sp(4, m_) into Jtn , 
n=1 ,2, •• given by 

-'\ . 2 
x-2-2 = 1q2 

A • 
x-1-2 = 1q1q2 

A 
xl-2 = p1q2 

"' lt2-2 

A 

x2-1 

A 

X11 

1 A .2 2 "- , 
q2p2+ ~' x-1-1 = 1.(q1+ q3) 'x1-1"' q1p1+q3p3+1 • 

( 1 -1) -1 ( ) . -1 
ql P2- ~q2 - q2 q3 q1p3- p1q3 -1.q2 q3e~ 

"( 2 2) , -2 A . ( 1 -1) 
-1 P1 + P3 +l.q3 e .1 I x21 "' -1pt Pe + ~2 + 

. -1 ( ) -1 . -1 -2 
1 q2 q1p3-p1q3 P3- q2 P3~h- 1 q1q2 q3 ®1 + 

1 -1 -1 [ 1 
~ q2 q3 4l) _llh I 

~22 = -ip~ -iq2
2 

(<qtpJ- Pt q3>
2

- .P. + 2Hqtp3- P1 q3> eh-

iq1q)
1

® [!..h]- (q~q)2-1 )01- ~Gil!) (2.4) 

and by the condition that [n,1,!J CEnd ~n is an irreducible set 

of hermitian operators satisfying [h,:!1 = o, 

[hl[!.h]J = ~ + 8 - 2!!2 
4_1, [1,[1.h]] = 2£1,h1· (2.5) 
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Theorem: Let s> be arey element of :R .Then 

(a) fis a homomorphism of sp(4,~) into .11::, i.e,,the~jk satis­

fy the relations (2. ra); 

(b) ~~k = -X"jk for· all j,k &'0 i 
(c) p maps both the independent Casimir operators of sp(4,~) 

to multiples of unity (Schureanity). 

E!£2f: The statements (a),(b) can be verified directly using the 

CCR. In the. same "Yf.BY one gets by substituting (2.4) into (2.3) 

fl(C2) = ~ ' f (C4) = t l + ~ ' (2.6) 

where~:= i[h,[l,h]J
2

- h
4
-[!,h]2+ (~+4lh2 • Further Eqs.(2.5) im­

ply ( .1.!:] = 0, [h.~] = [ 1,~] = [!:.~ J = 0, Now the set { h,!,~} is 

irreducible and hence ~ = w_!, ~= x.! • • 

II.4 The above specification of ~is implicit. For getting its 

explicit form we have solved the problem of finding all the ir­

reducible hermitian solutions to Eqs.(2.5). It is convenient to 

fntroduce . 

.Ys.= = [11h 1 + ~(~ + 8 - 41 - 2h
2

) • £ = :!:t • 
Then (2.5) implies 

[h,_yJ;: 2£_y£ I [ _!+ ,y _]: 4h( 2h
2 

-!': -8) I 

[.!I.Y£]= o I r~.hJ .. o • (2.7) 

One can easily verify that i !! 11 1.!} is an irreducible set of 

hermitian operators' satisfying (2.5) iff the set [h,y+,v_,!!_} 

is irreducible, fulfils (2.7), ht.! are hermitian and y!= -y_( 

The complete solution of the problem is described as fol­

lows. For n:1,2, •• consider the sets 

10 (2),_( £i<. 
L..n ·-z(-l,O)U(O,l) 

re<l).-f~~~.. 
n • - ( 2 ( n- 1 ) 2-8 

1 
+ oo ) 

n=l 

n=2 ,3 1 •• 

Let h(l~),r=1 ,2, be the hermitian operator on ~n with non-dege-

nerate eigenvalues 

;,.(~)(t):•2k-1-n+(r-1){; k=1,2, .. 1n i l"E f~2 ) (2.8a) 

and t'-P(~) [k=l .. 1n }c <tn be a fixed set of orthonormal vectors 

satisfying h<rttliP~r)= .;,.<~tt)~~). Define for each t-' E E~r)the 
operators .Y~r1D,~~r>(r)EEnd ~n by 
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v(r) (f) \f(r) := 0 
-+ n ' 1 

:!.~r) ('t) 'f~r) := 2 (k(n-k)~r) ct>) ~ r/J {r) ik+1' k=l , •• ,n'-1 

.Y'.:) (t): = -(:!.':) (t) )* (2.8b) 
2 2 

( ) { 4+10-n +(2k-n) 
llk.r (t) := 2 2 

n -(2k-n-2t) 

with r=1 

r=2 • 
Further let 

:fr<n,t):= [h(r)(t>,:f.'{>cn, w:x-InJ, w1:=r, 1t2:=2r2+2n2-1o, 

J{r(n,t):= t[h<r>cn]r, [:!.~><nts' r==1,2, (2.9) 

where [.!:] r denotes the matrix of any given .!: ~End cr.n w.r.t the 

basis Sob(r) ltJ(r)} 
"tT1 t••t TD • 

Proposition: oo 2 
(a) Each element of the set !J:= n~1 r~ffr(n,t' >!'t.<: 't'~r)} is 

I 

an irreducible solution. of Eqs.(2.7) fUlfill.ing 

h* = h, w*= w, v* = -v • (+) - - - -e -e. 
(b) Any two elements of ~ are non-equivalenyt. 
(c) Any irreducible solution of Eqs.(2.7) which satisfies (+) 

is equivalent to some element of :f • 

.~: Assertiqn (a) can be verified directly and the validity 
of (b) is based on the follJowing obvious statement: two elements 
~ ~ n s • , , • l ,.m co · 
~h 1.Y+o.Y_,wJnJCEnd <t 1 dh.Y+ 1y_,w lroJ C End\J. of J are equJ.-
valent iff n=m, Tr h = Tr h' ~nd w = w'. The proof of (c) will 

be given elsewhere. ~ 

~: Let 9r be the element of {R. that is obtained by sub­
stituting 1r into Eqs.(2.4). Then•the Casimir operators Pr(C2), 
fr(c

4
) (see (2.6)) can be expressed via n and wr ( w1 := tj , 

w2 := 2~ +2n2-1o ) as follows: .fJr(c2 ) = wr , 1:" = t,e 
1 2 2 2 p1<c

4
>= 4 w1+(n -1)(w1+9-n) , 

) - 1 2 2 2 . 2 P2<c4 - ·2 w2 + 2w2(2-n )+4(n -1) (n -4) 
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III. REDUCTION OF THE PROBLEM TO "MATRIX LEVEL" 

III.1 The restrictions formulated in sect.I.2 and the specifica­
tion of the class ~ given in sect.II.3-4 determine almost com­
pletely 'the formal operators xjkE::fl:- that represent the even gene­
rators of osp(1,4). They are given by Eqs.(2.4) in which the set 
f,h,}.,,!! ~ is replaced by some (finit~) direct sum of elements 
fhs ,}_

8 
,_!!

8
! belonging to the set ff' ( see proposition II. 4) and 

there only remains to specify which elements of 9' enter the di-
"' rect sum. Ac~ordingly, the Xjk will be briefly written as 

A -" 
Xjk = xjk(H,T,W) {H,T,W}= ~fhs•..!:s•!:sr· 

s 
(3. 1) 

As to the odd generators, Eq.(1.3b) states that they also 
have to be represented by elements ofJt. This requirement toget­

~ 

her with (3.1) determines uniquely the dependence of Y1 qn p,q. 
A 

Proposition: Let 

[

A A ~ 

Xjk'Y-2} = Sj,-2 yk + 

are satisfied by Y1E.:fl: iff' 

/\. 

= € q2~A , Y_ 1 = E'(q1 ®A -iq
3

0 [H,A] ) 1 E := exp(i7l!f4) 
A 

Y_2 

-i(:(p181A -ip3 ~[H,A]+ ~q)
1~([T 1 H],A]), 

-i€(P2®A +iq21 (q1p3- p1 q3)®[H,A] - ~1q21 q;1€1[T,H] ,AJ 

"' y1 = 
A. 
y2 = 

iq210[W,A] (3.2) 

and [T,A] = 0 • (3.3a) 

The proof can be performed in the same way as in 111 (proposition 
4.2); however, now a stronger and more general assertion ia ob­

tained. 

III.2 ByEqs. (3.1-2) a mapping .fl. of osp(1,4) into Jb is defi­
ned. According to what has been said in sect.I, the following 

conditions are imposed on I.l : 
(fl_ 1) .Q.. is a homomorphism of oap( 1 ,4) into .it ,i.e.,x .k:=.O...(X .k) 
~ ~ ~ 
Y

1
:=Jl.L<Y

1
) satisfy the relations (2.1); 

"-* A (.0.2) Xjk = - Xjk for all j,k e-~ (ESS property) ; 

(!1..3) .()...(IS!) =ati, .0..(K
4

) =~I, ~at!E ([. (SCH property). 
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As the dependence of JLon, q~,p~ is fixed and there is a 
one-to-one correspondence of ..0.. s and systems 1.K.: = {A, H, T, W J C 
End~N, the (Jl1-3) can be reformulated to conditions for A,H,T,W, 

Some of them ~ave just been established: requiring that H,T,W 
should be hermitian is clearly equivalent to (!L2) and Eqs.(2.5) 
(].Ja) are equivalent to a subset of relations (2.1)(see proposit­
ion III.1). Two further equivalences can easily be verified: 

,.., " .... 2 tY_ 2 ,Y_2 1 = 2X_2_2 <-> A = I (3.3b) 

[X2_1 ,Y_1] = 0 <='> [H, [H,A]] = A • (3 • Jc) 

This is all we need for the reformulation of conditions 
(.Q1 )-~.0..3) in terms of operators A,H,T,Vl which is given in the 

next theorem, 

III.] Theorem: The mapping D.. =.QJK.(.) of osp(1 ,4) into .fl rela­
ted tom:= tA,H,T,W~ c.End<CN according to Eqs.(3.1-2),i.e., 

,..... 

x-2-2 
. 2 "' . A "' 1 
1 q2, x-1-2 = 1 q1q2, x1-2 =·p1q2, x2-2 = q2p2+ 2• 

A • 2 2 A 

x-1-1 = l(q1 + q3), x1-1 = q1p1+ q3pJ+ 1, 

A ( 1 -1) -1 . . -1 H 
x2-1 = q1. P2- ~2 - q2 q3J2 - 1q2 qJ® 

,..... . 2 2 . -2 x 11 = -l(p1 + p3) +1q
3

®T, 

A . ( 1-1) .-1(. 
x21'"' -lp1 P2+ ~q2 +1 q2 J2P3+ 

" . 2 . -2( .2 15 +2 . · -e.H 
x22 = - 1 P2 -lq2 J2- ~ 1 J2~ 

r\ A 

1 
~0W), 

. I' -2 i -1 
lPJIS ' -q1 qJ ~T - ~q3 \?jV) I 

. -1 ( 2 -2 -lq1q3 ®V+ 1-q1q3 )®T-

Y_ 2,=Eq2®A, Y_1 =E(q 1SA-iq3®B), 

" • ( , A . i -1 ) Y1 = -1E p 1 ~ -l.PJ®B + ~q]®Z , 

" . ( . -1 . i -1 -1 1 -1 "'> Y
2 

= -1€- p
2

®A +1q
2 

;:J 2 ®B- ~ q 1q2 q 3 QZ- ~2 0z , 

with j
2

:= q,_p
3
-p1q3 , E := exp(i'llt/4) 

V:=[T,!{], B:=[H,A], z:=f[T,H),A], z:= ~[w,A], (J.Jd) 

has the following properties: 

(a) fL is a homomorphism 'of osp{1 ,4) into it iff 
(-m_1) [V,H}= 4T .-8 -W +2H2 , [V,T]= -4HT -2V, [Vi,H] = O, 
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(b) 

(c) 

[T,AJ=O, [}I,B]=A, A2 

J)_ has the ESS property iff 

(~2) H+= H, T+= T, W+= W 

.0. is Schurean if 

(*3) ~ is irreducible. 

I • 

v 

(d) The Casimir operators given by Eqs.(2.2) become 
A. • ~ 

K2 :iL#t(K2) = W-BZ+AZ+J, (3.4) 

K' =r. <:K>=K< 1 >+K'< 2 > 
·4 -.l.l.~ 4 4 4 

K~ 1 >:=fL~(C4- ~(K2-C2) 2-15C2) 4H2T+4T2-V
2

+4HV+ ~K~ + 

,..., A /\ A 

(AZ-BZ)(2T-K2+4) - (2K2+2)T-7K2+ 12 {].5a) 

K~2 > := 4D.~ < 2: e .r..kv .kw . k> = AB{4HT+Zz)-2(BZ+AZ)T + 
j,k,~ ;) J -;J-

j> k 
- .,..... - .,... A (AZ+ZZ-2AB-2BZ)H+(]AB-AZ-BZ)V+AZ(K2-2)+14T-BZ-

JK2-22 • <J.5bl 

!I.Q.g!: (a,b,d) The equivalences (<!Kj)~ (lL.),j=1,2, canbe.{re­

rified directly. In principle one could obtatn in this way also 
"' ·"" the formulae for K

2 
and K

4
,_ however, this would be an enormous 

calculation and'we have used another approach that will be de­

scribed elsewhere (see also tqe Appendix). 
l'o A A 

(c) Let KG dt commute with all the X 'k'yl (in narticular 
"' /\. ;) the operators K

2 
and K

4 
have this property). One easily finds 

that the six conditions 

cxjk'I<]=o, k=-2,-1, jE~ • k6.j~\kl 

are equivalent to 

[q,,}1= [Pc~.,'KJ= o, c~.= 1,2,3, 

"' which is further equi valllpt to K = I® K. Then 

[2'
2
_"£1= o ~ CH,xJ = o, cx, 1 .~l= o ~cT,K1= o 

[x22 ,~]= Ot\[H,K]= 0(\ [T,K} = 0 ~ ~W,Kl = 0 

and finally ['Y_
2
,£}= 0 ~ [A,K] = o. If 'di\.. is irreducible, then 

A, ""-· /C' 
by Schur lemma K = '4ti, ~ G -.. • II 
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... 

We shall denote 

f..-:= f.Q :;.Q.lt(.) \ ;}K satisfies (~K.l )-(8\:.3)} 

r: o: = t. a'" r 1 A*= A J . c 3. 6, 

From the formulae for 'Y
1 

one finds that o_~e0 ·iff Q is a a-re­
presentation of 8(0,2) w.r.t· the involution (1.4). 

~: Notice that (~)),is not equivalent to (f.L3): if, 
e.g.1#l'= ~ G>1tt.., where ~ fulfils ('dK_1 )-(~3), then ~'is 
reducible and yet .fL ~ is Schurean. Thus the set e does 
not contain all the representations specified by (fl1)-(!L3). 
On the other hand, the representations out of C:. are probably 
of little interest because one can exp~ct them reducibl~; how­
ever this question cannot be solved on the present formal level 
(see the discussion in sec~.I.3). 

IV. ANALYSIS OF THE CONDITIONS (~1)- (~3) 

IV.1 In this section the following problem is solved: for a gi­
ven positive integer N find all the mutually nonequiv~lent sy­
stems [A,H,T,W} C.End <C.JI fulfilling th~~ conditions (M(1 )-Cm3). 

'It is convenient to reformulate the problem by passing 
from A,T (and auxiliary operators B~~,A], V~[T,H] ) to 

AE.:= ~(A'+ EB), Vg:= V + ~(W +8 -4T -2H2), E= :1 (4.1) 

(cf. sect.II.4). The inverse transformation reads . 
A=~ A£ , B=feAE. , T= t(W+8-2H

2
- ftV£), V= ~~ Vt. (4.2) 

~: 1. I:f the eet [A,H,T,W} fulfills (nt1 )- (~3), 'then 
(a) there is a real ~ such that the operators At,H,V± sa­

tisfy 

fAe,A"l.l=f£+'1-' [H,At]= E.AE., [ve,A£]= o,[H,V1J = 
[v +' V _]:: 4H( 2H2 -W-:)t -4), [vf., [VE ,A _£11 = BeA€. VE. 

with W:=~ eAEV-f.AE + 2 pAE.A-e.H 

(b) the set f.A±,H, v,tJ is irreducible and 

(c) has the following ".tar" property 

-* * "'* "'-' v;= -V , H = H W = W • 
.. -f. ' 
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(4.3) 

(4.3a) 

(4.4) 

( 
I 

i 
.I 
I 

' 
~ 

ij. 
l 
I 

Proof: 

2. If the' set {A±,H,Vz} is irreducible, satisfies (4.3) 
for some ~E; /R and has the star propertie-s (4.4), then 
fA,H,T,W}, W~= W+iilt-4, where A,T,W are given by (4.2) and 
(4.3a), fulfHs (~1)-(-;!K,)). 

l.(a) The first four of relations (4.3) and the equality 

[v+,v_] =· 4H( 2H2-W-8) (t.) 

follow directly from (~1) and the definitions (4.1). According 
/\ A I 

to (~3) there is a complex 3t such that K2 =at.I ; from (3.4) 
one thea has 

W = ~ - 3+BZ-AZ (4.5a) 

By using the relations (~1) one gets 

Z: ~W,A} = [B,V] +2BH+A 

and the first and third of (4.3) now yield 

W = de.-4+ p:AE. V:...£Af. + 2~ eAEA-e.H • (4.5b) 

By substituting into (E) the fifth of (4.3) is obtained. For get-

ting the 
ved part 

Then 

last'relation one first derives from (4.5b) 
of (4.3) 

[W,A!]:= 2Ae+ t:G'VI:,A-£}+4eAEH, [w,veJ::; 0. 
... p . ..l 

and just pro-

[vE. ,[V,;: ,A_E]] = [v<:, e[w ,AE] -2£A& -4Ae:,ll} = SeAF.VE. • 

For proving ~E~consider the minimal eigenvalue of H. In view of 
(~2) this is a real number, say ~ 0 • Thus there is some non-zero 
l/' O €- ([.N fulfilling H C/Jo= J. O tp o• Now [H ,Ac:J = E.Ae implies that 
!p 

1
: = A+ 1/J 

0 
is an eigenvector of H, the corresponding eigenvalue 

being J. 
0

+1) or (? 1=0. For A_ 'fo we always get A_ ti'o = 0 because 
othe1-wiee .>....

0 
is not minimal. If <f1;! o, then [n,vJ= -2V_ yields 

V_l./' 1= O, i.e.,always V_A+!f'O = O. Then 

AE. v_EAE tp0 = o, AEA-t. </' 0= b'e+1 tp0 , £'= !1 

and substituting into (4.5b) gives 

w tfJo = ('X--4 > <{'o-2..J..o lfl o • 
Thus l/J 

0 
is an eigenvector of the hermitian operator W and ae .;...0 

is real so is ~ • 

(b) Eq~.(4.1 1 2,5b) show that A,H,T,W are polynomial functions of 

Az,H,V! and vice versa. Hence £A,H,T,wj is irreducible iff 

tA: 1 H,V:~ is so. 
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(c) (~ 2) implies V*= -V which ~ives v: = -V-E. • Further w*=W 
and 'X.€ 1R imply W * = W • 

2 l "' 2 2. The relations A =1, [H,B] =A, [H, v] = W+ ~+4-4T-2H 
immediately follow from (4.2,3). The remaining of (ili(1), i.e,, 

[H,W] =o, [T,A]=o can be verified by using the following auxi­

liarY' relations that can be derived from the "basic" ones (4.3): 

tzE.'A"'.!=O, [W,Ar_]= 2At.+t'Zt:+4r.AE.H' [H,Zf.]=t.Zf. ,[VE.,W]=O -:-) 
where Z£.: = [VE ,A _f.] • 

Verifying (-at\.2) and (~3) is elementary (see also (b) of the 
first part of the proof). II 

IV.2 The above lemma makes possible the following reformulation 
of the problem presented in the beginnig of this section: 

( i) For a given positive integer N find j;Nc 1R such that 11..e:k.H 
iL'f an irreducible set {A±,H'V±}CEnd <tN exists that satis-

Each 
(for 

1
( ii) 

fies the relations (4.3) and has the star properties (4.4~. 

such set will be denoted ~at~tA:t,H,V:I:1.tand called "solution" 
the given ~ E; :1C N). 

For each ~ElCN find all the mutually non-equivalent solutions. 

To each solution 1{~ corresponds just one ESS Schurean repre­

sentation.Gm_(.) .::D.iK~(.) of osp(1,4) (see theorem III.J), the 

sets 1t8t and ;fK being uniquely assigned to each other by Eqs. (4. 1 l, 
(4.2) and by the condition that ~ is the value of the second-or­
der Casimir operator K2 (cf.Eq.(4.5a)):.Q.iltl..(~) =~. 

Tha following theorem gives the complete solution to this pro­

blem. We present it here without proof which is rather bulky and 
can be round in the second part of this paper. 

Theorem: 

(a) If N is odd, then J{N = Ill, i.e., no solution exists. 

(b) If N=4M, M=1,2, •• , then XN = (2M(l\l-1)-4, +CIO) and for each 
~~Jr5 there is just one solution. 

(c) If N=41l-2, M=1.2, •• , <..hen 

-:J<. 2= [- ~,+co), ';KN= [2M(M-1 )- ¥, 2M(M-1 )-4) M=2 ,3 ••• 

The solution for a given ~e-:JCN depends on a real parameter rJ. 

+)For getting [v£ ,'w J = 0 two additional "intermediate" relations 

have been derived: z 2=-4c(V +A z ) A Cv z ]= -4eA z ( 1+ E: H) 
E. '- E. e E. ' £. c. ' -e e. £: • 
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that is related to ge by ?e.= C..J-2-9)/2 + 2M(M-1), For 

2f. = 2M(M-1 )-9/2 there is just one solution (~ =0), where­

•as for ali the other values ~~JLN there are just two non­
equivalent solutions ( '19- = ! ~ 2Qf +9-4M(M-1) ) • 

(d) Let n=1 ,2, •• , 9t.& ~2n andfAt,H,V±}~CEnd a:2n be a solution. 

Th~n a regular RD G End~2n exists such that the operators 
(D) (D) (D) ~(D) . (D) -1 _ ~ +) 

A:t ,H , V.z ,w defJ.ned by Q := RDQRD , Q-A:t,H, V:I:,W 
have the fol]owimg properties: 

(i) The set f/J(D):= fH(Dl,viDl,w(Dlj, W(D):=W(D)+<Je-4, is 

reduced by four mutual]y orthogonal projections F~) 
onto subspaces V"("lc a:2n, dim 11"(<) = !'\,( , n

1 
: =E(n/2+1), 

n2 :=E(~), n3 :=E(~), n
4

:=E(n/2) *;such that 

4 
~pl«l= I 

o(=l 2n 

(ii) (complete description of H(D) ,viD) w(D)) 

If net> 0, then the restriction- J>1D) := P (Djr;-foJis ir­

reducible and 

w(D)~V'(<:~.) = (w +'dt-4) I , (4.6) 
"'- nol 

~here""' n ~ ~ (4llt..+20-n2 ) 1 {~. n=2 ,4, •• 
w1= -w2=fo:={ ' w3=-w4=f1 :={ 

n-~ n+l9> ••• n=1 ,3, .• 
Further an orthonormal basis C« C 'fl(c~.) exists such that 

the matrices of operators H~,_Dl := H(D)f''(t'(d..) ,.cviD)) := 
(D) (o~) - d 

V± ~~ w.r.t. Ed. satisfy 

f[ (D)] [ (D) JLfJ{1 (n,Pwol+af-4) ••• n=2,4, •• 
Hot • (V;!; ~ s- u 1 a. E(o(/2) _ 

"'2 ( nol , ~( v· - ( -1 ) ) • • n-1 , 3, •• 

the sets~ bei~g given by Eq.(2.9). 

(iii) A(D} = (A(D))* • 
' - + 

(iv) (complete description of AlD)) 

(4.7) 

Let A ( ~~ ) be the operator from 'ft(~) to 1/{cl.) that is 

obtained by restricting i~fot1 ' F(ot) AiD)F(~) to 1f(~). 

+)w is the polynomial (4.3a). 

*) 
The function E:Ik-+Z.: {0,:!:1 ,:!:2, •• ] is defined by 

E(x):= sup{n!ne:l, n!=x}. 
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Then A(~~)= A(oc+2 •~+2 )= 0, «,~=1,2 and for the rema1n1ng 

eight pairs (~.~) the matrices of A(d,0) w.r.t. the bases 

introduced in (ii) have tfie following elements a~~·~>, 
1 f k f not , 1 ~ 1 ~ n(3 : 

(13)_ r ~ 
akl - 0 1+1-k 21 ( f1- 'Z:l) 

( 1 4 ) - (' . r::::-::;:-
hl --Ol+1-kiJ 21-z:1, 

(23)_ c v 
8 kl - 0 1-k ( fo-2l) ( t:" 1-1:1 > ' a~i4)= -S1-k V 'f-o-21)'S_ ' 

(31 >- c- ~ (32L (' r 
8 kl - 0 1-k ( ~o+2-21 ) 'C' 1 • ak1 - -o1 +1-k\/ 21'S. +1 • 

<41 >- s ~ C42l );' .r 
ak1 - 1-k <(Ao+2- 21 Hf1-'1:"1) • 8 kl - -J.+1-k ~ 21 (("1-'S. +1) • 

where ~1 := 21-1+~1 -~0)/2, 

~orollar~: The representation lLil(~ is a *-representation of 
B(0,2), 

~~: The statement (d) can be expressed in terms of classes ~, 
eo (see Eq,(3,6)): to any.fl~~E t:_ there is a regulazrR such 

that ..0. RK,f-1 E e O' Thus the classes e , t 0 are equal up to equi­

valence transformations .Kx_ ~ R"d<.:~e. R-1 , In' this context ft should be 
emphasized that, in view of the star properties (4.4) 1 not each 

regular R leaves ~ invariant, i.e.,transforms any solu~i~n-~~ 
again to a solution. If RD is the regular oper~tor such that 

.().R tf. R-1 E e 0 , then, using the conditions (4.4), one sees that 
D n D 

R~ae_R- 1 is a solution· iff S~= RDR*RRj;1 commutes with each element 
of the set j>(D), Now this set equals direct sum of four irredu~ 
cible sets tH~) ,ftriD)) ,W~)+~-4}, where W~D)= w.,..I • Thus the 

\.'- "" no< 
~blacks" s<«~): = F(·llsFC(l) satisfy <W ... ..W(!)S(<X@),.o. It may hap-

pen that 'W.~.= w~ ford.#-@: Eq,(4.6) shows that this occurs for 

Ni=4M iff lit= 2M2-5,Ic~-(?>\=2 and for n=4M-2 iff~=O,lo{-(3!=2. In 
all such cases the condition [HCD>,s] =0 implies s<o!p)= 0-

this can be verified by using Eq,(4.7) and the explicit form 
(2.8a) of H(D). Thus s(d.(i),.6' "'s(ot«~ and, by taking into account 

Cl(-.... 

irreducibility of fH~) ,cviD>).._,'VfiD>J and the fact that Sis equi­

valent to.the regular positive operator R*R, one finally gets 
4 

S = E!3 ad. In , sot';> 0 • 
<(=1 

Hence for a given solution ~Ill C EndCL N the set R ii{.Q(.R-
1 

is solution 

iff there are positive s 1 , •• ,s4 such that 
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* -1 4 R R = RD EB sot! RD • 
o(=1 n..._ 

Similarly, irreducibility of ~df. implies: if -Jl~cEnd <I:N is a solu­

tion such that fl~:lt. E- E 0 , then!l RX~R-16 f:: 0 iff R*= cR-
1

, c >O. 

APPENDIX 

The following lemma is very useful for verifying assertion (a) of 

theorem III.3 and also if one wants to check that Eqs.(3.4,5) are 
..... " correct: commutativity of K2 , K4 with A,H,'r,w is obviously a ne-

cessary condition. 

~: If. the set~: fA,H,T,W} satisfies the conditions (~1), 
then the extended set !fK :.=1H.UtV,B,z,z} fulfils the following 

relations +): 

[T,H]= 

[v,T]= 

V1 [v,H] = 4T-W-8+2H2 , [w,H] 

-4HT-2V 1 [w,T] = O, [w,v] = O, 

o, 
(A,t) 

(H,A1= B, 

[T,A]= o, 

[v,A}= z, 

[v,zi= 

[w,A]= 

[H,B]= A, [H,.Z] = Z-A-2BH, [H,Z J = Z+B+2AH, 

[T,B)= z, [T,Z] = 2Z+4BT, [T,ZJ= O, 

[v,B}= A-Z+2BH, [v,zj= 2(A-'Z)+2(BV-ZH)+4(BH-AT), 

3Z+4BT+2AV1 

2Z, [w,B]= 2(Z+B)+4AH, [w ,z] = 6Z+8BT+4AV 1 

(w,zJ= 8Z+26A+4(AW+ZH-BV)-8(AT+BH), 

{A,A}= 2, {B,A}= o, fz,A}= 0 1 tZ,A} = O, 

{H,B3= -2, [z,B3= O, tz,B!= -4H-2AB, 

{z,z}= 8T-4BZ, {z,z}= -4V-2AZ, 

tz,zJ= -30+8T-4W+4(BZ-AZ). 

(A.2) 

(A.3) 

~: Most of these relations are obtained directly from the ba­

sic ones (~1) and definitions (3.3d) with the help of the Jacobi 

identity and/or of its generalized form 

{K1[L,M)J = (L,{M,K}J + tM,[K,L1}. 

E.g. (T,B]= [T,[H 1A1J = -[H,(A,T]]- (A,[T,H]J = [v,A] = z, 

{A,B}= {A, [H,AJ} = [H, fA,AlJ+ fA, [A,H]} = - fA,B) 

+) For the aake of completeness the definitions (3.3d) as well as 

the relations (~1) are repeated. 
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In some cases one has to calculate two commutators simultaneous­
ly. As an illustration ~onsider [z,H]. The ~ubstitution Z= [v,Aj 
gives 

[z,H'] = -[[A,H],v] -[[H,V],A] = [B,V]- rw,A] + 2[H2 ,A] 

= [B,v]- 2Z + 2A + 4BH. 
On the other hand, by using [T,B} = Z, we get 

[z,H] = -[[B,H],T)- [[H,T],Bl = [A,T] + [v,B] 

Hence (z,Hj = [v,B1 =A+ 2BH- z . B 
[v,B] • 

The lemma can help in calculations in which polynomial fUn-, 
ct.ions of operators A,H,T,W occur. In· yiew of relations (;U{.1) not 
all elements of the tensor algebra Jt(~) generated by A,H,T,W 
are independent and it is important to pass to a :factor algebra 
with independent elements. Performing such a factorization is 
difficult in the :framework of dt(~) since the relations (~1), 
if written in terms of A,H,T,W only, are complicated (double 
commutators)·. On the other hand, the structure of (A.l-3) is 
much simpler: after introducing ordering in fit by A-< B-< Z-<. Z-< H-< 
T-<V-<W, one sees that (A.1-3) automatically guarantee that amy 
polynomial function of A,B, •• ,W'of the second order can be 
"brought to the ordered form",i.e., expressed as a linear combi­
nation of ordered polynomials of at most second order. 

One can thus try to :factorize the tensor algebra Jt(~) 
along its ideal~ generated by the relations (A.1-3) and cheek 
whether in Jt(~)/~ a basis formed by ordered polynomials 
exists ( this would be 1 e.g. 1 the case if the Poincare-Birkhoff­

·Witt theorem applies). Up to now we have not solved this ques­
tion; we only can add that using (A.l-3) we were able• to bring 
to the ordered form all the polynomials up to the fourth order 

\ ... "' that occurred in calculating K2 and K
4 

• 

Finally, we want to draw attention to the almost superal­
gebraic structure of (A.1-3) with A,B,Z,Z odd and H,T,V,W even 
elements, the only difference from the usual LSA being that the 
r.h.s are quadratic (ordered) polyno~ials in generators. 
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nocTpOeHO AByxnapaMeTpH4eCKOe ceMeHCTBO 6ecKOHe4HOMepHb1X wyposCKH-HenpH­
BOAHMWX npeACTBB/IeHHH cynepanre6pbl nH osp(1,4). 3TH npeACTBB/IeHHII BbiBeAeHbl 4HC­
TO anre6paH4eCKHM nyTeM. feHepaTOPbl BblpaJKaOTCII npH nOMOUIH TeH30PHbiX npoH3Be­
AeHHH MaTPHII 211x 211 H nO/IHHOMOB B AeBIITH HeKOMMYTHPYIOIIIHX nepeMeHHbiX p j , q . , 
q-l, j • 1,2,3, rAe Pj, llj YAOB/IeTBOPIIOT KaHOHH4eCKHM KOMMyTBIIHOHHbiM COO~­
H~eHHIIM. noMHMO AHCKpeTHOrO napaMeTpa D, npeACTaB/IeHHII X8paKTepH3yQTCII 
B~eCTBeHHbiM HenpepbiBHbiM napaMeTpoM, KOTOPbiH 118/llleTCII Co6CTBeHHbiM 3Ha4eHHeM 
onepaTOp8 Ka3HMHP8 BTOporo nOPIIAKa. 4eTHWe reHepBTOPW npeACTaB/IeHW KOCOCHM­
MeTpH4eCKHM o6pa30M. noKa38HO, 4TO 3TO CBOHCTBO B/le4eT 38 Co60H TO, 4TO KB*­
AOe npeACTaB/IeHHe H3 onHCaHHOrO CeMeHCTBa 3KBHB811eHTHO npeACTasneHHQ napa-
003eBCKOH 811re6pw p8(2) CO ClleAYIOIIIHM CllH3H4eCKHM 11CBOHCTBOM conpiiJKeHHII11 : one­
PBTOPW poJKAeHHII H YHH4TO*eHHII B3aHMHO COnpiiJKeHw. 

Pa6oTa awnonHeHa a na6opaTOPHH TeopeTH4eCKOH CIIH3HKH OHRH. 

Cooe.eHMe 06~HeHMOrO MHCTMTYTB IIAePHWX MCC/IeAOaBHMH. AY6Ha 1982 

Bed ncH' H. et a 1 • E 2-82-771 
Representations of osp(1,4)i n Terms of Three Boson Pairs 
and Matrices of Arbitrary Even Order. Description of the Method 

Two-parameter family of I nfi ni te-dimensional Schur-i rreducible represen­
tations of the Lie superalgebra osp(1,4) is presented. The representations are 
derived in a purely algebraic way. The generators are represented In terms of 
tensor products of matrices 2n b) 211 and polynomial functions of nine non­
conwnurlng variables PJ• lli• qj ,j•1,2,3, the Pi, llj satisfying the ·cano­
nlcal conwnutatlon relations. Besides the discrete parameter n, the repre­
sentatt"ons are labelled by a contl nuous real parameter - the eigenvalue of 
the second-order Casimir operator. The even generators are represented skew­
symmetrically and this property is shown to imply that each of the represen­
tations In the family is equivalent to a representation of the para-Bose 
algebra p8(2) having the physical "star properties": the creation and annihi­
lation operators are adjoint to each other. 

The investigation has been performed at the Laboratory of Theoretica l 
Physics, JlNR. 
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