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§l. INTRODUCTION 

In the last years the idea to interprete the inverse scat­
tering method (ISM, see refs.ll-4/ ) as a generalized Fourier 
transform151 has been further developed and validified 16"131 • 

The role of the generalized exponent is played by the "squared" 
solutions l~(x, A)l of the auxiliary linear problem 
L(A) t/J(x;·A) =0. Naturally there also appears the operator A, for 

which the elements of IW (x, A) I are eigenfunctions. 
An important property of (lJI(x,A)l,which ensures the appli­

cability of the ISM is its completeness, first formulated in 
ref. 161 and proved in ref. 181 for the Zakharov-Shabat system 

L(A) = iu .A_ + Q(x)- A . The detailed considerations in 
3 dx 

refs .17·9, 18/ showed, that the set of independent scattering 
data 5 of the problem L(.\.) and their variations 85 appear as 
coefficients in the expansions of the potential Q(~ and 
u3 8Q(x) , respectively, over the system !Wl.Starting from these 
expansions one is able to reproduce in a uniform way most of 
the important results for the nonlinear evolution equations 
(NLEE), including: i) the description of the class of NLEE thro­
ugh the operator A161

; ii) their Hamiltonian nature and complete 
integrability 1 14~in proving this it is convenient to make use 
of the compact expressions for the conservation lows and their 
variations through the operator A 1181 ; iii) the hierarchies 
of Hamiltonian structures, generated by the same operator A1151; 
iv) the explicit calculation of the action-angle variables/7,8,13( 

The method of derivation of the comyleteness relation for 
the system (lJI(X,A)I propozed in ref. 18 has been applied also 
for other choices of L(A), see refs. /l0-12, 16,! 7/; the same me­
thod is used in the present paper also. For a number of problems 
L(A) the operators A are known explicitly and have been used 
for the investigation of the corresponding classes of NLEE, see 
refs. /fi,lS-24/, Thus one may conjecture, that: i) the above­
mentioned interpretation of the ISH as a Fourier transform is 
a general one and may be applied to a large class of problems 
L(,\); ii)* for each L(A) one may construct an operator A, 
generating all the important quantities of the NLEE. 

*This has been-c-onjectured earlier in ref. 1201 • 
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Let us briefly discuss the Hamiltonian properties of the 
NLEE; for concretene.ss let us choose L(/1.) as a 2x2 matrix poly­
nomial bundle of general form: 

L (A) ljJ (x, ,\) 
d N 

[ia
3

- + U(x, t, ,\) - A ]lfr (x,A) "' 0 
dx 

N k 
k uk (x),\ , 

k=O 

( 1 • 1) 

U(x, t,,\) == lim U (x, t, A) = 0. 
X->± oo 

The ISM applied to L(A) ( 1. 1) allows one to solve a whole class 
of NLEE for the set of potentials I U k I * . If they allow 
Hamiltonian interpretation, then the phase space 1 should be 
parametrized by the independent elements of the potentials 
I uk I ,in L(,\). As a Hamiltonian H it is natural to choose a~ 
appropriate linear combination of the motion invariants o<m 
of the NLEE1 w~ich can be constructed by the known methods 
(see refs. 1'4 ) from L(A). Lastly, one should define a symplec­
tic form 0 o on 5 such that the Hamiltonian equations of motion 
defined by (00 ,H) coincide with the corresponding NLEE. For 
a number of important particular choices of L(,\) the explicit 
form of 0 0 and the global action-angle variables are well known, 
see the review paper by L.D.Faddeev in ref.181, p. 339. Using 
the completeness relation of the system (IJI (x, :,\)I it• is easy 
to prove the exis_tence of a hierarchy of symplectic forms nm, 
m =_!I , +2, . . . on ~, pai rwize consistent with 0 0 and between them­
selves/To/ and to construct their mutual Lagrange manifold m rto,18,171,' 

A general approach** for the investigation of the Hamiltonian 
structure of the NLEE is known, based on the central extension 
of Lie algebras /26-2S/. In our case for L(A) (I. I) the scheme 
starts by considering the Lie algebra ~ of smooth 2x2 matrix­
valued functions Uk(x), vanishing fast enough when ... x-+ ± ""· Studying 
an appropriate central extension of the algebra ~ = (1 + $ (1 -· it 
is possible to write down the Lax representation of the NLEE in 
explicitly Hamiltonian form. Here the subalgebras (j± =a QP±(,\), 
P + (,\)(P -(,\)) being the algebra of polynomials over the non­
negative (negative) power of A. The symplectic structure 0 0 is 
given by the Kirrilov-Kostant 2-form. In order _that 0 0 be non­
degenerate, one is naturally led to choose as~, roughly spea­
king, the orbit of the co-adjoint action in a+ with respect to 
cr- (see ref. 1261 ). This requirements give us the form of L(,\) 

* Here and in what follows we shall omit the dependence of 
U k upon the time t. 

** Other approaches are presented in refs. /29,30/. 
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up to a gpuge transformation131~Conveniently'fixing the gau&e 
and applying the natura~ restriction tra3 U{x, t, A) = 0, the 
bundle L(,\) (1.1) may be cast into: 

d N-1 k N 
L (,\) ljJ (x, A) = [ i o:

3 
- + k A Uk - A ] 1jJ (x, A) = 0 , 
dx k = o 

( 1-2) 

( 
rk • q k) 
Pk • rk 

k = O,l, ... ,N -1; rN-1 = 0. U k (x) .. 

In the present paper, applying the scheme of ref. 1211 to the 
~olynomial bundle (1.2) we outline the way by which o~e is 
able to construct an appropriate system of "squares" {IJI(x,t\)} 
and prove its completeness. Thus an attempt is made to bring 
together tre above-mentioned two approaches. The concrete cal­
culations are made for the simplest nontrivial case N=2, which 
exhibits all the peculiarities of the general construction. 
For N~ the derivation is done analogically by the use of the 

( 1 ) (0 -i~) Green function (3. 10), in which ljJ * .;p"' !fro¢ Q t and A0 = -i / 
0 

,\N-1 ~ 
see ref. 1181. However the corresponding formulae are very invol­
ved and we omit them. 

If the operator A is not explicitly known, then all the con­
siderations above acquire somewhat abstract character. A may 
be calculated using the fact, that the elements in {IJI(x, ,\)} are 
its eigenfunctions, or by solving a certain s&stem of recurrrnt 
relations, or as an operator transferring 8D m) into so<m+l 
and 0 m into Om+1· For the simplest and most important choices 
of L(,\) all these definitid"ns are equivalent and the correspon­
ding A -operators are well known. The problem of explicit calcu­
lation of the A -operator for general polynomial bundles has 
been considered in ref. 1221 and reduced (using the first of 
the above-mentioned definitions) to the solution of an algebraic 
equation of power 2N with matrix operator-valued coefficients. 
On these grounds it has been concluded in ref.122~ that there 
exist 2N different operators A related to a bundle of the 
type (1. 1). More detailed study of this algebraic equation for 
L(,\) (I. 2) based on the scheme of ref.1211 allows one to calculate 
explicitly A as a 2Nx2N • matrix integra-differential opera-
tor , see ref. 1181. From the completeness relation fori'P (x, ,\)1 it 
follows, that relat-ions (3. 15) uniquely determine A =A+; all "the 
Qther A roperators" with the same system of eigenfunctions 

1'1' (x, ,\'I are functions of A+ . ' 
In the next §2 of the present paper we present the necessary 

facts from the direct and inverse scattering problem for the 
system: 
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L (A) t/f (x, A) = [ius 2- + Q 0 + A.Q 1 + r 0 - A.
2 ] t/f (x, A) • 0 , 

dx 

Qi (x) = (0 qi) 
Pi 0 

i=O,l, ro 1 
-2qlp1. 

(I. 3) 

which is obtained from (1.2) with N=2 and ro•-: q1 p1 • This 

last restriction is not crucial for our considerations; its 
origin and importance for the NLEE will be discussed in ref,/82~ 
In §3 we prove the completeness relation for the "squared" so­
lution I iii (x, ,\)I of (I. 3) and calculate the operator J4. In the 
last, fourth paragraph compact expressions for the trace 
identities (see ref. 111 ) of (I. 3) through the operator A 
are obtained. 

The application of these results to the NLEE are considered 
in our next paper /S2/. 

The authors are grateful to Academicians Kh.Ja.Khristov and 
I.T.Todorov for their support. We thank P.P.Kulish, A.G.Reiman 
and M.A.Semenov-Tian-Shanskii for numerous usefull discussions. 
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Below we give the necessary facts from the direct and inverse 
scattering problem for the system (1.3). All of them are simple 
generalizations of the results, contained in refs. /S 2 ,S 3~ For 
simplicity we shall assume, that the potentials Q1(x) are complex- . 
valued functions of Schwartz type and such, tha~ the discrete 
spectrum of the system (1.3) consists of a finite number of 
simple eigenvalues. Under these conditions the Jost solutions, 
defined by: 

iA2 u x 
lim w(x,A.)e s 7 ' 

lim rjJ(x, ,\)e iA2asx 1 1 

x-+oo x_,.-oo (2. I) 

1/J(x, A) = 111/J-, if,+ II, r/J(x, A)= llr/J+, rP-11 

. + + - -enst, the columns t/f (x, A) , <P (x, A) , ( t/J (x, A), rP (x, ,\)) 
being analytic functions of A in the regions Im.\2 >0 (lmA < 0). 
The transition matrix is introduced as usual: 

S(A.) = a -b (2.2) 
detS(A.) = 1, · b+ a-

rjJ(x, ,\) = 1/J(x, A.) S(A.), ( + -) 

a+(,\) (a-(A)) also being analyti<.: functions of A for Im.\2 > 0 
(Jm,\2 < O).The resolvent of the system (1.3) is expressed through 
the fundamental solutions 
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+ + + - - -
X (x, A) = II<P ,1/J II. X (x, A)= 111/J ,r/J II (2.3) 

as follows: 

+ R (x, y , A) = R - (x, y, A), Im.\2 ~ 0, 

+ + + -1 
R-(x,y,A)=± ix- (x,A.)El(± (x-y))x-(y, A) as (2.4) 

El(x)"' diag(O(-x), -O(x)). 

Obviously R(x, y, A) is anal.(tic in A for all ImA
2

;iO except the 
points, where detx± (x, A)~ a- (A) = 0. The supposition that 
the discrete spectrum 6. is finite and simple means that a±(,\) 
have only finite number of simple zeroes: 

+-±I 2 > ±) I !:.. = !:.. u!:.. , !:.. "' A a± , lmAa± < 0, a (,\a± = 0, a -1, ... ,N . 

The inverse scattering problem for the system (1.3) is readily 
formulated as Riemann problem for the solutions x +, x-: 

2 
v+ + 1X asx x-cx,A)=x-(x,A)e , X+(x, A.)=x-(x, A.)O(x, A), 

1 ( 1 -b-) Oo (,\)"' -
a+ -b+ 1 ' 

-1A 2 a3 x !A2asx 
O(x,,\) .. e a0 (A)e (2.5) 

"+ lim x (x, A) .. l . 
l[-+00 

with canonical normalization* for A-+<>o, For our purposes it is 
so~ewhat more convenient to use the following representations** 
for the Jost solutions .p+ , .p- /82,33/: · 

N + 2 + v ,Jl 
.p-( A) (1) I. Ca6a+l/la(x) 1 J dt! +()1/J+( ) 21 xlmA20 

X, = 0 - +- -p ll X,ll e ' < ' 
ac 1 ,\ -,\ 2tri 1 11-A. 

a+ (2.6) 
v+ 0 c~e~_.p;(x) 1 ~ - v_ -21/x 2 

1/1 (x, ,\) - ( 
1

) + I. + - ( -p (ll)t/J (x.ll)e ,lrnX >0, 
a= 1 ,\a- -A 21Ti [' 11-A 

*The choice r 
0 

"' - + q
1
p

1 
in (I. 3) ensures the consistency of 

the Riema~n problem normalization with the asymptotic of the 
solution x+ (x, ,\) for A ... oo. 

**By performing Fourier transformation and introducing ap­
propriate transformation operators one obtains from (2.6) the 
Gel' fand-Levitan-Marchenko equation for the system (I. 3) 132

•
331, 
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"+ 
where t/J- (x, A.) 

± :pA.2x v ± "± 
t/1 (x, A.) e , t/J a (x) = t/1 (x, A. a± ) , e a± = 

= exp(± iA.!± 'x) 
fig. l. If the set 

and the contour r is given on 
of scattering data 

+ 
j" = I p - (A.) , A. <;; r, + 2 > c- , A. + , ImX + < 0, a .. 1, ... , Nl , a a_ a_ 

p ±·(A) = b± /a± (A.), + + • + ·+ c-=b-/a-,a-
a a a a 

b±: ¢± (x)=b±t/J±(x) 
a a a a ' 

+ 
da- I 
dA A."' A. a± ' 

(2. 7) 

is given, then from (2.6) one is able to obtai~ a system of 
singul'ar integral equations for the functions t/1 ± (x, A), .\. G r 
and A ~r ,Solving it we qm find t/J ± (x, A) for a11 lmA2 ~ 0. Then 
the potentials Qi (x) are re%Jnstructed from the first few 
terms in the asymptotics of t/1 (x, A.) for A-> oo : 

1 v 
2asla3 't/J(x, A) I 

- i 1 1 --a u(x) + 0(-) 
2.\ 3 ,\2 ' 

(2.8) 

u(x)= j dy(q1p0 + q0p1)' 
X 

1 " 2oa [as , 1/J (x, A.)] 

1 1 i 1 
= -Q1 (x) + -

2 
[Q

0 
(x) - -Q

1 
(x)u3 u(x)] + 0(-3 ) • 

2.\ 2A ~ 2 A 

In particular, for p±(A.) =0 (2.6) gives us a system of algeb­
raic equations, which is easily solved 'explicitly. The corres­
ponding solutions lead to the reflectionless potentials, the 
simplest .of which. has the form: 

6 

q<;s{x) 
2c!e1_ 

e1+ d(x) ' 
p (1 s) 

1 

+ 1 
2e1+c1 d(x)= -culel+el-' 
e d(x) ' e 1+ 6 1-1- . ' 

(1s) 2c1 e 1- A 1- -2 
qo (x) = 2 [A.l+ cu 18 1+ e 1- - ], cu 1 = c 1+0 1-(.\.1+ -.\.1_) • 

el+d W el+e~ 

2c +. e A. 2 

P(1s)(x) _ 1+ 1+ r 1+ _ A cu e
1 

e 
1 

], e 
1
+ = exp(±iA

1
+x). 

0 - 2 L 1- 1 + - - ' -e 1_ d (x) e 1+ e 1_ 

The transitiop matrix S(A.),is reconstructed from the set j" ~y 
the use of the dispersion relation: 

' 

® Fig· I · The contour r. 

D(,\) = -·- J ~ln[l + P+P-(IL)] + 
2rr r 1!-fl. 

N ,\-,\a+ (2.9) 
+ l ln--::...:.... 

a=1 A-Aa-

D(A) = lna+(A.), ImA-2 > 0, 

D(,\) = -lna-(A), ImA.2 <0. 

The set, j" corresponding to the simplest reflectionless po­
tential is given by (p±(,\) = 0, ct,c1, A.l+ ,A.

1
_ l, and 

the transition matrix equals to S(,\) = diag( ,\-A 1+ , ,\-A 1 ) • 
,\-,\1- A.-,\1+ 

§3. THE INTERRELATION BETWEEN THE SCATTERING DATA AND 
THE POTENTIAL - GENERALIZED FOURIER TRANSFORM 

Let us investigate in greater detail the interrelation bet­
ween the set of potentials {Q 1 (~1 in (1.3) and the set of 
scattering data j" (2.7). For this we start from the relations: 

+ ( . + -1 + 00 A- A.) .., i <x- ) a x - (x, A.) I .., 
8 X ,_oo 

= -2 j dx(x ± )-1 (Q 
0 

+ A.Q )x ± (x, A.), 
-~ 1 

(3. I) 
lm.\2 ~ 0, 

Using (2. 1)-(2.3), the l.h.s. of (3. I) is easily expressed by 
the transition matrix, and hence- by the scattering data j", 
The matrix elements in the r.h.s. of (3. I) are rewritten con­
veniently by using the following skew-scalar product in the 
space X, Y <;; S (C4): 

oc T 
[X, Y].. f dxX (x)A 0 Y(x). 

__, 

Ao .. ( 
0 -iaz) . a = ( o -i ) 

(3.2) 

-iu2 0 2 i 0 

in the form: 
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2- + + 2- +- 2--
A 12(,\) = a+[w, 'P ] ' A 21(,\) = -a+( w' <l> ], A 12 (,\) .. ~[ w, <l> ) • 

2-- + + 2- + + 
A21 (,\) =- r(w, 'I' ], All(,\) = -A22(,\) = -a:r[w' ¢>-* r/1- ]. 

(3.3) 

Here we have used the following notations: 

w =( w1J Wo I 
w - (qi \ 1- Pi)' i=O,l, 

+ + + 
'I'- (x,X) =r/1- * r/1- (:z:, ,\ ), 

(3.4) 
+ + + 

<I>-(x,A.\=¢>-*<1>- (x,A.), <f>*r/1 <J>o r/1 1 (</>t r/11) 
== ,\ </>o r/1 = </> o r/1 Q ( ,\ ), cpo r/1 c 4 r/12 • 

~he quantities (3.3) can be considered as Fourier coeffici­
ents of the potential w with •respect to the system of "sq~ared" 
solutions 'l'f(x,A.) or <l>±(x, A). When investigating the NLEE and 
their Hamiltonian structure it would be important to find analo­
gical relations between the variations of the potentials 8Q 1 and 
the corresponding variations of 85. Such relations follow from: 

+ + -1 + 00 a- (A.) = i(>C) ax- (x, A.) I 
x=-OQ 

00 + -1 + _L ctx<x-) a
3

(or
0 

+oQ
0 

+AoQ
1
)x-(x,A.), Im\

2 ~ 0. 
(3.5) 

+ 
Using (2. 1)-(2.3) B-(,\) is easily expressed through the varia-
tions of the scattering data. The r.h.s. of (3.5), after some 
algebra, is cast into the form: 

+ ( ) 1 r= - ~,--1 + 8 12 A = - -;+LaS OW, 1'4+ 'I' ), 

- ( ) 1 [- - -1 - ] B A. = - - a 8w, N <l> , 
12 a- 3 

+ ( ) 1 [ - .. -. -1 + D 21 A = ;-;:- a3 oW, N_ <l> ] , 

(3.6) 
a- (A.) = -

1-[ a- aw N -tw-1 
21 a- 3 ' + ' 

where -;] 3 = diag(a3 , a 3) 
N±1 have the form: 

and the integra-differential operators 

& 

-1 
N± = ( 7' 

z+ 
10 • 

J +o z±) 
11 

±oo 
r dywk (y). 

X 

+ 
zik. --iw. 

1 (3. 7) 

wk = wJ (-ia2 ), i,k = 0,1 • 

)

I 

} 

( 

) 

Taking into account the fact, that [w, 
more convenient "squares" of the from 

-1 -
N+ X]= [w, X]we choose 

-::.. + 1 + 'I'- (x, ,\) = N:;: lp- (x, ,\) 
:;: ± ( ) -1 ± ) and ~ x, X = N..:. <l> (x, ,\ • 

The completeness relation for the systems of vector-functions 

- - + -·+ -+ 
1'1'1 = 1'1'-(x,X), A.~ r, 'l'~(x), 'l'~(x), a= 1, ... ,N l, 

{~} = 1i ±(X,A), 
-+ -+ 

,\ G r, <t>;(x), <l>; (x), a = 1, ... ,N I, 
(3.8) 

-+ -1 + -+ -1 + 
qt- (x, ,\) = N+ qt- (x, .A), <I>- (x, X)= N_ <l>- (x, ,\), 

• + d + 
F- (x •. A.) = d\F- (x, A.)IA=A + 

a_ 

has the form: 
-·+. -+ T 

o (x-y) = _ ..!_ fdA ['I' (x,A) tp (y ,A.) 
TT r (a+(,\)) 2 

- - T 
'11-(x ,\)<f) (y ,\) N + -

' ' ] A + :£ (X +X )(x,y), 
a -o. )) 2 0 ~"' 1 a a 

.. ± (3. 9) 
+ 2i -+ :..+T :.. + -+ T a a -+ - + T 

Xa(x,y) = --['1'- (x)<l>- (y) + w- (x)<l>- (y)- -'P-(x)<l>- (y)] A 
0 (a±)2 a a a a a,± a a 

a a 

1n deriving (3.9) we have applied the contour integration 
method to the integral 

1 + 1 -- cf dAQ (x, y, A) -- cf dAG (x, y, X), 
2rri y f:J y

3 
2rri l2 u y 

4 

where the contours y1 , i =1, ... ,4 are given on fig.2, and the 
funJ:tions a±(x, y, ,\) for ImX2 ~ 0 are equal to: 

+ m + +T 
G - (x, y, ,\) = I 'l'- (x, .\) <l> - (y, ,\) 8 (x- y) + 

(a± (X)) 2 
(3. 10) 

+ + · + + T + +T 
+ [2(¢>-* r/1-)(x,A.)(</>-*r/1-) (y,.\)- <1>-(x,A.)IJI- (y,.\)]O(y-x)IA 0 • 

Thus one obtains the completeness relation for the systems 1'1'1 
and l<l>l,+ which differs from (3.9) by: i) in the l.h.s. one 
gets Al 8 (x- y), where 

; ) (3. 11) 
(

. + 
l - Z.t1 , 

M+ = ± 
- -Z01 • 

A± == M+N+ 
1 - - N± M± 

- + -+ 
and ii) in 'the r.h.s. eve.rywhere w-cx. ,\)and !ll-(y,,\) should be 
replaced by 'i'±(x, .\)and !ll-(y, ,\) ,respectively .. In order to obtain 
(3.9) one should use (3. II) and the relations: 
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[X, M ± Y ] = [N +X , Y] , 4 X, Y G S (C ) , (3. 12) 

which follow from (3.2), (3.7) and (3.11) with integration by 
parts. 

Let us write down also the symplectic form of the complete­
ness relation: 

T T 8(x-y) = fd\[Q(x,.\)P (y,.\)- P(x,.\)Q (y,A)]A
0

+ 
r • 

N - (3.13) 
+ + T + +T - - T - - T 

+ I. [Qa(x)Pa (y)- pa (x) Qa (y) + Qa (x)Pa (y) - pa (x) Qa (y)]Ao• 
a= 1 

where P(x, A) and Q (x, A) are given by: 

1 +- + - -- 1 +- + - --P(x, ,\) = -(p qt + p 'I' )(X,A) = -(u ci> + u clJ )(x, A), 

" " 
1 +-+ +- + 1 - - . 

Q(x,A) = --(u clJ - p 1}1 )(x,,.\) = --(p-'11- -u-c!J-)(x, .\), 
2b+b- 2b+b-

+ +-+ + 1 +:..+ +:_+ 
p- (x) == + 2ic- 'II --ex), Q- (x) == + -[c- 'II- (x) - d- clJ -ex)], 

a a a a 2 a a a a ( 3. 1,4) 

b+ 
0' ± (,\) = , A G f; d ± "' (b± . ± )-1 

a a aa · + a- (A) 

' It can be checked, that the systems IW I and 1$1 are eigen-
and adjoint-functions 

- + -+ - + 
(A+-A)'P-(x,A) =0, A Gfu ~; (A+-Aa±)'P~(x) a IP~(x), 

(A - + !.. + -+ 
_ -..\)c!J-(x, A)~ 0, A G fu ~;(A_ -Aa±)c!J~(x) "'c!J~ (x) 

(3. IS) 

of the following integra-differential operators A+ and A 

-Z1o• 1 -Z11 A i d 

( 

+ + ) 
A± "' A + + D = -

2 
u3 - + r 0(x) • 

D Z - z- dx (3. 16) 
- 00' - 01 

As a domain of definition of the operatorsA± we shall consider 
the space of complex-valued vector-functions of Schwartz type 
S(C

4
). Obviously if X G S(C 4

), then A±X G S(C 4 ) also. The ope­
rators A+ and A_ satisfy conjugation-like relations with respect 
to the skew-scalar product [ , ] (3.2) in S (C4): ' 

[X, A+ Y] = [A_ X, Y]. (3. 17) 

(3. 17) is derived like (3.12) with integration by parts. 

10 

'· I 

I 

(1 

~ 

h ,/---1 r--... ® 
I II "- ~. 

Using (-3.9) and (3.13) one 
is able to expand the poten­
tiai w and its variation 

I I I \ 
l I l \ 

___ _j L- \ __ ... 
,---l~---1 

\ I I I 
\ II I 

a3 8w over the systems {WI and 
I P, Q I (3. 14). ,The expansion 
coefficients are explicitly 
calculated in terms of the 
scattering data 5" (2.7) and 
their variations by use of 
(3.3) and (3.6). Thus one 
obtains: 

~:? ~ I I / ~if 
.......... _j L--/ 

Fig.2. The contours yi,i =1, •.. ,4. 

- i ++ -- N ++ --
w(x) == - f d\ (p 'II + p IP ) (x, A) + 2 I. (c IP a (x) - c a 1}1 (x)) = 

1T r a= 1 a a 

N + -
i f d\P(x, A) + i I. (P (x) + P (x)) 
r a= 1 a a 

(3. 18) 

and 

;
3 

aw(x) +-+ --- N -+ -
J d\(8p 'II - 8p IP )(x, .\) - 2 I. (U (x) + u-(x)) == 

1T r a=l a a 

N -~ A + -
[dA[Q(x,.\)8p(..\) -.P(x, .\)8q(,\)] + I. (V (x) + Va(x)) 

r a==l a 

-+ +- + + =-+ 
U;(x) = 8c~ 'Pa-(x) + c;B>.a± w; (x) 

-+ + "+ + .... + va- (x) == Q- (x)ap- - p-(x)8 q- . 
a a a a 

In (3.19) we have introduced the notations: 

A i + 
p(.\) == -ln[1 + p p-(A)], 

" 
"+ 
p- == ±2A 

a a± 

q(.-\) =.!....ln(b+(A)/b-(A)), AGr, 
2 

.... + + 
q- = ±ilnb- .. 

a a 

(3. 19) 

(3.20) 

Thus from (3. 18) it becomes obvious, that the minimal set of 
scattering data 5"(2.7) may be interpreted as Fourier expansion 
coefficients of w(~ over the system {'II}. Analogically one can 

ll 

< 



expand w(x) and ag8 w(x) over the system (ell}; the corresponding 
set of expansion coefficients consists of: 

- + + 
~ "" (a-(A), .\ GT, d;, .\a± , a = l, ... ,N}, (3.21) 

where the notations have been introduced in (3. 14). 
Making use of the di~~rsion r~l~tions (2. 9) one readily 

verifies that the sets :J,j' and (p, ql (3.20) are mutually 
equivalent. As we have already noted in §2, they uniquely 
reproduce both the transition matrix S(.\) and the potentials 
Qt (x). 

§4. TRACE IDENTITIES 

The trace identities /1/ h~ve been widely used in the literature 
to construct the conserved quantities of the NLEE, see refs!1-6/, 
For polynomial bundles of general form, and also for rational 
bundles with finite rank divisors the recurrent formulae for 
calculating the conservation laws have been given in refs./22,351. 

In this last paragraph we shall derive compact formulae, ex­
pressing the regularized functional determinant of (1.3) through 
the operator A+. Let us start by showing that: 

77(.\) ! ln Det[L (.\) L ~ 1(.\)] 

{ 

1, 

.. -1, 
!7(.\) 

Im.\
2 > 0, 

Im.\2 < 0, 

~D(.\)' 
d.\ 

( 4. I) 

where D(.\) is introduced in (2.9), and L0(.\) is the operator 
(1.3) with Q0 .. Q1 =0. To do this we represent the r.h.s. of 
(4. 1) in the form: 

d 1 + -1 . + .. 
-D(.\) =-ltr[(x-) x -(x,.\)a

3
] + 41.\xll 

d.\ 2 x=-oo 

00 

i + -1 + ] 
= [dxltr[-(x-) a

3 
(Q1-2A)x-(x,.\)a

3 
+21.\l 

-oo 2 

(4. 2) 

by making use of (1. 1), (2. I) and (2.2). For the l.h.s. of (4.1) 
we have 

I 12 

d -1 
!7(A)-ln Det[L(.\) L 0 (.\)] 

d.\ 

"" 

d -1 
77(.\) - Tr ln [L (.\) L 

0 
(.\)] 

d.\ 

= J dxltr[77(.\) R(x, x,.\) (Q 
1 

(x) - 2>.)] +2L\l. 
-O<l 

(4.3) 

r 

i 
( 
t 

J 
..• 

lncerting, ,in (4.3) the explicit formulae for 

R(x,x,A) .. ~ [R(x,x+ 0, .\) + R(x+ 0, x, .\)] 

from (2.4) it is easy to check that the last Iines in (4.3) 
and (4.2) coincide. Thus (4. I) is proved. 

Now by use of (1. 1) and (2.3), we rewrite (4.2) in the 
form: 

"" "" T dD(.\) = 4.\ [ dx J dy w (y)A0E(y, .\) 
dA -oo ll: 

00 ~ 

i J dx (a 3 w 1 (x), 0) E (x, A) , 

+ + (4.4) 
+ 2 

E(x, .\) = E-(x, .\), Im,\ ~ 0, 
± ¢-*¢-

E (x, .\) = + (x, .\) . 
a -

Applying the contour integration method to the integral 

1 c4t+ 1 dj.L- 2 -- 9 -E (x.~t) -- ~ -E (X,~t), Im.\ ~ 0, A G r 
21Ti y u y p.-.\ 21Ti ~ uY ~t-A 

1 3 2 4 

/'). ' 
' 

one obtains: 

i c4t ++ --E (x, .\) = -- J - (p 'II + p 'II ) (x, It) -
2" r ~t->-

N c+'P+(x) c-'11-(x) o 
~ [ a a _ a a 1 + ..!.. ( ) (x) 

a= 1 ' ' ' ' 2 w 1\a+-" "a--1\ 

(4.5) 

1 -1- 1 0 
=N [--(A+-.\) w(x)+ -( )(x)]. 

+ 2 2 w1 

The last line in (4.5) follows from (3. 18) and (3. 15). Incerting 
(4.5) into (4.4) one immidiately obtains: 

dD(A) =-2>. fd.x fdywT(y)Ao(A+ -.\)1 w(y) + 
d.\ -oo X 

i "" T -1 -
+- f dx((a3 w1 (x)) , O)A0 (A+ - .\) w(x) 

2 _.,., 
( 4,. 6) 

From the definition (2.8) there follows, that D(.\) is an analy­
tic f~nction of .\, and therefore it has an asymptotic expansion 

in the neignbourhood of .\ .... "" : D (.\) = ~ ,\ -m D (m) • Expanding 
m=l 

the r.h.s. of (4.6) over the inverse power of.\ we get: 

•2 oo "" T m+1 
D(m) = -- f dx f dy w (y)!A

0
A w(y) + 

m - + ......,., X 

i "" T m -+ - f dx((a
3 

w1) , O)A0 A+ w(x), 
2m_.,., 

(4. 7) 
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i.e., o(m) is expressed as a functional of the potentials of 
(1.3). Analogically from (2.8) ' 

, N 
(m) i oc m-1 + - 1 m m 

D = -- f dJ.lJ.l ln[l+p p (J.t)]--!. (Aa+-.\a_), (4.8) 
21T-oo ma=l 

D(m)is expressed as a functional of the $cattering data 1. 
Equating the r.h.sides of (4.7) and (4.8) we obtain the so­
called trace identities for (1.3). 

In our next paper 1321 w~ shall also need analogical! expres­
sions for the variations 8D m~Their derivation is based on the 
relations 1141 : ' 

1 + -1 + 00 8D(.\) = -tr[(x -) Bx- (x, .\)u
3 

ll = 
2 x-=- oo 

i oc + -1 + 
=- J~xtr[(x-) u3(8Q +8ro)x-cx,.\)u3], 

2 -oo 

(4.9) 

which is obtained from (1.3) and (2. 1)-(2.3). We conveniently 
rewrite (4.9) in the form: 

i oc - - -1 + 
8D(.\) = - 2 _L dx8(q 1p1 ) - i[u

3 
8w, N+ E- (x, .\)] 

+ 
and incerting E- (x,.\) from _(4.5) find: 

8D(.\) = ~ ·[u3 8w, (A+-.\)-1 w], (4. 10) 

i.e.' 
(m) i - - m-1 -] 8D =- 2 [u

3
8w, A+ w , (4. I I) 

where the skew-scalar product[,] is given in (3.2). 
Thu~ we have obtained compact .expressions for o(m)(4.7) 

and 8D m) (4. II}, which are convenient in the derivation of the 
Hamiltonian structures of the NLEE, see ref. 1321 
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rop~HKOB B.C., HBaHOB M.H. E2-82-545 
I\na,o,paTH'lHblH ITY'!OK 06111ero BH,O,a H HeJIHHeHHble 3BOJ110li;HOHHble 
ypaaueuun. Pa3JIOJKeuun no 11KBa,o,paTaM" pemeuuH: - o6o6111eUHbie 
rrpeo6pa3oBaHHn ¢ypbe 

)loKa3aHO COOTHOilleHHe nOJIHOTbl gJIJ'I CHCTeMbi 11KBap;paTOB 11 pemeHHH 
I-ii (x. A) I KBap;paTu<ruoro .rry<rKa o6111ero aup;a L (A). 5Iauo Bbi'lHCJieu 
H!JTerpop;mlJ<];lepeuu;uaJibHbiH orr epa TOp A+, p;nn KOTOporo 3JieMeHTbi 
I'P (x, A)! J'IBJIJ'IIOTCJ'I co6cTBeHHbiMH u npucoep;uueHHbiMH d>yuKu;HHMH. 
lloKa3aHO, 'ITO OT06paJKeHHe MHOJKeCTBa TIOTeHI..\HaJIOB L(A) Ha MUOJKeCT-

. no p;aHHbiX paccenumr HMeeT CMbiCJI npeo6pa3onanun ¢ypbe no 
cucTeMe I-ii (x, ,\) l • llony<reHbi KOMnaKTHbie BbipaJiceuun AJIH d>opMyJI 
cne,o,oa <repe3 onepaTop A+ • 

Pa6oTa Bbii10JIHeHa B Jla6opaTopuu TeopeTH'leCKOH d>H3HKH arum. 

Preprint of the Joint Institute for Nuclear Research. Dubna 1982 

Gerdjikov V.S., Ivanov M.I. E2-82-545 
The Quadratic Bundle of General Form and the Nonlinear 
Evolution Equations. Expansions over the "Squared" Solutions -
Generalized Fourier Transform 

The £Ompleteness relation for the system of "squared" solu­
tions I 'P(x, ,\)I of the qu·adratic bundle L(A) of general form 
is proved. T~ integra-differential operator~,for which the 
elements of {'P(~ A} are eigen and adjoint-functions is 
explicitly calculated. The interrelation between the set of 
potentials of L(A) and the set of scattering data is shown 
to have the !]!eaning of a generalized Fourier transform over 
the system I'P(x, A)!. Compact expressions for the trace 
identities of L(A) through the operator A+ are obtained, 

1• •' I The investigation has been performed at the Laboratory of 
Theoretical Physics, JINR. 
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