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I . INTRODUCTION 

The light-cone expansion (LCE) for the product of two 
local operators (currents) was derived and proved for scalar 
field theories by S.A. Ani kin and 0. I. Zavialov1 ll. All ques­
tions concerning the existence of the expansion, the renor­
malization of the occurring light-cone operators, the rela­
tion between local and nonlocal expansions and so on were 
extensively discussed in papers12•3 •41 . The nonlocal LCE for 
the scalar current j(x) ~: ¢(x)¢(y): has in leading order in 
the scalar ¢ 4 -theory the form 

1 1 2 ~ . 
j( X) j(y) - ( <k 1 ( dK 2 f ( X , !5 ) 0 (!S_ ) , 

x2 ->0 0 0 

o(K) =: ¢<K 1 x)¢(K 2 x): • 
(I. I) 

where ¢(x) are the scalar field operators and f(x
2
,K) are c­

number coefficient functions of the LCE. The corre~ponding 
local LCE has the form 

. -
j(x)j(O) 

2
- ~ __, -~-, f(n) (x 2) O(n) , 

x ->0 n1,n2_o n 1!n2. 

O(n) 
- n1 - n2 . 

(xay 1 ) (xa y2 ) : ¢(Y1 )¢(Y 2).1 y
1 

=v
2

={J • 

(I. 2) 

where f(n) (x
2

) are also c-number coefficient functions. Both 
expansions are connected by the Mellin-transform 131.The aim 
of this paper is the extension of (1. I) and (1.2) to gauge 
theories. 

Formally it is easy to do this by a straightforward expan­
sion of the technique applied in the scalar case. In doing 
so more accurately, in theories containing vector fields there 
arise two questions. First, one has to include into the set 
of light-cone operators also operators with arbitrary many 
powers of the vector field operators in accordance with the 
fact that the canonical light-cone singularity is in this 
case determined by the twist rather than by the dimension of 
the operators. The expressions containing a sum over the po­
wers of the vector-field operators can be summed up to get 
a closed expressior/ 51. It is however simpler to solve the 
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Ward-ide~tities 161 at first and apply its solution as starting 
point for further investigations. 

Second, it is meaningful to require that the LCE respects 
the invariances of the underlying theory, especially the gauge 
invariance. Because the LCE is derived starting with the defi­
nition of a special subtraction operator m, it is a priori not 
clear, if this condition is satisfied. In this paper we consi­
der the LCE for scalar, gauge invariant operators 

j(x) = Tr: ;j(x)rjl(y): (I. 3) 

in QED. We show that the simplest choice of the subtraction 
operator m leads automatically to a gauge invariant form of 
the leading order LCE. For this it was necessary to employ 
a special solution of the Ward-identities of the QED 161 . The 
paper is organized as follows. In the second section we intro­
duce the necessary notation. In the third we apply a special 
solution of the Ward-identities to derive the nonlocal LCE. 
The results are discussed in section 4. In the Appendix we 
prove the smallness of the remainder. 

2. NOTATION 

Let +s<if;,rjJ,'A) be the action of the QED with ;j(x), rjl(x) 
the electr?n fie~d and A/l(x) ~he photon _Eield. All quantities 
under cons~derat~on are funct~onals of rjJ, r/1, and ·ALL: 

F = l: - 1- J F 0 0 , (p , p',, .. , Po, , P ~, , k , ... , k 0 ) X 

f,f' f!f'J r.t Jl.1"'Jl.f 1 1 L L 1 , L (2,1) 

-
: r/1 (p 1) r/1 (p '1 ) ... r/1 (p o,) r/1 (p;,) .A (k 1) ... A (k n ): dpdp 'dk • 

L L Jl.l Jl.f L -- -

Here the su~tion over the corresponding spinor indices is 
assumed. All further notations are the same as in the scalar 
case (see refs. Ill or 131 ) : 

RE 0(8) = R expS (2.2) 

is the functional of the S-matrix Ill 

Rj(x)E 0 (S), (2.3) 

Rj(x)j(y)E 0 (S) (2.4) 

generate the coefficient functions of all graphs with one, 
resp., two insertions of the operator j(~ (1.3). 

*Following 111 we omit the symbol of the time ordering 
everywhere. 

2 

~ 

An essential role for the derivation of the LCE there plays 
the subtraction operator m a. For the QED we choose (cf, 1 

ll ) 

m a F(x) = l: _1_ M a+ 2-f-sf '+s 8 

U' £! f'! (1 (1 X 

x F x-prop Xa 
ff'(

11
) <--;;-• a~,a~', ak) x (2.5) 

- -
x:rjJ(p 1 )rjJ(p~) ... r/J(Pf,)r/J(Pe,) A

111 
(k 1) ... AJl.f(kp):d£d~'d~ 

with 
b 

b 1 a k Ma f(a) = l: ~-) f(a)f , (2.6) 
k=O k! aa a=O 

where F(x) is a functional with two insertions of the opera-
tor j(x), x- prop means the contribution of graphs, which 
become 1PI after identification of the vertices corresponding 
to the operator insertions. The vector Xa is given by 

- X7J ~ 2 x27J2 
X a = x + 7J - 2 [ 1 + a ~) - 1] (2. 7) 

7J (X7] 

with 

X=-1-[X7]2-7](X7J)]+_l_J(;;.,)2-x27J2' x2=0 (2.8) 
7]2 7]2 

(cf. 131 ). Further in (2.5) a is a number a2:0 and sis anum­
ber large enough, so that 

X a 
as F r-prop(-, ap, ap', ak) (2.9) 

Pf '(11) a - - -

is regular for a -.O.The sum over f and f' in (2.8) is bounded 
by the condition a+ 2- e - 3l'' + s > 0. 

It should be remarked that a bigger choice of s does not 
change anything, because M g+aa a f(a) = Mj f (a) for f (u) re-
gular for u-oO. It is easy to find the minimal s. Inverse powers 
of s comes only from Xa/ a. Because coefficient functions of 
graphs are polynomials of X (with vector and spinor indices), 

Xa2 2 Xa 
besides the dependence of scalar products like (-. -) =X , -a ·.uk 

(1 ~ 

~ xa · k inverse powers of a 

~. The maximal number of 
a 

choose 

can occur only from factors _Jl._ a 

such factors is f+f'. So. we can 
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·s = e +1''. (2. 10) 

With this the sum over£ and£' is bounded by t'~(a+2)/2.If we 
are interested only in the leading order LCE, that means we 
choose a=O, only terms with £'=0 and£'= 1 will contribute to 
(2. 8) • The sum over £ remains unbounded. The LCE comes from 
the identity I 11 

R(j(x)j(O)E 0 (S)) = E0 (S ) 
1
a '« aR(j(x)j(O)E 0 (S)) + Q (x), (2. II) 

r 1 + '« E1 (Sr) 

where Q a(x) is the remainder with the property 

Qa(x) _ (x2)[a/2l+1* 
x2 -> 0 

(2. 12) 

This property is correctly proved in 1 11 for scalar theories. 
The proof for nonscalar theories is given in the appendix. 
The first term in the r.h.s. of (2.11) contains the LCE. One 
has to compute 

:Ill aR(j(x)j(O)Eo (S)) (2. 13) 

to get a sum ~f operators (the light-cone operators) with 
c -number coefficient functions. The remaining op~ration 
Eo (S t)/(1 + maE 1 (S r )) means then the renormalization of 
the light-c~~~n~~erat?r~. 

1~ow 1.er: r - -~x,y=u.l '1'·'1'• t\) denote the x -prop part of the 
functional (2.5). Due to the Ward-identities its coefficient 

. F x-p rop ( , , k k ) ( funct1ons • •' x,p1'p 1 , ... , Pr', P£'• 1 • ... , £ compare 
L,L./.I.l''"•ll£ 

(2.1)) are not independent. In ref.
161 it was shown, that the 

coefficient functions with f'=0,1 obey such a set of relations 
that the corresponding functional, which we denote by rj(;G~f~) 

for f'=O and {rj(~)fco~:1 (xpx 2 j,A)~(x 1 )t/J(x~dx 1dx 2 for £'=1, 

can be expressed in the form 

r x-prop , r tr,z-prop . _!_ f· ( '_i!__,A ( 'd 
j(x)j(O),O (A}o j(x)j(y),O (A)+ a All z, az2 . p. z, z, (2. 14) 

X2 
rj~~(~r.l (xl~x2j:A) = rj~r~g)~r<x l'x21A) X exp(igx~ A/.1.($~/L). (2.15) 

The functionals r ;;~;:~r ~A) ,( f ' = 0,1) have the property 

_a _ _£_ r ~(r, z-) ?(Om)pf ,~A) = 0 • (2. 16) 
a z P. S:Ap.(z) J x ,J • 

*{~2]. means the integer part of [a/2] .. 

4 

So they are transversal ones. The integral in the exponential 
in (2. 15) goes along a path y connecting points x 1 and x 2 . 
This path is arbitrary. A change of the path means a change 

tr, x-prop 
of the functional rj(x)j(0), 1 (x 1 ,x 2 jA) by transversal terms. 

3. THE NON-LOCAL LCE 

Let us compute expression (2.13) which has now the form 

m 0 R(j(x)j(O)Eo (S)) = 
(3. I) 

"" 0 x-prop "" 0 Jrprop ( -( ) ) = Jll ~(x)j(O),O (A)+ Jn (rj(x)j(O), 1 x1, x2 j A)t/1 x1 t/J(x2 dx 1dx 2 . 

For the first term of the r.h.s. we have with (2.5) and (2.14) 

""or Jrprop (A) -
Jtl j(x)j(O),O -

~ 1 M2 E ( [r tr, l!-prop ( ~ k k ) 
,k - a -,a 1 , ... ,a f -
£ E! a f,o , 1.1. 1•· .. ll f a 

4 2 - &! n -:::-(ak,) o(a(k,+k 0 ))g, .. JA .. (k ,) ... A,n(kp)dk, ... dkp, 
-,- ..... - - ·- r- Jr- ~ r- 1 - ' '- -

(3.2) 

.r; tr, Jrprop , . . tr, lrprop 
where f ,O,Il

1
· .. 1lf _are the coefhc1ent funct1ons of rj(x)j{O),O 

and All (z) = ( eikz All (k)dk is the Fourier transform. 

Eq. (2.16) means for the 

lls tr,Jrprop 
ks re,OJ!r .. llf(x,kl'"''ke) 

coefficient functions 

= 0. 

So, we can write down the identity 

rtr,z,-prop (x,k1''"•kv.)= (3.3) 
f ,o ,,.,.r .. ll f 

f glls>-s(xks)- x,_,.s ks>-artr,z,-prop (x2, xki, k l•'"'k s>, 
n f ,o,>. 1 .... ,>.~ s=l (xks) 

- tr, z,-p rop tr, z-p rop 
where If ,O,>.r .. Af is that part of rf,oo~.~. 1 ... 1.1. 

8 
, which contains 

x in scalar products only. We see that 
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tr, x-p'rop ( X a ) 
r --. ak 1•'"'akp = 
P,o,p 1, .. ,p

8 
a 

e gJLsA s<xa ks )-XaJLsk BAs - tr Jrprop 2 
II -----------rp • , A (x ,xa ki ,ak 1, ... ,akp) 

s=l (xaks) ,o,"1•·"• e 

is a regular function of a for a -+ 0 because it does not 
contain a in the denominator. Consequently, in (3.2) the term 
with P = 2 survives only. Taking into account that the lon­
gitudinal contribution in (3.2) vanishes, we get 

:mo r x-prop (A) = 
j(x)j(O),O 

1 2 gJLs As(Xk J-x JL s k sA s 
- r II ---------- g A A x 
2 s = 1 c xk s) 1 2 

x f ~r.~Jrprop (x2 ,Xki):AJll (k1)AJL2(k2):dk1dk2 • 

where r tr.~prop 2,0 
- tr,lf-prop 

is the contribution to rt.2,AtoA2 

(3 .4) 

which is 

proportional tg g A 1A2 • All other contributions are proportio· 

nal to (ak 8 )As and vanish. 

Like in the scalar case. we introrl11r-P nnt.T t-ho ~("'\'11'1"".: ,..., .... 

form with respect to xk 1• xk 2 : 

2 
f 2,0 (x • ~) = 

(3.5) 

f 
iz K + · 

= dz1dz2e 11 IZ2~ 
--r tr,x-prop ( 2 - ) 

2,0 X ,Xkj 
--·----- -----------1 -

(xk t>(X'k0 xki =z i 

Its support property follows from the fact that 

r tr,x-prop ( k 
n 0 X, 1' ... , 
t., ·JLl .. ·JLe 

On the other hand, 
So, we get finally 

ke) is an analytical function of xkr· 

this can be shown in a -representation1 1,21, 

o x-prop 1 1 1 2 ~ 
:lJl rj(x)j(O),O (A) =2! dK1 l dK2f2,0 (X ,~)02,0(~_) (3.6) 

with the light-cone operators 

~ iK 1 xlq+iK 2ik2 - -
0 2 O (K) = [ e (g 11 A (Xk 1) - X 11 k 1A ) X 

• - r-1 1 r-1 1 

6 

-·· 

x(g
11 

A (xk
2
)-x

11 
kn, )gAA :A (k 1}A (k 2):dk 1dk 2 r-2 2 ,.. 2 ;::/\ 2 1 2 JL 1 JL 2 (3. 7) 

-p -JI - ) - ) 
=X X : FJLP (XK1 F"P (XK 2 : 

They depend on the field-strength tensor 

F JLP(y) = aYJL ·A 11 (y)- ay" AJL (y) 

only and are bilocal operators localized at two points on the 
light-cone like in the scalar case. 

Now we have to calculate the second term in the r.h.s. of 
(3.1). Here we take into account the representation (2.15). 
Consider the first term in braces in (2.15) that means the 1PI 
contribution. We have 

:m 0 I r j( x)j(O) ,1 (x 1. X 21 A)~ (x 1 ) if! (x 2)dx 1 dx 2 = 

n n x2 iak 8 z 8 
= M 0 r ~ !!._ II (ig r e dz.,, A II (k )dk ) X 

a n?_O n! s= 1 x 1 ...-s rs 8 
. 

8 

e + 1 
X ~ _a __ r tr ( Xa 

f_zo P! r,o,p
1 

... pp-;-·q 1,q 2 ,ak 1, ... ,akp) 

11 fL- \ A (L- - \.11,. 
--Jl1'--l·-··-·pp' __ l' __ 1 

,11,. - " ------- L 

x ft (e ixr(qr~Pr) dqrdxr)~(p1 )if/(p2)dp 1 dp2 
r = 1 

with the Fourier transform 

if/(x) = f e ipxif/(p)dp. 

The functions 

r tr e. 1, JL 1' ... ,JL e < x, q 1 • q 2 • k 1 .... ,k e ) = 

X 

ix 1P1+ i :1121'2 tr k )d d = f e ro (x,xl'x2,k1 .... e xl x2 
t.,l,JLl'·"•JLP 

(3.8) 

are the coefficient functions of the functionalr;~x)j(O) )xt,x21!A). 
Because of (2.16) they are transversal 

k sp [e~\.JL t ... fl e (x,q t•q 2 ,k t•'"'k f) = o . 
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For the application of the definition (2.5) of the subtrac­
tion operator m one must take into account that the numberf 
of vector fields in (2.5) has to be rewritten in (3.8) to f+n, 
where r is the number of vector fields in the expansion of 
the functional 1j{~)j(0),1 (x 1•x 2J A) and n is the number of 
vector fields in the expansion of 

X2 
exp (ig ( Ap.· ( z)dzJL ) . 

x1 
Substituting in (3.8) 

zp. ... zp./ a; xi -+ x Ja, q i -+a q i 

we see, that the remaining a -dependence has the form 

0 ae+ 1 tr xa ) 
M I -- ln 

1 
(-,a q 

1
, a q

2
, a k 

1 
, ••• ,a k 

0 
) • (3 . 9 

a f?_O f! L, ,p.1' .... ,p. f a L 

Because of the transversality it is easy to see that 
tr Xa 

a1n 1 , ,
0
(-,aq 1,aqr,ak 1, ... ,akr) 

r., •rl'•••,rr_ a 

is regular for a-..O.This can be seen in the same way as for 
(3. 3) whereby an additional factor, xa /a, can occur only. 
So, in (3.9) we have the contribution of f=O which is pro­
portional to ~ = xJL y P. 

tr ~- tr 2 ) 
r0,1(x,q1,q2) = xr0,1(x ,xql'xq2 ,q1,q2 + ... 

onlv and e:et 

M0 I 
af?_O 

af+ 1 

f! 
l tr Xa 

f 1 (-, aq • aq k k ) ··P.r····Jlf a 1 2'a 1, ... ,a e = 

- - tr 2 - - 0 O) = X lO ,1(X 'X q 1' X q 2' ' • 

(3. 10) 

- tr 2 - - 0 O) Because £0,1 (x • xq1 • xq 2 • • depends on scalar products only, 
it must be proportional to the unity matrix. Introducing once 
more the Fourier transform 

f~~:(x 2 ,~)= 

iK 1 z1 + iK2 z2- tr 2 - -
= (dz 1dz 2e 1o, 1 (x ,xq 1,xq 2 ,O,O)jxq.=z. 

1 1 

(3. II) 

we get finally 

'lJl 0 frj(x)j(0), 1 (xl' ~j A)~ (x 1) if! (x 2)dx 1 dx 2 
l 1 2 ~ 

= J dKl ( <k2f0,1 {x ·~) 00,1 (~) 
0 0 

(3. 12) 

8 

!. 

.. 

with the light-cone operators 
~ ~ XK2 
00,1 ~) = : lfr(XK 1) xJ/!"(XK 2) exp(ig j A p. (z)dz p. ): (3. 13) 

XK 1 
The coefficient functions f~~! (x~ ~) are obtained by (3.11) 
from that of the functional 1j(x)j(O),t(x 1'x21A) for :A=O.The 
contribution of x-prop rather than 1PI functionals (the se­
cond and third term in braces in (2.15)) can be calculated 
analogously. For this reason one must assume that the length 
of the path y is proportional to the distance between its 
endpoints, so that 

a z' 
r A <Od( ... o 

O'Z Jl. Jl. 
for a -+ 0. 

Finally, we get 

morrx-prop (x X IA)if,(x )t/I(X )dx dx 
j( x) j(O), 1 1 ' 2 1 2 1 2 

1 1 2 ~ 
=fdKt ( <k2f0,1(x ,~)00,1~), 

0 0 

where one gets r 0 , 1 (x 2.~) by (3.11) from the functional 
rx-prop( lA) A-0 

j(x)j(O),lxl'x 2 for - · 

4. SUMMARY 

(3.14) 

· From the calculations in the previous sections it follows 
that the nonlocal light-cone expansion for scalar currents 

j(x) = Sp: ¢(x)¢(x): 

has in the leading order the form 
1 1 2 - ~ 

R(j(x)j(O)Eo (S)) - ( dK 1 r dK2 'o 1 (x • ~) R(GJ 1 (K) E 0 (S)) + 
x2...o o o ' ' -

1 

+ f dK1 
0 

1 - ~ 
f dK2 f l,O (x 2 ,~) R (02,o- (~)E 0 (S)) , 
0 

where the operators are given by _ 
~ XK 2 

0 0 , 1 (~) = :~(xK 1)xJ/!"(XK2 ) exp(ig_f AIL(z)dzp.): 
XK t 

~ -p. -II - - ) 0 2,0 (~) ,. : X X F P.P (XK 1) F11p (xK2 : 

(4. I) 

(4.2) 

(4. 3) 

(4.4) 

The coefficient functions are connected by the Fourier trans­
form 
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tQ 1 (x2,K) . -
iK 1z1+iK2 Z2 x-prop 2 (dzdz e [' 01 (x ,xq.,qq.)lqq=O 

1 2 , l I J j j 

xqi = zi 

dz1 dz2 iK1z1+iK2zTx-prop (x2,xq.,q,q.)l q·q·=O 2 ) = ( __ -- 8 2,0 l I J I J 
f 2,0 (x '~ · z 1 z 2 xqi = z i 

with some parts of the Green functions with two insertions 
of the operator j. Namely, r rrrop (x 2 , xqi, qiqi) is the x­
prop contribution to the part of the Green function with two 
external electron lines that is proportional to i, and 

x-prop 2 
r2,0 (x ,xqi,qiqj) is the x -prop contribution to the part 

of the Green function with two external photon lines that is 
proportional to gil~' · 

This light-cone expansion (4.2) is very ~imilar to that 
for the scalar theory (I. I). The operators 0 

0 1(~) and 0
2 0 

(~) 

are gauge invariant and, as in the scalar case, are concen­
trated on the light-cone. Both operators Oo, 1 and 02,o have 
dimension 2 so that the coefficient functions f 0 , 1 and f 2,0 
behave as (:#)2 whereas the remainder behaves as x 2 (cf. (2. 12)). 

It is easy to get a local LCE from (4.2) by means of the 
Mellin transform as in the scalar case 131. Define the local 
light-cone operators by 

~ ( a \ n 1( a \ n2 ~ 
oln n \ = -_--I --·' nl. .. ) !" =u 

• L · ~, \ a 1K 1 / V lK 2/ - -
\ '-t • ..J J 

Then the coefficient functions are given by 
1 1 n 1 n2 

f(n ~) (x
2

) =I dK 1 I d'< 2 (iK 1 ) (iK 2 ) f(x 2, K). 
1'-.:: 0 0 

(4. 6) 

In our case we get as local operators 

~ - n 1 - : - n2 
Oo 1(n n_\=: (xDy ) 1/I (y1 )x (xD y ) 1/I (y2): I - -o 

' 1''¥ 1 2 Y cY 2 --
(4. 7) 

and 
~ - n1-ll - n2-V 
o2,0(nl'~)=:(xayl) X FILP(y1)(xay2) X Fvp(Y2):1yl=y2=0'' 

(4.8) 
where DY is the covariant derivative. Formulae (4. 7) is easy 
to prove by induction. 

We see that the local operators have a form similar to 
that in the scalar case (1.2) with substituting the ordinary 
derivatives by the covariant ones for (4.7). In general, we 
see in this way that the LCE in a nonscalar theory is very 
similar to that in the scalar case and all points essential 

10 

).. 

,... 

for the LCE remain unchanged. Difficulties connected with 
the gauge invariance of the theory will not arise when using 
the solutions (2.14) and (2.15) of the Ward-identities. 

Of course, there are some questions which are not answered 
in this paper. So it is not shown that no infrared difficul­
ties occur. Further one has to shift the subtraction point 
in the subtraction operators Rnd to prove the renormalization 
properties of the operators 0. 

We thank D.Robaschik for useful discussions. 

APPENDIX 

Here we will prove the property (2.12) of the remainder. 
The proof is a straightforward generalization of the one gi­
ven for scalar theories by A.S.Anikin and O.I.Zavialov 11<and 
we are able to employ many details from ref. 111• The proof 
will be given here in a general manner valid not only for QED. 
For this reason we must introduce some additional notation. 

Let us consider a field theory with sorts of fields ¢i and 
propagators 

~(P)=i f <hP(-
2
1. a~,a)exp[ia(p 2-m 2 +ic)+2i~p]l ~-, (A.I) 

0 1 ., ., -0 

whf'rP P(~ ... n) ic., ........ lu ........ on~~, ~- .:l .. __ _,- ·-~-' 
- - ,... • ~ _ -J --------- -·· c,;; ............ -· ....,.._ .... •• u~ L.llC 

highest p~w~r of ae in P and n' the lowest power of a in P. 
Derivative couplings will be included in the propagators of 
the lines incident with the corresponding vertices. In this 
manner any operator insertion can be treated as a usual ver­
tex. The object under consideration Q a (x) is a sum of graphs 
r having two operator insertions j(x) and j(y). The corres­
ponding vertices are denoted by V x and Vy *. Other external 
vertices with external momenta are denoted by Vi .The graphs 
contributing to Q a (x) are renormalized by the R -operation R 
which acts on graphs with no or one insertion of the operator 
j with the subtraction operator M and on subgraphs with two 
insertions of the oper~tor j with the subtraction operatorma 
(cf. lll,l2l). As the divergence index of a graph y we choose 

... 
wy =4~y -2fy +!. (n e- 2n£ ), (A.2) 

f~ y ... 
where ~Y is the number of loops of y; and f l, the number 
of lines in Y· The sum runs over all lines of y. As subtracti­
on operator M acting on functionals of the fields ¢i without 

* Due to translation invariance we put y = 0. 
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insertion of the operator j we choose 

w ~l . 
MF= I M f F .. (ak

1
, ... ,ake)B<Ik);¢. (k 1) ... ¢. (lc"):dk. 

i . 0 a 11"'1 f I 1 If '"[ -
1• ••• ,I L (A. 3) 

and for functionals with one insertion of j(~ 

w lPI X · 
MF(k)=. I. Ma JFi .. i (-,ak 1 , ... ,ake):¢ 1 (k 1) ... ¢ 10 (kp):dk,. 

11"' I f t f a 1 [ 
(A.4) 

The sums are bounded by the condition w 2:0 *. As subtract1on 
operator ~a acting on functionals with two insertions of the 
operator j we choose 

maF(x)=. I. M:+w+sas (Fiz:-.~~P(:ry,akl'"'.ake):¢i 1 (k1) ... 4\lke):d~ 1 1''"•1 f 1 (A.S) 

where the sum is bounded by a+w+·s::::O·It is clear that (A.S) 
coincides with (2.5) for QED. 

Under these assumptions we show that the coefficient func­
tion F-r(x, _!) of any graph r contributing to Q &(x) has the 
property 

[a/21+1 
(x ) F p. (x, _!) 

x2 -+0 
(A.6) 

where [ a/2] means the integer part of a/2. To show this we have 
~o in~roauce some turtner notat1on. Let y be a subgraph given 
by an ~rbitrary set of lines and all vertice§ incident with 
thew. r is the set of all such subgraphs. rc is the subset 
off consisting of subgraphs which contain the vertices Vx 
and Vy in one component of connectivity. A nest ~ is a sub­
set of f such that for any y 1 ~ n and Y2 ~ :)l either Yt C y 2 

or Y2 C y 1 .holds. With this the following lemma is true. 

Lemma I. The coefficient function Fr (x, ~) of a graph r con­
tributing to Qa (x) has the representation 

""' OQ ay+Wy+sy 
Fr ( x.~ = c r c:b 1 .. • r da 2 I n I + I n (- M ) n I I X 

o o r~f ar n r~n ar y(;n ar 

sy+4!1: L 1 (A. 7) 
X n a y n Po(-2iat'·,a).I'a(x,.'T/.k)&(a)it' ' 
y~ f ~= 1 [ \, fJ - - - \, =0 

* w depends on i 1 ... it , that means on the number and sorts 
of fields ¢1 only. It is the same for all graphs contributing 
to the coefficient function F1 1 ... i e • 
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\ 
') 

\ 
( 

where 
L 

&(a) = n exp[ia e (-m ~ + ii )] ' 
f = 1 

a for y ~ f c 
ay = I _ 

0 for y ~ f e 

s Y. are sufficiently large numbers. L denotes the number of 
lines in r and 

Iy f(ay) = f(1). 

The function 

r a < x • 71, k) = r a Ri x , 71 1 ••. 71 2 , k 1 ... k 
"' " - - f-'1 ... ,.,.~ " n 

contains the combinatorical functions and will be specified 
later. The parameters f3e are given by 

f3e=ae"f (A.8) 

with n e = y~ e ~and the "'f by 

"~e = ne~e • (A.9) 

x
11 

is given by (2. 7) and 

ll= n ay. 
y~fc 

(A. 10) 

To show (A.7) we start with the corresponding unrenormalized 
coefficient function 

un ""' oo L 1 
Fr (x, k)= C ( da 

1 
... fda

2 
ll P(-

2
. a ,a) 

r r f= 1 I 
X 

(A. I I) 

X f' a (X, ~' k) & (a)j ~=O , 

where r is the UV-regularization parameter. One gets this re­
presentation by a partial Fourier transform out of the stan­
dard a -representation 111 • The function I' a(x, ~. k) is given 
by --

r a (x, ~. k) = - - -
= (A(a))-2 exp[- 2._ D(e) x 2 - _!_ I xk . Ai (!!) 

- 4 A(a) 2 i 1 A(a) 
i 
4 

(l k i :A i (!!)) 2 

D(a)!A(a) 
+ 

13 



. I k i k i A ij (~) + 1 __ .;:.__.....;__ 

D(a) 

. k(~a,{> i <Iee 8e<!!n2 
- 1--- - - ---"---

D(a) 4 D(a) A(a) 
(A.I2) 

Ixeese<~> 
2 A(!!) 

i I k 1 A 1 <~>Ier se<~ . Ieesr 1<1!.)k 1 
-- ----------·-- 21 ] •. 

2 D(~) ·A(cy D(~ 

An n -tree of the graph 1 is a set of lines of 1 with no ,, i 

loops and n components of connectedness. So T
1 

is a !-tree. j 
T2 is a 2-tree containing the vertices V x and V Y in diffe-
rent components of connectivity. T21 , resp., T2tj are 2-
trees containing the vertices Vx and v1 , resp. Vx , v1 , and 
Vj in one component and Vy in the other. With this we have 

D (a) = I .!I a e , 
- T

1 
f<;. T

1 

A . (a) = I !_I a e , 
I - T;i f<; T;l 

(A.I3) 
A (a) = I ll a f , A }a) = I ll a f 

- T 2 f (;; T 2 1 

- T;ij f (;; T;ij 

Now we assume that the lines are oriented. T~ is a 1-tree 
containing the line e and T !·X is a )-tree in which the 
line e is dit'ectef. to the vertex vx . The sum I X goes over 
all vertices of T

1
•x between Vx and the line f. With this we 

have 

8 D (a) = I n a 0, ' 

L - Tf f'~-ri L (A.I4) 
1 1 

IBf_(a)k =I n ae(IXk). 
i ,I - l Tf,x e •c; T i,x 

Now let T be ~ 1-tr~e with loop. Introduce an orientation 
in the loop and let ~ ± ee be the sum over the lines of the 
loop where the sign shows the orientation of the line f to 
the loop. Then 

k(a,e)= I !.1 af(t ±ee>~ (A.I5) 
T;. f (;; Ti. 

Now let'" s cons ide,.. the action of the subtraction operator 'DR a 
on an x-prop subgraph y(; fc.. With (A.5) we have 

a un ay+cuy+~ sy oo oo 
~ F1 (x,k) = M u f f da ••• ( da L x 

y - C1 y 1 y 
y • r (A.I6) 

X n Pe<-1-a~,a)1Y(~.e.up)& (a)l~ xFu/n (k,p)dp. 
fr;;y 21 "' a C1 - y - "'=0 1 y -- -
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Here the first factor is the a -representation of y and the 
second factor is the coefficient function of the graph 1/y. 
p are the external momenta ofy. From (A. 13), (A.I4), and 
(A.IS) it follows 

y Xay e 4\ . 
1a(--,-,ayP)=ay 1 2 (xa ,ayLP) 

uy y - ay a y __ _ 

Now the first factor in the r.h.s. of (A.I6) has again the 
form of the a -representation, and we can integrate over _p 
to get 

"" a un a + w.. +s 4~ 
JJly F1 (x,k) =MY r Y y+sy 

ay ay X 

(A.I7) 
00 

X ( da 1 

L 1 r da n pf <-.-a~ ,a) 1{3 (x 7T • .,.,' k) {i; (a)i 
r L f= 1 21 "' - - -

with f3, rr, 17 given by (A.8), (A.9), (A.IO). In the same 
way we get for a lPI subgraph y 

M Fun a +C<J.+ 
y 1 (x, k) = M y r 

8

Y 
- a y 

4~y+ Sy X 

ay 

(A 1 A\ 

oo L l 
X r da 1 • • • Ida n p (-. a/: 'a ) 1{3 (x, .,.,, k) & (a) I /: 

r Lf= 1 f 21 '> - - - '> = 0 

with ay = 0 (y ~ f 0 ). For latter convenience we have intro­
duced the number s which does not change anything. By re­
peating this procedure we get a contribution to (A.7). Now 
let~ be a forest of x -prop resp. lPI subgraphs. Then the 
structure of the R-operation is given by the braces in (A.7) 
where the sum goes over all forests. Taking into account 
(A.I7) and (A.I8) we have shown (A.7) with summation over 
forests. In ref. 1 11 it was shown that this sum is equiva­
lent to the sum over the nests. The proof given there is va­
lid for our case too. So the representation (A.7) is shown. 

To analyse the structure of the integral (A.7) we divide 
the integration domain into Hepp sectors 0 ~a 

1 
~ ... ~a i and 

consider the contribution from one sector, sa'.} O<a <aL< ... <~: 
In this sector we introduce new variables - 1

-
2

- -

te=aelae+
1 

(f =1,2, •.• ,L-l) 

t L =a L 
(A.I9) 
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with the integration domain 0:;;; te:;;; 1 (f = 1,2, ••• , L- 1) and 0 s tv 
The Jacobian is u(a1···aL}/a(t1 ••• tr) = ff t)- 1 • The inverse 

e = 1 
transformation looks like 

L 

a f = ll t k • (A. 20) 
k=f 

Further we divide the set of nests into classes. Let P(1), ••• ,P(L) 
be e permuttation P of the numbers 1,2, ••• , L and let Yf denote 
the subgraphs re=lP(1),P(2),. •• , P(f)!. A subgraph y~ is called 
increasing if P(f)>P(f+l)and is called decreasing I.f P(f) > P(f+ 1). 
We put formally P(L+l)=L+1 so that YL is increasing for all 
permutations P. Let )lP be the nest ifP=Iyl'y

2
, ... ,yLI and 

t( inc resp. )l:ec the subnests of )lp consisting of increasing, 
resp., decreas1ng n only. In ref. 1 11 the relation 

ll I +!, ll (-M ) Jl I a =I. II P(-M
0 

) ll (Ia -M ) !J 1
0 yr;;.f ty j[ yr;;j[ <)- yr;;j{ y p yr;;j(d y yr;; j(_P y C)i yr;;j(P' y 

ec me 

was shown. (A. 21) 

So the contribution from one Hepp sector and one permuta­
tion P to (A.7r looks like 

H P 1 
F ' lx Jr) ~ r. r nt 

1 oo L 
r nt Fn+ n f -1 . 

1 ._. 0 1 ' L-1 ' --L --
0 0 f = 1 

- r 

we+ ae+ sf 
x n P :r. 

o "~'> n -0 uyfr;;/ldec r 
1 . n f 1 (J) e+ ae +se + 1 ' --a nP a ·x 

"t' Cf f:yrr;;j[inc (wr+ae+Sf+1)1uf 

(A.22)· 

'il. . < t) & (t} I ~ 
0 L 4~-r:+Sfp (-

1
- a ,a)rfl x"'! '- - <; = j[p ) 

X fi a f 2j < af ~ 0 (y t< '" t~' nP>. 
uf = Of (y r;; inc 

- .... p 
where we have taken a = 1 for yf;;Jt and denoted uYf "'Gf• wre= w £• 

for yr;;il P. Thl mass exponential has the form SYf = s t 

L L-1 
& (t) = n exp [ i t I. t (-m 2 + i c }} 

- f=l Lk=£ k 
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and we have employed (2.9) and 
b 1 . b+1 ] 

(I -M )f(a)= a f(u)i (}, (}r;;[0,1. 
a a (b+ 1) 1 a a= 

As the next we will show that (A.22) is a sum of terms 

2 H,P 1 1 oo X a 
F1 (x,k) =C fdt 1 ... fdtL_ 1 fdtL ( ) x 

o o o te ••• tL 1 

L Nf i X 2 _ 2 
X n te exp[-- Vl(t)]u1(x ,t) 

e = 1 4 te ••• , t L - -
1 

(A.23) 

with N£~0 for£=1,2, ••• ,£1-land Ne_[;] forf=f
1

, ... ,Landa_?O 

u1 is an analytic function in tr and exponential decreasing 
for tL~ oo. V1 is an analytic function in tf and does not 
depend on tL. 

To show (A.23) we introduce auxiliary variables 

-
te = aP(f} /aP(f+1) <l= 1.2, ••• ,L-1) 

-
tL=aP(L)' 

The inverse is 
L 

n 
P(C) 

k = f 
Because of 

k 

t =t 0 ... t n 
f P(L) P(L+ 1)- 1 

- ]-1 
t e = £ tp(f+1>'" tP(£)-1 · 

for 

for 

y <;; j[ p 
f inc' 

Ye ~ n P dec 

(A.24) 

~.1\,L.~) 

(A. 26) 

t £ is analytic in tt' 
so that t f with f < L 
ration domain. 

p -for Yf <;; j[in and only t L depends on tL 
and · · yt ~ 1J.i~c are bounded in the integ-

Introduce 

- 2 rr=teue 
it is clear that due to 

7
f = tl p(f) I p P(f+l) ' 

(A.27) 

L 
tl = n r 

P(f) k= f k 
(A.28) 

the combinatorical functions (A.I3), (A.l4), and (A.15) are 
polynomials in rf • 

17 



Now we claim that 
L 1 . 
ll P~(-dt: ,a) r~ (xiT,7J, k)!t:=o 

f = 1 L 2f \, fJ - - \, 

of terms is a sum 
L 
n 

f=1 

0 f iii 8 f i x2 
fl f a f T f U (X IT , ~) exp ( - 4 _ _ V 1 (~)} , 

te .••. ,t L 
0 

(A.29) 

whereu and V 1 are analytic in x2 and rt (for nonnegative 
'f). f 0 is the minimal number such that Yf containing the 

0 
vertices Vx and Vy in one component of connectivity.nf , np 
and s' are numbers with O.:(iif::;nf and nf ;::nf. To show (A.2~), 
we refer to 111, where this relation was shown for rf3 (x IT, 0, !_) 
(The contribution corresponding to the scalar theory). Espe­
cially there was shown that V 1 does not depend on rL. • So we 
consider the contribution from the propagator polynomial 

i 
ll P (-1-at: ,a). By definition every term in it contains at 

f = 1 f 2i \, 
least ni ::: n r factors a f and not more than iie s ne factors a,. Every derivative a, f produces a factor ITt owing to a,f 

= ITf a71f. the derivatives a71f give factors before the ex­

potential containing the combinatorical functions A~), A i (!:) 
and so on, which are polynomials in 'f and contribute to 
t-'ho -f=~•-~"t-..:,.._ •• ..,_ .... A ~h .... &,...-~---- _ R~ *: C"'- --~ --- ---.!~- lA 1'\')\. ---------- - -·-- -··- ------- 'f - . -- "- -~·· "--~- , ••. --, 
as a sum of terms 
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H,P 1 1 a L f-1 
Fr (x,k) = c fdt 1 ••• fdtL_

1
JdtL n tb x 

- 0 0 0 f=l [ 

we+ae+se 

x n P I. 
e •Yr ~ n dec nf= o 

1 Df -a 
nfl ae 

X 

X n 
1 . we+&e +se+ 1 

------a e,r c;.np 
l inc 

(wf+&f+Sf +1)1 af 

L 45{f+Bf iif ii£ T 
8 f u(X , T) X 

X fl a ITf af f 7T 
f= 1 f 

x exp[- .!_ 
4 

x2 

if ... 
0 

fL 
v1 (r )J & (t) t a e = 0 

a f = 0t 
"' The numbers sf can be negative. 

X 

for Yn ~ p 
t dec 

for Yf~ np 
inc 

(A. 30) 

• • Y2 - Y2 
Subst1tUt1ng ae= 'e ti and 

L ne 
n ITe 

e = 1 

L -, 
n a ne 

r = 1 e 

L f-1 
n t e e = 1 

we have 

k 
L ~ ; a 

n f = 1 P(L) 
ak 

k= 1 

E 
L - ~ ii' n t k=1 P<k> 

L1 e 
L n if-1 

e = 1 e 

L f-1 4~e+se 
n tf ae 

ii e ne 
f = 1 

17 e a f 

taking into account 

s{ 
'e 

f 
(j) 1 1 ~ - _, 

-2J\a+f -1-- sf -- ._ (nP(K)2nP(kj 
(A.31) 

L - L 2 2 k= 1 
= n t x 

f = 1 f e 
2~e+ ise +sf+ k:,1iiP(k) 

X T f 

Remembering that ~ is not bounded from above we require 
se>;-2sf.Further Xa=f(x2Ja2) (2.10) is analytic in x2a2and 17 

= n ak so that 
k=fo 

x2 
X = f ( • T D ... T ), 

IT - - LO L . tf ••• tL . 
W1th this w~ can rewr1te (A.30) as 

we+ae+sn H,P 1 1 00 L 1 ne 
F r (x, k) = r dt1 ••• I dt L-1 r dt L n p ~ - a a X 

0 0 0 f: Y. ~ :rr n f = 0 n f I f dec 

X 
1 . we+ae+se+l n -------- a x (A.32) 

f:r, ~n_P (w 0 +af+Sf+1)! a e mc [ 

e 
L -

x n 
-2~ e + e - 1 - 1 s - 1 ~ <ii - 2ii'' ) 

2 f 2 k-1 P(k) P(k) 
f=1 

x2 
x u

2 
( _ _ , r) e 

t e ... tL 
0 

4 

- X 

x2 

tfo··· fL 
V (r) 

1 -
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x2 
where u (:: ~ ,r) is analytic in all its arguments (we have 

tfd'' tL -
included here the mass exponential) and exponentially decreas­
ing for tL .... oo. 

Every derivative with respect to af does not change this 
properties and gives a factor r~ and possibly a factor 

~ x r . Taking the derivatives with respect to ae we get 
tr o·· L 

a sum of terms 
B.f 

oo L -1+-+.! l [n -ii - ' -, 1 
fdt1"' fdtL_

1 
fdtL ll tf 2 2 k=1 P(k) P(k/(nP(k)-nP(k)) +Bf 

0 0 0 f=1 

x2 a. 
X ( - ) re .... tL 

0 

2 i X 2 
u(x , t) exp[-- ----V (t)} 

- ~ 1 -4 tr .... t L 
0 

(A.33) 

with Be=i for Yf r;;r£fnc and Bf::;O for yf t;; rc;ec and a 2:0. 

One gets the function v 1 (_:) from v1 (':_) putting T e= 0 for Yf r;;n:ec 
p • - ~p 

and rr= (Jf for~yf r;;r£inc· So 1t depends on tr for Yf r;; Jltnc 
only and due to (A.26) it is analytic in tf" The function u 
contains all factors occurring from the differentiations and 
is analytic in x2 and t~ and exoonentiallv derrPRsin~ fnr 
t .... .., . With ~ 

L £ f 
L - l mp k) L l mk n t k= 1 < = n t k=1 

f=1 f f=1 f, 
n > n , e- r 

the factor f 

L _ .! l [n - n - 2(n' - n' )] 
fi t 2 k=1 P(n) P(n) P(n) P(n) 

f= 1 L 
gives positive powers of tf only. Further 

L --i+Bt -Bf 

n' < n' 
f - f 

n tr = n Pte 
f = 1 f:yfr;;ndec L -j+}at L -i L -2a. 

gives positive powers of tf only. Withnll tf =
0
ll tell te 

(. =1 c.=1 f=f1 
(f 1=P(f 0 )) and tr .... tL=tr •••• tL we get (A.23) with 

0 1 

20 

1 
Nf ~- 2 

a 
Nf ~ 2 

f = 1,2, .... f1- 1 

f =fl' ... ,L. 

Now we argue that only integer powers of te enter into the 
integrand of (A.33) as well as (A.23). Therefore if some Nf 
is~not integer, that would mean that u contains the factor 
t f • We obtain finally 

Ne~O for f=1,2, .... ,f1 -1 

N f ~ [;.] for f = f 1 , ••• , L 

so that (A.23) is proved. 
With this the proof of (A.6) is nearly finished, because 

we have obtained with (A.23) the same representation for the 
coefficient function Fr (x, k) as in the scalar theory. Even 
in ref. Ill it was shown that (A. 23) has for x2 .... 0 the desired 
behaviour (A.6). 
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6opAar M., KawnyH n. 
0 .KOHYCHOM pa3nomeHHH B KanH6pOB04H~X TeOpH~X /K3~/ 

E2-82-52 

~aeTC~ o6o6~eHHe pa3BHTOrO B CKan~pHOH TeOpHH ~OpManH3Ma Afi~ B~BOAa 
pa3nomeHH~ Ha CBeTOBOM KOHyce B HeCKan~pHOH, ~ 4aCTHOCTH, B KanH6pOB04HOH 
TeOpHH. npH 3TOM ManOCTb 0CTaT04HOrO 4neHa AOKa3~B~eTC~ An~ npOH3BOfibHOH 
peHOpMHpyeMOH TeOpHH C ycnOBHeM HanH4HR HH~paKpaCHOH perynRpH3a~HH. Hccne­
AYeTCR BHA pa3nomeHHR H B03HHKa~~He a HeM KoHyCH~e onepaTop~. 0Ka3~aaeTc~, 

4TO pa3nOmeHHe B TeOpH~X C BeKTOpH~MH nonRMH /KanH6pOB04H~e TeOpHH/ COAep­
mHT BCe CTeneHH onepaTopa BeKTOpHOro nonR. npH 3TOM K03~~H~HeHTH~e ~YHK~HH 
He RBnR~TCR He3aBHCHM~MH BCneACTBHe KanH6pOB04HOH HHBapHaHTHOCTH. noKa3a­
HO, 4TO Hcnonb3o~aHHe H3BeCTHbtx peweHHH TOmAeCTB YopAa no3aon~eT s~secTH 
pa3nomeHHe Ha CBeTOBOM KOHyce C KOHe4H~M 4HCfiOM onepaTOpOB H C He3aBHCHM~MH 
K03~~H~HeHTHbiMH ~YHK4HRMH . npH 3TOM pa3nomeHHe OKa3~BaeTC~ KanH6pOB04HO 
HHBapHaHTH~M. 

Pa6oTa B~nonHeHa B na6opaTOPHH TeopeTH4eCKOH ~H3HKH OHHH . 

... 

Coo6~eHHe 06~eAHHeHHOrO HHCTHTyTa ~AePH~X HCCneAOBaHHH. ~y6Ha 1982 

Bordag M., Kaschluhn L. 
On the Light-Cone Expansion in Gauge field Theories /QED/ 

E2-82-52 

The techniques developed for derivation of the light-cone expansion 
in scalar theories for its application to nonscalar, especially gauge theo­
ries are ~eneral ized. for this reason the smallness of the remainder is 
proved in an arbitrary renormalizable theory, provided an infrared regula­
rization is present. The structure of the expansion and the arising 1 ight­
cone operators are derived. It turns out, that the 1 ight-cone expansion 
in theories involving vector-fields (gauge theories) contains a.ll powers 
of the vector-field operator. In this case the coefficient functions are 
not independent due to the gauge invariance. It is shown that with the help 
of the kn9wn solutions of the Ward--identities one can get a 1 ight-cone 
expansion ' with a finite number of operators and with independent coeffi­
cient fun~tions. This expansion is gauge invariant. 

I 

The investigation has been performed at the Laboratory of Theoretical 
Physics, JINR. 
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