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1. Introd11ction 

There is a large number of problems ranging troa eleaentary 
particles to atatietical physics, in which the considered systems 
are diasipatiTe (ct.,e.g., [1-5]). The dynaaics in such cases can 
be rarely described tully, inclllding interaction with the heat 
reservoir (decay products, compound n11cleus channel,etc.),usually 
one is forced to express influence ot these degrees of freedom by 
means of phenoaenological Lagrangian• or Hamiltonians. They can 
be constructed in different ways : as time-dePendent, non-linear 
(e.g., [3,6]) or non-selfadjoint, in particular Heailtonians with 
complex potentials are popular in practical calculations in nuc
lear physics. 

Recently we have shown how to incorporate description of a 
diesipatiTe systea S via a phenomenological non-selfadjoint 
Hamiltonian B into the standa_rd _quantWD.-theoretical traaework [7]. 
It B is closed and 1B generatee a continuoue contractive leal
group (such operators we called paeudo-Ha•'ltontana), then by ai
niael unitar, dilation of this aeaigroup we obtain objects which 
are uaturallJ interpretable as the state Hilbert eyatea of a lar
ger isolated BJ&tea Z containing S and the un1 ta.ry evolution 
gro11p of L . The well-known difficulty with apectrw. of the cor
reapoDdin« total Hamiltonian (see [4,8] and references therein) 
aeana that the se.tgroup evolution of S 1a necessarily approx1-
aat1Te [7] , however, this approxiaation is good enough to~ a lot 
of appl1cat10D8 (9,10]. 

In the present paper, we applJ the paeudo-Baailtonian appro
ach to the case of allltidiaensiomal haraonic oscillator with daa
ping. !here are, of course, aany poea1b111tiea how to choose H 
eoae coaplex strRcturea have been already atudied (1t]. Ye ehall 
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ae the moat nataral choice H = -~A + x. (A-iW)x , where A,W 
are strictly positive matrices (strict positivity of A 1e asaQ
med for convenience, in tact, the proofs can be carried out tor 
positive A as well). We assume neither a time-dependent frequen
cy [6] , nor any driving force, stochastic or not [6, 12]. On the 
other hand, we assume oscillators of an arbitrary diaension d 
the generalization to the d >1 case is non-trivial, because A, 
W need not be simultaneously diagonalizable. This multidimensio
nality together with the special choice of H could be of some 
interest for the old problem of constructing a field theory with 
basic quanta metastable. 

One has to check first that our H is a peewlo-Halllil tonian 
in the sense of the above definition. If the damping part could 
be regarded as a perturbation to the wndamped oscillator, the 
Kato-Rellich type lemma would be applicable. In general, however, 
this is not so. Thus we use a trick based on a successive applica
tion of the lema& ; this trick aight appear to be useful for so•e 
selt-adjointnesa proofs too. 

The main result of the paper is an explicit integral-operator 
expression of the evolution semigroup corresponding to B • After 
soae preliminaries, we prove it in Secs.5,6. The method is based 
on Feynaan-type path integrals in the sense of Nelson, i.e., defi-
ned by Lie-Trotter foraulaV3 1 14]. The same result, however, 
is obtained with soae other definitions of the path integral, for 
instance that one of Tr~n ~5,16] or that using the "uniform" 
Trotter forcllla [17]. 

The obtained results will be discussed in the second part of 
this paper ~8]. Yor the sake of simplicity, we shall limit ourael
ves there essentially to the one-dimensional case. The discussion 
will concern the probleaa of non-damped and classical limits, 
further we shall find the point spectrum of H • 

2. Soae DQ:t&t!on ang gonvtnll~OJ!! 

Q2 
d 

Q2 = L. , where (Qj'/'l<xl = xjr<xl 
j•1 j 

p2 • 
d 2 -1 L. pj • -A , where Pj •Fd QjPd and pd is the d-dimen-

j•1 sional Fourier-Plancherel operator, 
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v
1

{x) = x.Ax v
2

(x) = x.Yx , where A, W are real positive 

d x d matrices {more exactly, positive symmetric 
operators on IRd) and v(x) =v1(x)-iv

2 (x) =x.Bx 

vi (Vi'l'}(x) = vi (x)Y'(x) V =V1-iv2 
a 1 z~P2+v1 
H

2 H11 j(l!d) H
3 

= H2 -i V2 • HI J'<Rd) 

H = H1 -i V 2 • ~ P
2 + V 

~~) is the set ot all (finite) complex Borel measures on a 
real separable Hilbert apace JY , 

}"(.\\') is the eet of functions f : f(J') = j exp(i(J',fll dt-<fl, 
iK where ;t£ 'liZ (N) and (.,.) is the inner product of :It • 

In what follows, square roots of complex number_a and aatricee 
will 'appear frequently. It 18 uaetul to make an overal choice of 

ip 1/2 1 the branch: we prefer to work with <_e ) •exp(2i~) , O~'f< 
< 2~ . There ~8 a particular caee which should be mentioned : 

when complex frequencies are considered, 
have.their real parte positive,·&~ least 
non-damped limit. We shall uee·therefore 

it is more natural to 
froa the viewpoint ot 
.fl = - (2B) 1/2 with the' 

square root understood in·the above sense. 

3. fhe pseudo-Hamiltonian propertr of B 

As aentioned above, throughout this section we aasllm;e the 
matrices A,~ to be strictly positive (as operators on IRd ). 
The eigenvalues of A are «: , .1 "" 1, ••• ,d , eo « = min a 3 > 0 • 
The inequalities 1~.1~4 

show that D(V1J = D(Q2 J , snslogoua~ D(V2J • D(Q2 ) , i.e., 

D(H) • D(H
1

) = D(P2 Jn D(Q2) 

Proposition 1 a, 18 self-adjoint. 
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Proof : We notice first that H2 is e.s.a. due to existence of a 
-- d 2 complete set of eigenvectors C/(£ ) . Both P and v1 are self-
adjoint and therefore closed so that H1 C: H2 • In order to prove 
the opposite inclusion we shall verify that there is b ::> 0 such 

that 

(2) 

We have (Pi'f)(x) = -iJ"f<xl/J~ for these 1f , i.e. 1 

(3) 

We choose a basis in Rd eo that A is diagonal, then 

2 2 ~ 22 22 <y.-,(P V1 +V1P )'f)~ f="
1

«j(1f,(PjQj+Qlj)'1f) 

2 2 " because q ... ,p jQk·'f) ~ 0 for j " k due to the relatione ( }) , which 
further 1aply 

2 2 '~ft2222..2J.2 (Y',(P v1 +V1P )'f') ;> '2 j';-IIX.j (PjQj'QjPj)lpll - 2 1~1 Trio 

ThQB (2) holds if ~ ;> ~ Tr A • I.B&UIIIe now 'f£ D(if2 J • It t'fn j 
is a sequ.ence Cj(R) , V'n_,.1f , then fH21fnl converges too, i.e., 
·RB2'f11 

-B2'f'.,ll-+ 0 with n,m ~"' • The ineqQality (2) ehowe that 

also {P~nJ and {v 1 ~nl converge, however, both P2 ,v1 are 

closed and j'(Rd) C D(P2 ){1D(V
1

) so that 1f<D(P2 )!1D(V
1

) • D(H
1
). 

II 
The pseudo-Hamiltonian property of H will be proved below 

by successive applications of the following perturbative lemma 
(cf. [7]; [14], sec.X.B) : 

Proposition ? Let G be a densely defined closable operator 
on a Hilbert space Jr such that G is a pseudo-Hamiltonian. 
Let further C be closed and accretive, D(C) ~ D(G) , and 
assume that there exist non-negative a< t , b such that 

'f~ D(G) (4) 

Then n(G) c: D(C) and the operatoz: G-iC defined on D(ii> 
is closed and belongs to the class of pseudo-Hamiltonians. 
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One must exhibit conditione under which (4-) is fulfilled in 

the case under consideration : 

2 1 -1 
Proposition 3: (a) Let b ~ 2 ~flW1l , then there is a positive 

c such that 

( 5a) 

(b) and b 2 ~ 1 2 Let a> 0 - 2 a then there is a positive c 

such that 

(5b) 

Proof : We have to find c for which 

is non-negative independently of 'If€ ,f{Rd) • We choose again a 

basis in fid so that A is diagonal and denote by Wjk the 

corresponding matrix elements of W • Expressing (V2P2-P 2v2 )~ 
and (V 1 P2+P2v 1 )~ from (3) and omitting the positive term 

i<~,P4~) , we obtain 

[ 1~ 21 1(d \2 
I ~ <'f'· ii ~ ctj(PkQJ'Qlk' - 8 TrA + 2 L CijQj/ + 

J=l j•1 

1 2 2 ( d )2 a d ] 
+ <2"-b l L. 11jkQjQk -4 L 11 jk(PkQ!'Qlk' +o 'lf'l 

j,k=1 j,k=1 

2 1 -1 
Assume first a z 0 and b ~ 2 ocUWU , then the last inequality 

so that (5a) holds if c ~ ~ 'rrA. On the other hand, if a2 ~ 2b2 , 

and • 
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Combining now the above three auxiliary statements, we can 
prove the main result of this section : 

Theorem 1 Let A,W be strictly positive so that (1) holds, 
then H is closed and belongs to the clasa of pseudo-Hamil
tonians. Moreover, Y<Rd) is a core for H, 1.e.,H=H3 • 

~ : (a) If {)( ~ 2IWM , then there is c :> 0 such t:r..at (5a) 
with b= 1 holds. The operator v2 is positive, and therefore 
accretive, D(V

2
) :.:> DCH

1
) and H

1 
= H

2 
ia a pseudo-Hamiltonian 

due to Propos! tion 1 • Applying then Propoei tion 2 to G = H2 
C = V 

2 
we see that for H:: H 1 - i V 

2 
the assertion is valid. 

(b) If ((. < 2JWIJ we choose k positive, 2UWlJk2~« , and n 
natural eo that 

-1/2 n-1 k( 1 + 2 ) = 1 

The ssae argument as above shows that the operator H1-1kV2 with 
the domain D(R1 ) is closed and belongs to the pseudo-Hamilt~ 
class. Moreover, this operator equals H2-1kV2 : obviously 
H2-1kV2 c H1-ikV2 ; on the other hand, for an arbitrary 'f E. D(H1) 
and a seq11ence {fnlcf<Rd) , 'fn-•'f , we have <B2-1kV2l)On • 
= H1)'n-1kV2\"n so that jO<D(H2=iliV2) • 
(c) The proof is completed by induction : assuae that the asser
tion holds for H

13 
=H2 j , where Hsj =H8 -ik(1+2- 1/ 2)j-lv2 • The 

1/2 assWDption o~ Proposition 3(b) is fulfilled for a • 2 b • 
• k(1 + 2-t/2)j-l, thus. (5b) together with Proposition 2 imply 
that the assertion holds for 

-1/2 -1/2 J-1 
a 1j-1k2 (1+2 > =H1 ,J+ 1 

as well. In the same way as above one proves Ht,j+l =H2 ,j+l 
Since the assertion is valid for H11 = H21 due to (b), the same 
is true fo:_ H1 j corresponding t~ any natural j , in particu.lar 
for H1n = B2n which eql18ls H = H3 in view ot (k). • 

4. An auxiliary integral forzala 

In the ne"xt section, the ~allowing integral will be useful 
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IN(JI, ) = f. exp { ~ J .MJ + i J·d dJ 
1<11 

(6) 

where II ie a symmetric N x N matrix the imaginary part of which 

is assumed strictly positive, Im S·MS :> 0 for each non-zero 

j € R11 , and ~ is a coaplex vector, Z = i'( 1) + i 1( 2 ) with 1(i)< <If. 
The quadratic form J ~-> J•Mf can be "diagonal! zed", !.e., 

there exists S such that K = STS , further M is regular due 

to the assumption eo the same is true for S • Completing now to 

the full square in the exponent, one obtains 

IJJ(M,~) = exp{- ~ 1·M-
11} JN(M,!) 

J 11 <11,z> =}II expH[s<j +IC
11 >f} dJ 

I< 

(7) 

(8) 

the last integral can be easily seen to exist due to the assumed 

strict positivity of Im M • Notice that in the case o~ real II , 

~ the integrals (6),(8) exist in the improper sense only, but 

the evaluation of JN(M,~) is not complicated : (a} translational 

invariance of dJ illplies its independence. of '2 and (b) the 

s11be'titut1on of .f = SJ into JN(M,O) gives 

N/2 -1/2 
J11 (M,~) = (2li) (det M) (9) 

None of these tricks is applicable in the case of complex M even 

if ! is real. Nevertheless, the relation { 9) remains valid ae 

shown below : 

Proposition 4 If )( is symmetric with strictly positive· ima-

ginary part, then the integral (6) ie given by (7}-(9). 

In order to evaluate the 1ntegr81 (8), let ue first verify 

that the 'Z -independence is preserved in the complex case ·: 

LemM. 4,1 : JN(II,!) = JN(M,O) :for each ! IE CN • 

~ : 'l'e introdllce the :function K : tN-+ t by 

For each 

= J 11(M,M)l -JN(Jo!,O) = j expf ~(S<j+jl) 2Jds- J11 (11,0) 
I<N 

j , the !unction hj(o) = K<)1•···•)j_1 ,.,)j+ 1 , ••• ,511> 
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with \t~···•~j- 1 '~j+l'''"'~N fixed is holomorphic in t , 

r 1 2 
1 "N <M<§•£>>J exp 2<s<S•f>> df 

R 

and therefore K is holomorphic in tN due to the 'basic theorem 
of Hartogs ( [19], § 2.11.2). Translational invariance of the Lebes
gue measure implies K(~·) = 0 for all J E RN , then K(J') = 0 tor 
each 1 e. G:N too ( [19], § 2.II.3). Since M is regular due to the 
assumption, the assertion follows. • 

The rest of the proof consists of evaluating JN(M,O)= 
IN(M,O) • To this purpose, some recursive relations for minors 

of M are useful. Let us denote 

A(m,j) = det ( :~~ .•.. ~~~ •.••.••• ~~~···1 
m-1.,1 Km-1,2 ••• 11\a.-l,mj· 

•j1 •j2 Yjm 

( 10) 

tor J = m,m+ 1, ••• ,N , in particular, C!.• = .6.(m,.m) is the m-th 
principal ainor of ll 

Lepa 4.2 
then 

Let Am , m = 1, ••• ,N , be non-zero and set A0 = 1 

k z. 
m=·1 

.6(m, j )A(m,k+ 1) 

~-1 A,. 

holds :tor j =k+1,k+2, ••• ,N 

( 11 ) 

Proof : Since K is symmetric 
pressed as )( = BBT , where B 

matrix (cf.[20],§II.4): 

matrix of rank N , it can be ex
is the following l~wer-triangular 

-1/2 
Bjm = Ct>,._ 1Am) LHm, j) m=l, ••• ,N, j=m,m+t, ••• ,N. 

Substituting into the lhs of (11), we obtain 

k 
L BjmBk+1 m = 

m=1 ' 

k+1 T 
Z: Bjm(B )m k+1 + 
m=1 ' 

• 
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Now we are ready to prove that 

IN(M,O) = J expi ~ L MjlJjllJ dl 1 ••• dlN 
IRN j,l=l 

is expressed by (9). This is true for N = 1 (cf. (21}, 3.923), 

i.e., one has 

-1/2 

(2.U) i - exp(--
c 2c 

(tl) 

for Im c :> 0 • If N > 1 , we perform the integration in (!") suc

cessively using (:i:i) : we integrate first, say, over .ft, then 

over J
2

, etc. Let us assume that the k-th integration gives 

Now one has to separate terms in the exponent containing the se

cond, first and zero power of Jk+t , and to integrate over it 

using (*:t) ; this leads to 

(k+1)/2[ ( k (t>(m,k+1))2)]-1/2 
IN(M,O) = (2ni) "k Mk+l k+l- L " A • 

' m=t m-1 m 

r , {1 N 1 k _, 
' J, dh+2'"dJN exp 2 L MjlJjh- 2 L (Am-1t>m) ' 

IRN-k-1 j, l=k+2 m= 1 

( 
N )2J r 1( N (t>(m,k+1))2)-l . l. rjA(m,j) exp- ~ Mk+1 k+1- L A A 

j=k+2J ' m=t m-1 m 

N k 2 J L f(M -L A(m,j)A(m,k+1)) 
j=k+2 Jj j,k+ 1 m=l ~m-tAm 

Since M is regular, its determinant is non-zero. Assume for a 

moment that the same is true for all principal minors, then the 

last expression simplifies by Lemma 4.2 and gives (:ika) with k 

replaced by k+l • Consequently, if (tt:t) holds for k = 0,1 , ..• 

• . ,k0 , it holds for k = k0+1 as well. In particular, (H*) holds 

for k = N-1 ; performing the last integration in the same way as 

S:bove we get ( 9) becau.ee AN= det 14 . Finally if some of the 
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principal minors are zero, then we replace M by M£ = M +el , The 
above considerations are applicable to all but finite number of 
['a , further lim IN(M£'1) = IN(M,2) by the dominated convergen-t~o 
ce- theorem, and therefore the assertion of Propos! tion 4 holds in 
this case too, 

5. The propagator 

The continuous contractive semigrou~ corresponding to our 
pseudo-Hamiltonian H can be expressed explicitly. This is the 
content of the following theorem, which shall be proved in the 
next section 

Theorem 2 : Let A,W be strictly positive and denote n = 
= -(2B) 1/ 2 , B=A-1W. Then for each t~O, exp(-iHt) = Vt, 
where f V t : t ~ 0 j is a contract! ve semigroup which acts 
on a.n arbitrary 'f€ L 2 (!Rd) according to the relations 

(Vtr)(x) = j Gt(x,y) )"(y) dy , t >0 , (12a) 
Rd 

-d/2 -t -1/2 {1 [ Gt(x,y) • (2~1) (det(J2 sin.llt)) exp 
2 

x.(JlctgJlt)x + 

+ y. (Jl ctgllt)y J - iy. Ul ccsec.llt)x} 
( t 2b) 

One has to verify first that (12) makes sense : 

Lemma 5.1 : Let A be positive, 
then ..f} is regular and the 
x ~--Jo- Im x. (.f2- 1tgfl t)x 

strictly poe! tive, t .:> 0 , 
real quadratic forms 

x 1-+ - Im x. (J1 tg.fl:t}x and 
x ....-+ Im x.(.Q ctg.D,t)x are strictly positive (positively de-
fin! te in the algebraic terminology - cf. [20]). 

Pro~f : Suppose first 
the assumption so that 

d = 1 • We have 
o < -.n

2 
~ n

1 

311"/2 ~ arg B < 2Jt due to 
holds for ..Q = J21 +i.Q

2 
• Then 

-t ~ -2 -Im Jl tg.()t = C(J)2 tg Jl1t ch .fl2t - Jl1 thJ22t COB .fl1t) 

where c- 1 = /!:./ 2 /1-1 tgi21t th~t/ 2 
> 0 • We abbreviate rx. 1 = 

= 2.Q 1t , D:.
2 

=- 2.U2t : they are both positive, and therefore the 
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-1 -1 inequalities 0t 
1 

sin cx.1 <' 1 < c(, 
2 

sh « 2 
imply 

-1 2 1 2 1 - 1 
-ImJl tg.flt = C(4t cos ( 2 ct1)ch (2.:t2)) (a::. 1 Bha2 -<X2 Bin~X1 l>O, 

l 1 3a) 

Im.Uctg.Qt = -1Jl- 1tg.ll.t\-
2
u.l[1tg.!2t > 0 (13b) 

Similarly, we obtain 

Let further d ::-- 1 • Regular! ty of Sl is obvious : tn x 12 = x • .fiT.O: x = 
s 2 x. Bx f 0 for non-zero x E: Rd , because .fl is sylUletric (as 

a :tunction of symmetric B ) and W- is strictly positive. A real 

quadratic form ie strictly positive,_ if all eigenvalues of its 

matrix are positive ( [20}, § X.5). They are equal to -Illl 'Vj1tgwjt 

in the first case ( (20J,f V.1}, where wj are eigenvalues of fl 
Further each eigenvalue p j = i W~ of B fulfils Im f3j < 0 , 

otherwise a nonzero x
10 

would exist such that x
10

.wx
10 

= 
s -Im foJ lxj (2 ~ 0 in contradiction with the aaeumption. Thus 

0 0 1 
( 1 }a) gives -Im 'U j tg ~ t > 0 for all 1 , and analogously ( 13b, 

c) apply to the other two forms. II 

L•,.. 5.2 Let A,W be as in Le111aa 5.1, then det(Jl-1ein.Qt) 

and det (cos i1 t) are non-zero for each t ,. 0 • 

~ : It is e~fficient to check that all eigenvalues of both 
-1 

the JD&tricee are non-zero : they equal ev j sin "";t t and cos 4Jj t , 

j z 1, ••• ,d , respectively. Further Imp j < 0 implies Im Wj + 0 

but sin and cos have no zeros outside the real axis. • 

Proposition 5 Let A,W be as in Lemma 5.1, let further Vt 

be given by (12) and v0 =t. Then fvt: t~oJ is e semi
group of bounded operators on L2(Rd). 

~; According to Lemme 5.1 there exist positive c 1,c2 (de

pending on t ) such that 

( 14) 

This inequality together •ith Fubini theorem imp~iee 
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so that the Schwarz inequality gives 

( 1 5) 

for each 'f€. L2 (Rd) • As for the semigroup property, in. view of 
v0 =I and of (14) it is ellfficient to verify 

Gt +t (x,z) = ~d Gt (x,y)Gt (y,z) dy 
1 2 I! 2 1 

( 1 6) 

for all . t 1 , t 2 >. 0 • The. rhs of this relation equals 

-d 1 1 . -1/2 {1 r (2Jt1) (det(.il- sin.flt
1

)det(Sl- sinSlt
2

)) exp 2 x.(.QctgJlt
2

)x + 

+ z. W ctg J2t
1 ) z]j. Id (.Q( ctg Jlt 1 + ctgJ1 t 2 ) , -Jl( (ccsecJlt2 )x + (cosecSlt

1 
)z)). 

Applying Proposition 4 to the last integral and using det M
1
M

2 
= 

= det 141 det ~ , symmetry of the matrices involved and the matrix 
fllnctional citlclllus rulee((20J,§V.5), we get (16). • 

Before proceeding further, we shall deduce a useful equiva
lent expression for vt ! 

Proposition 6 ! Let A,W 
and 'f < L2 (1!d) 

be as in Lemma 5.1, then for all 

<Vtf')(x) = f Pt<x,y)<Fdr><y) dy , (17•) 
l!d 

-d/2 -1/2 r if n F't(x,y) = (2:t) (det(coeJlt)) exp -.2lx.(.s.Ltg.Qt)x + 

+ y.Ul- 1tg.Qt)y] + iy.(aecJlt)x J 
where Fd is the Fourier-Plancherel operator • 

.b:Q.QI : Let first r E j(l!d)n L2 (1id) , I'( X) = j 
Yt:71Z(Rd), then (17a) can be rewritten ae IRd 

12 

ix.y 
• dv(y) 

( 17b) 

with 



1 Ft(x,y) dV(y) 
IRd 

( 18) 

In order to prove this, we use ( 14) together with boundedm.:ss of 

'f lf<xll ~ lvi(!Rd) • Then Fu.bini theorem applied to (12) gives 

(18) with 
-d/2 ,' iy,z 

Ft(x,y) = (21!) .) Gt(x,z) e dz 
Rd 

2 -d/2 1 -1/2 fi ) 
(4Jr i) (det<.G.- ainJlt)) exp 2 x.(J,ictgS1t)xJ 

. Id(.!]ctgJ1t, -U1cosec.Ct)x) 

Using now Proposition 4, symmetry of the matrices involved and 

the matrix functional-calculus rules, we get (17b). 

Let us assume :further an arbitrary p.:::. L2 (Rd), and construct 

the following sequence : 

-d/2 1 ix.y 
fn (y) 'fn : Y'n(x) = (211') e dy 

IRd 

( 
(Fd~)(y) • • • I y I .; n and J(Fdy>J(y)j,;; n 

r:.(y) ; n Jyl., n and J(Pdy>)(y)J > n 

0 IYI > n 

' A d 
Clearly Fdfn = ~n and ~n€ L(R } eo the assertion is valid 

for fn . The seqllence £fn J converges pointwise to F4 tp , furt-

her lfn(y)J ~ J(Fdf)(y)l and Ft(x,. )<: L2 (Rd) so that 

A 2 
One verifies easily that fn ~ Fdf in the L -norm too. Since Fd 

is unitary and V t is bounded due to ( 15), we obtain V tfn _,. V t~ ; 

then there exists a subsequence {vtfn J which converges to Vt~ 

pointwise and the assertion follows k from <•>· 8 

In order to prove Theorem 2 in a straightforward way, one 

has to check first that the semigroup f V t : t ~ 0 J is strongly 

continuous, or equivalently 

( 19) 
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2 d for all y;,tp(;L ([{) ( [22], Th.IX.1.1). Further the generator of 
fv t ! t ~ 0 i must be calculated and shown to coincide wi tb H . 
According to Propos! tion 6, ( 19) is valid for "f' •tf ( L 2 (Rd) (l L(!Rd) • 
Using further the matrix functional-calculus rules together with 
the relation 

d -1 di det(g(.ilt)) • det(g(Jl.t)) Tr<Jlg'(Jlt)(g<J2t)) ) 

one can verify that for Y' e ]"(Rd) , 1f: 'lp(x,t) = (Vt9')(x) solves 
in IRd>< (O,oo) the Schr~dinger equation with the potential v(x)= 
= ~ x.fl.2x and initial data 'f . 

The remaining part of such a proof, however, seems to be much 
more complicated. Instead of attempting it, we shall use the way 
which is opposite in some sense : to express exp(-iHt} by Lie
Trotter formula. This is the content of the next section. 

6. expS-iHt) by Lie-Trotter formula 

We shall assume again both A,W to be strictly positive, 
t > 0 , and abbreviate s! = exp(-iH0t)exp(-1Vt) , where H0 = ~ p 2 

is the free Hamiltonian. Since iH =iH0 +iV generates a continu
ous contractive semigroup due to Theorem 1, Lie-Trotter formula 
for eemigroup asserts 

s-lim 
n+~ 

e:xp(-iHt) (20) 

(cf. [23] or [14], Tb.X.51 ; in fact we need only the special case 
of LT-formula considered by Nelson[13J). Our goal is to prove that 
the lhs of (20) coincides with Vt . 

Let tf€. L2 (Rd) , then using the propagator corresponding 
to H0 , one can express 

(S~<p)(x) • (niJ)-nd/2 j exp{ fr '2:1 <tk+1- J'kl2-
Rnd k=O 

( 21 ) n-1 
-iJ' f:o J'k·BJ'k}r<to> d.fo···dJ'n-1 

( (14], Sees. IX. 7, X.11), where J'n = x and J = t/n . Modulus of 
the integrand is majorized by 

14 



thus the integral exists whenever t.p<·) is bounded and the in-

tegrations may be interchanged arbitrarily. In order to make use 
., d J 1Xox 

of Proposition 4, suppose 'ft!.;(R ) , f(x) = e dy(y) • 

J 1/2 Rd 
Subetitu.tin« then fk= ""'k k=O,t, ••••••• ,n-1 , and rear-

ranging the integral, we obtain 

t -nd/2j 
(Snl'}(x) = (2311) d•(y) 

Rd 

J1/2 J1/2 
where ~ = (y ,o, ... ,O,-x ) 

(22a) 

nd xnd 

matrix 

(

I-2,fB -I 0 0 0 ) 
-I 2I-2,fB -I 0 0 

lin = 0~0 0 0 o o o ~~ 0 0 0 0 ~~~~~~~00~~ o: :::::0 ~0 0 
0 0 0 0 oooo 2I-2J2B 

(22b) 

which obviously fulfils the asumptiona 
-1 

one has to calculate det Yn and •n 
blocks). It can be accomplished, since 

of Propos! tion 4 • Further 

(or at least ita corner 

the blocks in ~ commute 

mutually and thus can be handled ad numbers : 

Lemm&6.1: Let m=(m
13

> be a nxn matrixand M=<M1
j) be 

a nd x nd matrix which co~iete of d x d blocks 11
13 

, i,j s 

= 1,2, ••• ,n. Let us denote d(m) = ~(m11 ,m12 , ••• ,mnn} : ~ 

= det m. If [:u:ij'~l] = 0, i,j,k,l=l, ••• ,n, then 

det X = det(d(M)) (238) 

where d{M) 

d x d atrix 
ie the "block determinant" o~ M , i.e., the 

iJ<M11 ,»:12 , ••• ,~) • Koreover, if )I is regu.-

lar, then 

(ll-1) • (- 1)1•j(d(M))-1M[1,oo,j-1,j•1,oo,n) 
ij 1, •• ,1-t,i+t ... ,n 

(23b) 

where 

d(Jii1j) 
"block 

M( ... ] is the respective "block minor" of M, i.e., 

with M1 j obtained from M by dropping the .1-th 

row" and the i-th "block column". 

b:.2.2..{ : For n = 2 see [20], § 11.5, in particular {23b) follows 
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from Frobeni~s formula. The deter~inant {23a) can be evaluated 
using the block variant of Gauss algoritm : 

det M = det i 

h lll
(k) 

111 (k-1) _ u(k-1) (M(k-1) )-1 111 (k-1) " ere ij = ij •1k kk kj i,j=k+1, ••• ,n 
k = 1, 2, .•• ,n-1 • Since all the blocks commute, we see that ii is 
the same po~ynomial fgnction of variables Mij aa d(m) of mij , 
i.e.,that M=d(M). Notice that this is true even if some 
1(~~-t) is singular (by the £-trick : ct. proof of Proposition 4 ). 
Further (23b) is equivalent to the relation 

L (-1 /+j 11 (1,0 o ,j-1,j+1,o o ,n] 14 = d d(ll!) 
j=f 1, •• ,i-·1,i+l, .• ,n jk ik 

which follows similarly from the analogous equality for the mat-
rix m • • Using this 
culated, giving 

-1 lemma, the needed blocks of Mtt are easily cal-
thus 

<s!¥')(x) = (det[d(lll,l] J-
1
/

2 J dY(y) expf- J. xod(lll,)-
1 

[d<M,_ 1)
IRd 

J id -1 -1 } - d(lll,) X - 2 Yod(lll,) d(X:,_ 1 )y + iyod(lll,) X , 
(24) 

where ~- 1 z Kn_ 1 (d) is the abbreviation for the lower-right 
(n:-1 )d x (n-1 )d aubmatrix of ~ • The "block determinants" under 
consideration obey the following relations 

'd(lll,) = (I- J2
Ji)d(X:,_1) -d(X:,-2) 

d<x:,_1J = (2I -cFoOhd<x:,_2J -d<x:,_,J 
(25a) 

(25b) 

One can verify directly that the recursive relation (25b) is sol
ved by 

d(!( -1) = J. (-1) 3 ( n+j )· (o.m 2
j --, j=O 2j+1 (26) 

substituting it into (25&), we get 

d(lll,) = Z (-1 )j (n+j) <J.l2J 2
j 

j=O 2j (27) 
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Let us turn now to the limits. Aesame first dd(K 1(Q)} with 
n-

d = t/n: this sum converges (because it is finite), however, one 

must verify that it converges uniformly with respect to n • It 

holds 

~ d(~-1 (~)) = 
-1 :;: (-1 )j 

J2 f;;-0 (2j+1)! 

where cnj = ~ (1-k2n-2 ) so that O.Scnj~ 1 for all n,J , and 

k=1 
therefore the convergence is uniform. Thus we have 

t t -1 
11m- d(~_ 1 <r;1) = .Q ain!lt 
n_,oo n 

similarly 

11m 
n->oo 

one obtains 

d(Mn(~)) = COB Jlt 

l! [d(M (_!))- d(M (!))) = Jl sin l1t 
t -n-1 n -n n 

(28) 

( 29) 

(30) 

These relatione together with (24),(17b),(18) and the matrix func

tional-calculus rules give 

11m <s!<D)(x) = (Vt'f)(x) 
n_,...., f 

01) 

~or r € ]"ll!d)(1 L2(sh . On the other hand, ;~ s!'f = exp(-1Ht)j' 

for these r due to (20) so that there exists a subseqllence 

{s!J' J which converges to exp(-1Ht} pointwise a.e. in lid • 

Consequently, we have 

vt'f = exp(-1Htly> 
(32) 

for all f e.: TCR4 )()L2CRd} • This set is, however, dense in t 2 (Rd) 

(containing, e.g., J'(Rd)) and the operators Vt, exp(-1Ht) are 

bounded due to Proposition 5 and Theorem 1 , respectively, thus 

(32) holds for each 'P €L2(1Rd) too and the proof of Theorem 2 

is finished. 
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