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I . INTRODUCTION 

Dipole ghost fields haV'Ci: been originally introduced bY Hei­
senberglt/ in order to justify the use of a double pole- pl-o­
pagator in his nonlinear spinor field theory. Then the· prob­
lem was dealt with by many authors among which one Should es­
pecially mention Froissart/2/ who investigated the problem in 
the framework of indefinite metrics field theory. Then it was 
realized that massless dipole ghosts are implicit in the mani­
fest covariant formulation of Quantum Electrodynamics as a gau­
ge theory/3~In that connection one should, of course, mention 
the role of the dipole ghost for the construction of the so­
lution of the Zwanziger model/4[Dipole ghosts are also present 
in the consideration of the Schwinger model /5,6/(i. e., massless 
spinor electrodynamics in two space-time dimensions), The pre­
sent paper considers a couple of massless dipole ghost fields 
(treated according to the Froissart model/2/ ) in a more comp­
licated situation. The formulation of the problem is as follows. 
Consider the system of scalar and pseudoscalar fields F(x) 
and Fe~. respectively, that obey the equation (duality conditi­
on): 

v-
a"F'(X)+< a F'(x)=O, (1.1) "v 

where f 
11 v = -t: 1111 = -t:

1111 
, t: 01 = 1 and the metrics is chosen to be 

g
1111

=(+,-).It is then obvious that these fields satisfy also 

o F'(x)-0, (1.2) 

oF'(x)=O. (1.3) 

Now consider the scalar field <ll-(x) and the pseudoscalar field 
¢(~ that satisfy the following equations: 

o<l>(x)=A1 F'(x). (1.4) 

o <ii(x) = Ai(x). (I. 5) 
It is clear (in view of eqs. (1.2) and (1.3)) that <l>(x) and<l>(x) 
are in fact massless dipole ghosts, i.e., they satisfy 

o 2<1>(x) = o. (I . 4a) 
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(I. Sa) 

It is now obvious that we have two Froissart systems of equa­
tions (eqs. (1.2)-(1.5)), which are however related through 
equation (1.1). Although such a system might seem somewhat 
artificial, it should be noted, that such a situation can take 
place in the case of a "non Schwinger" solution of the two 
dimensional massless spinor electrodynamics. Here "non Schwin­
ger" means a solution that is covariant under both gauge and 
y5 -gauge transformations, unlike the standard case when y 5-

gauge invariance is lost in the quantization procedure. 
In order to find out the explicit solution of the above­

formulated problem some boundary conditions are needed. The 
existence of the relation (1.1) indicates that in general we 
should modify the conditions that are usually imposed in the 
Froissart model. However this does not concern Poincare inva­
riance, which should be present in the solution. As for loca­
lity, it is eq. (L I) that leads to certain modifications. It 
is in general known that scalar fields that are related with 
pseudoscalar through equations of the type (1.1) cannot be 
mutually local/7-9~However, we can still ask that the rest 
of. the commutation relations are local. The requirement that 
some commutators should be canonical will be commented on in 
the text since at this point we cannot give a brief formula­
tion of this condition. 

2. COMMUTATION RELATIONS 

In this section we write down the proper commutation rela­
tions. To start with we begin with the observation that trans­
latiQnal invariance implies that 

[F(x),F(y)J~[F(x),F(y)l~ [F(x).F(y)J~o. (2. I) 

That is readily seen from eqs. (1. 2)- ( 1 . 5) and the considera­
tion of tJ:!e appropriate co!llDlutators of F(x) (or F(x) ) and 
<!>(~ (or<!>(~ ). Further on the same arguments when applied 
to the commutator of o!>(x) and <ii(x) lead to the fact that the 
only independent commutation functions are the following: 

1/ Ai [ <l>(x), F(y) l-1/ A2 [ .j; (x), F (y) l~ D (x-y), (2.2) 

1 1-'t [o!>(x) .F(y)]•l/A2[~(x).F(y)]~ D(x-y). (2.3) 
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[ <!J (x), <!J(y) I~ H
1 

(x-y), 

[ <!i(x), cii(y)] = H2 (x-y), 

[<!J(x),cii(y)] =H(x-y). 

(2 .4) 

(2. 5) 

(2.6) 

Having in mind the system of equations (1.1)-(1.5) for the 
fields, it _is obvious that the functions D(x), D(x} , H1 (x) , 
H2(x) and H(x) satisfy the following system of equations: 

a.. D(x) + , J:'ocx). o, 
~-<' f..LV 

- -
oll(x) = ,\i ,\2D(x). 

(2. 7) 

(2. 8) 

(2.9} 

(2. I 0) 

A system of commutation functions that satisfy eq. (2.7) has 
been studied by many authors (see, f.i., papers/7-111 mainly 
in connection with the massless Thirring model. It is well 
known that the condition D(x) to be canonical, i.e., 

1 a0 D(x)f 
0 

--8(x ) 
• =0 

fixes the solution of (2.7) in the following- form: 

D(x) = -t•(x0 )e(x 2 ), 

D(x)- -t-• (x 1)e(-x 2 ). 

(2. II) 

(2. 12) 

(2. 13) 

Now consider eqs. (2.8)-(2.10). Having in mind that D(x) 
and De~ are homogeneous functions of zero degree, it is ob­
vious that one can write down the following explicit expres­
sions for the general solutions: 

(2. 14) 

(2.15) 
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- ~ - -
D(X)+c3 D(x) ~ A1A211 0(x)+c 3D(x). (2. 16) 

Here H,(x) and H0(x) are just particular solutions of (2.8) 
and (2.10), respectively, for At=A2=1. while the terms deter­
mined by the constants Ci, i=l.2,3 which are just solutions 
of the homogeneous equations with definite parity* involve 
the possible arbitrariness of the ~elutions. It is obvious 
that H1(x) and H2(x) can be made canonical if we fix c 1=c2=1 
on the contrary to H which can be fixed by some other condi­
tions. In what follows, however, we keep the constants c1 , 
c2 and c3 arbitrary in order to be ready to meet some other 

requirements. Since solutions of eqs. (2.8) and (2.9) of the 
type (2.14) and (2.15) have been already written (see, f.i., 
papers/6,10/), the aim of the present section is to give a mo­
re detailed treatment of the infrared properties of the posi­
tive and negative frequency parts of these functions. 

In what follows it is convenient to use the cone variables. 
So we introduce the notation 

(2. 17) 

The infrared problem for the functions D(x) and D(x) has been 
dealt with in many papers (see, f.i., refs./7-111); we would 
just write here the solution in terms of the cone variables 
without any further comment. So we have for 

+ 1 """ dp + ipx+ + ipx_ 
D-(x)• ±- ( -fe + e -28(K-·P)f 

4" 0 p 
(2. 18) 

where u=eY 1< , y=-P"(l) is a parameter with a mass dimension, 
that is needed to make the argument of the logarithm dimen-
sionless. For the functions O±(x) we have 

*We remind that H1 (x) and H2(x) are scalars, while H(x) is 
a pseudoscalar under space-time inversions, and it is exactly 
this condition that renders the arbitrariness of the solutions 
in the form written above. 
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-+ ""'d + ipx+ +ipx_ 
D -(x) = + _1_ {-lie -e 

4rr o P 

+ 1 X+ + iO ' 
l---In •· (2o19) 4rr x_ + iO 

The £lain problem is how to define the frequency parts of H0(x) 
and H0(x.), and to formulate therefore a consistent infrar-ed 
regularization procedure. For the purpose one can use of 
course the standard procedur-e. Since we are mainly interested 
in the infrared regularization problem, we can proceed in 
a more straightforward way. Namely, we shall define H~(x) 
and ii.

0
±(x) as the solutions of the following equations: 

(2 0 20) 

(2 0 21) 

~~ere in the r. h. s. of these equations we consider D ±(x) and 
D-(x) in the form of one-dimensional Fourier integrals 
(eqso (2o18) and (2o19), respectively) o This gives an insight 
of the needed regularization. Indeed, since in the cone va­
riables the D;Alembertian is factorized, it is evident that 

+ ""+ • + -+ . H0(x) and H-(x) are determ1ned by n-(x) and D-(x),respectl-
vely, up to ag additive linear combinations of x+ and x_. The 
latter are needed in order to regularize the leading singula­
rity (the first order pole) of the integrands. Thus we are 
forced to write down the following expressions for H~(x) and 
H~ (x) 

+ . ""' - I 
H 0(x)·-- f 

16rr 0 

dp + ip~ 
-,lx-[e -1 

p2 

-1 ± ipx_e(,-p)] l = 
x2 + 2 
-(D- (x) ± -), 
4 " 

-+ i o.o dp [ :tipx+ f:ipx 
H 0(x)--f-{x e, -1]-,x+[e --l]l-

16rr,0 p2 -

(2o22) 

(2o23) 
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Since these expressions satisfy eqs. (2.20) and (2.21), it is 
obvious that their regularization is compatible with that of 
the functions o±(x) and D±(x). There is, however one parti­
cular point that needs to be discussed. It concerns the regu­
larization 9f the leading singularities (the terms x+ jp2 ) . 
At first glance it seems that one should subtract the terms 
x+/p 2 multiplied by 8(K-:P) as for the logarithmic terms. 
It is not difficult to see, however, that in such a case Lo­
rentz invariance would be badly afflicted. Indeed, under Lo­
rentz rotations at an angle x such counter terms would gene­
rate additive terms of the kind 1/x.(l-e +X). It is evident 
that this cannot be a group transformation law. Therefore, 
Lorentz covariance determines the regularization of the lead­
ing singularities uniquely. 

At the end we must remind \.the Lorentz-transformation pro­
perties of the functions D ±(x) and D ± (x). As it can be seen 
from eqs. (2.18) and (2.19), they transfom as follows: 

+ Then the corresponding transformations of H Q (x) 

± + 
H0 (A)(x)~H 0 (x), 

(2.24) 

(2.25) 

i:an be easily obtained in view of eqs. (2.22) and (2.23). It 
is quite important to note at this point that the equations 
(2.7)-(2. 10) are invariant with respect to the transformations 
(2.24) and (2.25). 

3. OPERATOR SOLUTION 

In this section we give an explicit operator solution for 
the fields F ±(x) , F±(x) , <I> ±(x) and .j;±(x) satisfying the 
commutatiOn relations obtained in the_ ~revious section. We 
consider first the fields F ±ex) and F- (x). It has already 
''been mentioned that they were intensively diScussed in many 
p~pers /7-11/. Here we just write down the explicit solution in 
·terms of the cone variables 
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"F ±(x)z v 2- ( ~1 e + ipx+ 
" 0 p 

It whould be noted that the above form of the infrared regu­
larization is fixed (following the method of paperltt0 by two 
conditions. First of all it must be compatible with the regu-
larization of the functions o±(x) and D±(x). And second 
the existence of both charges 

(3. 3) 

- + e><l 1" - + + + 
a-~ r dx a

0
F-(x)= +i [A-(0)-B-(O)] (3. 4) 

-is required. 
The above expressions 

ter of the singularities 
at the same time fix the 
tive function e (K- P). 

for the charges make clear the charac­
in the integrals (3.1) and (3.2) and 
regularization up to the multiplica-

The main problem is the 
tions for the fields <l>±(x} 
fields as solutions of the 

construction of the explicit solu­
and $±(~. We shall define these 

equations 

(3.5) 

(3. 6) 

The general solution of these equations can be written down 
in the following form: 

(3. 7) 

-+ - + - + - + (3 8) 
<1>-(x) = <l>~(x) + <1>1-(x) + c 2/2A 2F -(x). • 

+ - + 
where <1> 0 (x) and <1>0-(x) are particular solutions of eqs. (3.5) 
and (3.6), while the solutions of the homogeneous equations wt (x) and if.f(x) are necessary in order to satisfy the 
commutation relations of the previous section (the constants 
c 1 and c 2 are introduced by eqs. (2. 14) and (2,15)). 

No~ We first_w;ite down the following explicit expressions 
for <1>0 (x) and <I> 0 (x)': 
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.+ ipx_, ± + + + + x+[e B (p)-B-(0)-pe(K-P)(B'\0)+ ix_B-(0))]1, 
(3.9) 

(3. 10) 

+ ip~- ± + ~ + - . ± ]I -x+[e B (p)-B- (0)-PB(K-P)(B -(0) + lX_B (0)) • 

where A'\O) and B' \o) are the first derivatives of A± (p) and 
s±(p) at P•O. It is evident that expressions (3.9) and (3.10) 
are solutions of eqs. (3. 5) and (3. 6). However, some connnent 
on regularization procedure is needed. It concerns the terms 
that do not survive under the action of the D"'Alembertian 
(i.e., x_A±(O) , x+B±(O) , e(K-p)px_A'±(O)and(I(K-P)PX+B'"(O)). 
The analysis of the singularities at P=O makes clear that 
such terms are indeed needed. However, their exact form is 
fixed by the requirements for Lorentz covariance and the ne­
cessity to reproduce the commutators obtained in the previous 
section. Further on, it is clear from eqs. (2.1), (3.9) and + - + + -+ (3.10) that <!>0(x) , <!> 0 (x) , F-(x) and F- (x) should com-
mute trivially. This consideration makes clear the introduc­
tion of the subsidiary fields tPf(x) and d>~(x) , which should 
make possible to obtain the correct commutators. For the lat­
ter fields, we write down the following expressions: 

-· + + 
+•P•-c-(p)-c-·co)JI. (3.11) 

;j, ±(x) =A 
2

1/ 2 ( ~1[ ~ :;: ipx+c ±(p)-C ±(0)]-[ e + ipx_G "{p)-G ± (0)]1. (3. 12) 
1 rr 0 p 

In these expressions we do not use th~ standard regulariza­
tion (0(~-~ is missed). Going ahead for a while, we can say 
that the latter is motivated by the requirement that all com­
mutators should be Lorentz invariant, which can be achieved 
by a special choice of the field transformation properties on­
ly.And this in turn results in the above choice of the regula­
rization. 
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Now we face the problem of formulation of such commutation 
relations between A ±(p) , B ±(p) , C±cp)and G±.(p) which imply 
the commutators obtained in the previous section. A simple 
generalization of the method employed in paper Itt/leads to the 
following system of commutators 

.!_ [ C ± (p),A + (q)] ~ _1_[ G ±(p), B + (q)] ~±.L I ~+ll(p)/l(q)fydl' I (3 • 13) 
pq pq 8 p 0 

~ [C ±(O).A+(q)]~ ~ [ G ±(0), B +(q)J~f[C \q), A +(O)] ~ (3.14) 

1 + - 1 
~ ·q-[G-(q), B+(O)l~± Sll(q) 

.!.. l c±(q), A .±(Oll~ l. l c± (q), B -±coJl ~ + ..Lo'(q) (3. IS) q q 8 . 

All other commutators are vanishing. 
It is easy to check that using formulae (3. 13)-(3.15), one 

can obtain the correct commutators between the fields F± (x) 
F ±(x) , <f>±(x) and~ ±(x) provided that the constant in for­
mula (2. 16) is fixed to be 

1 At A2 
c 3 =-,(c2 - + c -,), 

2 A2 At 
(3. 16) 

So we have partially removed the arbitrarity determined by the 
constants c1 , c 2 and c 3 . 

At the end of this section it is necessary to discuss brief­
ly translational invariance. From eqs. (3.9) and (3.10) it is 
evident that <1>0± (x) and i 

9
±(x) are lacking manifest transla­

tional covariance. And it 1s known /s/ that in order to deal 
with the problem of Poincare invariance of a dipole ghost cor­
rectly, one must use the representation as a Fourier integral 
over the whole space-time rather than the one-dimensional Fou­
rier representation. In such a case we use the following equa-
lities: · 

(3.17) 

B±(p,q) =- .!..
2
a '(p) B ±(p,q), 

+ q + 
where A -(p,q) and B-(p,q) satisfy the conditions 

(3. 18) 

(3. 19) 
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(3 0 20) 

Then using the standard transformation laws 
+ . + ipa+ + iqa_, ± 

for A±(p,q) and 
+ B- (p,q), 1. e., A -(p,q) ~ e A (p,q) and B- (p,q) ~ 

..,. eipa++iqa._ B±(p,q), we can restore the manifest 
nal invariance for the dipole ghost fields cl>~(x) 

4. LORENTZ INVARIANCE 

translatio-
-+ 

and <!Jo(x). 

The aim of this section is to define the proper Lorentz 
transformations of the fields F ±(x) , if± (x) ,<!J ='{x) and q,±(x) 
under which the commutators of the fields and the equations 
are invariant. At the same time this would serve as a check 
of the self-consistency of the results that are already ob­
tained. 

For +the pur_pose it looks natura}* 
tors A -(p) , B -(p) , C ± (p) and G -(p) 

to adopt for the opera­
the following transfer-

mation properties: 

trl ± + -x X A (p)U y~A -(e p) 1 + -x + u~ A' -(o)U x ~ e A' - (0), (4. I) 

-1 ± + X 
UX B ~p)Ux ~B-(e p) u;1 B '± (O)UX~ e)(B' ±(0), (4.2) 

-1 + + -x 
Uy C -(p)Ux~ C -(e p), (4 0 3) 

. -1 ± ± X 
Ux G (p)Uy~G (e p). (4. 4) 

Then having in mind the explicit expressions (3.1), (3.2), 
13.9)-(3.12) one can immediately obtain for the fields F±(x), 
F ±(x) , <!J ±(x) and oil ix) the following transformation laws: 

(4.5) 

(4.6) 

*An analogous method has been used in paper Itt/ in order to 
obtain the correct Lorentz transf~rmations of the fields F~x) 
and F ± (x). 
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-1 + + i X ,\1 X 2 Ct + 
Ux <1>-(x)Ux =<1>-(J\-x) ±-~r(-2-+ -)Q.- + 

v2rr ,\·1 
A'f)(' -x + X ,+ 

±i-~-[e x_A '-(0)-e x+B -(0)] 
2v2rr 
+ . + 

= <!> -( Axx) ± 1: K -(Axx), 

. ' 2 -1 + + l X /\2X c2 + 
UX <!>- (x)U =<1>-(A x) ± -=(-- + -)Q.- + 

X X V2rr 2 ,\2 
iAz X -x , + X + 

±--~=[• x_A'\O)+e x•B' -(O) 
2v2rr 

~ <!>± (Axx) ± ix K ±(Ax x), 

1:,4. 7) 

(4.8) 

+ 
where Q± and Q- are defined by eqs. (3.3) and (3.4) and Ax 
is the matrix of the vector representation of the Lorentz 
group defined by formula (2.24). 

Although these transformation laws look quite unusual, we 
shall prove now that the whole problem is invariant under 
their action. For the purpose we first note that the follow­
ing equations take place: 

(4.9) 

(4. 10) 

But now it is evident that the r.h. sides of these equations 
coincide up· .to .the multiplicative constants "-i and A2 ~ith the 

additive term in the· transformation laws of F ±(x) and F ±(x), 
respectively. Therefore, we can conclude that eqs. (1.1),(3.5) 

and (3.6) are covariant under the action Of these transforma­
tions. 

A little but more complicated is the proof of the invariance 
of the commutators. Having in mind eqs. (3.13)-(3.15), it is 

not difficult to see that the only nontrivial commutators in­
volving Q± , ~.± , K±(x) and i{f(x) are exactly the following: 

[Q_± .~=i\x)] = + (4. II) 

·""'+ ... + - i,\2 
[Q.-,<1> (x)]= + --=• (4. 12) 

2v2rr 
2 

+ + + + "''t 
[<1>-(x),K (y)]=-[K(x).<!> (y)]=-(x y -x y) 

1617, - + + - • 
(4.13) 
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.... ± ..... + - + ... + A2 [<I> (x),K (y)]:-[K-(x),<l> (y)]=-~-(x y -x y ) 16" - + + - • 
(4. 14) 

+ "':;: i AI AJA 2 2 [<l>"(x),"- (y)]=+-c2- +i--(y -·X..,Y_-x y ), Brr A2 16rr - + 
(4. 15) 

+ >< + i A 2 - . At A2 2 [K-(x),'l' (y)]=+ -c1--+l--(x -x y -x y ). 
8" At 16rr + - - + (4. 16) 

Now having in mind formulae (2. 14)-(2.16), (2.24), (2.25) and 
(3.16), we arrive at the conclusion that the additive terms 
in the Lorentz transformations of the fields exactly cancel 
the additive terms in the transformations of the functions 
n±(x) and D±(x). In fact, the connnutators of the fields are 
invariant under the action of the transformations (4.5)-(4. 18). 
Thus, we see that the whole problem is invariant with respect 
to the latter transformations. This in its turn can be regard­
ed as a check of the consistency of the regularization proce-
dure. 

At the end the author expresses his gratitude to Prof. 
D.Ts.Stoyanov and Drs. H.Mintchev, E.A.lvanov and L.K.Hadjii­
vanov for the stimulating discussions in the course of the 
present work. 
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