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I. INTRODUCTION 

The intensive development of the inverse scattering method 
(ISM)' 1 - e' has led to the discovery of a number of integrable 
Hamiltonian systems/7-Ш. For many physically important nonli­
near evolution equations (NLEE),such as the Korteweg-de Vries 
eq./1'7/, the non-linear Schrodinger eq/2.8.9/ t j , e sine-
Gordon eq. '3'10', there have been found and investigated the 
classes of soliton solutions, the infinite number of conserva­
tion laws, the Backlund transformations'4/, the explicit form 
of the action-angle variables (see the review papers'3-5.12/ ). 

The study of a class of NLEE related to the one-dimensional 
Dirac system 

d 
7 3"dT 

/ 0 q(x)\ 
\ r(x) 0 / 

0(х,А)=Л0(х,Л) 

revealed the importance of the integro-differential operators 
Л+ (see refs.'3,4' ) and their eigenfunction expansions/3-13,14/ 

л± -т[аз-к + г ( 1 ) ( у ; f " d y ( r - - q ) ( y ) ] dx l i / ' i ' v - n' v" J" (1.2) 

The spectral theory of the operators Л+ constructed in ref. 
enables one to justify the interpretation, suggested in ref./3/, 
of the ISM as a generalized Fourier transform, which 
linearizes the NLEE 'Iе'. Another important feature 
of the operators Л+ is that they generate the 
hierarchy of Hamiltonian structures for the NLEE /16,17,18/. 
There also exist, besides the NLEE, a number of physically 

important difference nonlinear evolution equations (DEE). An 
important example of a completely integrable DEE is provided 
by the Toda chain'11/. Some other important DEE are related to 
the discrete analogs of the Dirac system (1.1) (see refs/ 1 9 - a a/ 
and the review paper/5/ ), These papers contain the discrete 
analogs of the non-linear Schrodinger eq., the Korteweg-de 
Vries eq., the sine-Gordon eq. and other interesting DEE, and 
discuss Backlund transformations, conservation laws and 
soliton solutions. 
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The main result of the present paper is the proof of com­
plete integrability and the construction of the hierarchy 
of symplectic structures for the DEE, related to the simp­
lest discrete analog of the Dirac system, 

/ z q(n) \ 
(4(n+l.z)=l ^(n.z). r(n ,),,(„) „ 0 . 

|n I-•* ao 

In sections 2 and 3 we give the necessary formulae from the 
spectral theory for the system (1.3) and for the discrete 
analog of the operator Л+ related to (1.3) 

(Л +Х)(п)-Л- Л.Х. X- [ l I . 
8 ' \ X2<°> / 

СЛ1Х),,- ( Xl(D) VfQ(D) U Wfi>+«**« 

:,(n+l)\ / <J(n) \ 
(A-X)(n)=h(n)l ±1 | 2 - + i Mk-l^W+qfloXgW). 

+ " _ n _ 1 (1.4) h(n)= l-q(n)r(n), 2, =2 . lam 2 . • кмп ка»-<м 

I <n) \ 
We obtain the expansions of the potential w(n).l J and its 
variation <73Sw(n). l у 'J in the eigenfunctions of the ope­
rators Л+ > which allow us to obtain the description of the 
DEE in a somewhat more general form (section 4). In section S 
we prove the complete integrability of the DEE related to the 
system (1.3); we construct the hierarchy of symplectic struc­
tures and calculate the action-angle variables explicitly. We 
also briefly discuss the possibilities of the quantization 
of these systems with the help of the quantum ISM ' 8 8'. Final­
ly, in section 6 we consider two important particular cases 
of DEE and discuss the transition to the continuous limit. 

The authors acknowledge helpful discussions with E.Kh.Khri-
stov and A.G.Reyman. 
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2. Let us start with some known facts (see refs./ie.20,22/) 
from the direct and inverse scattering problem for the system 
(1.3) provided the potentials q(n), r(n) tend to zero fast 
enough when n -> ± ~, and that 

0< П |l-q(n)t(n)|<~. (2.1) 

Then the Jost solutions ф~, ф~ of the problem (1.3) are uni­
quely determined by their asymptotic behaviour for n -» ±°° : 

Isn z n ^ + ( n , z ) = I J . lim z ~ iji~(n,z)=l J 
-too \ 1 / n-»oo \ " / 

i z " % + ( n , z ) « / V lim zn4,~(n,z)= [ J . 

lisn 
\1 / П-00О \ 0 I 

(2.2) 
lim 

Both pairs of Jost solutions Ф~ and ф~ form fundamental sys­
tems of solutions of the problem (1.3); they are linearly 
related to each other: + + - + ± 0-(n,E)«±a_(z)^ + (n,z) + b""(z)^ (n,z), |z|=l. (2.3) 

The coefficients a-(z), b_(z), may be expressed through the 
Wronskians of the Jost solutions 

!Г(г)-тф ±,ф±]. Ь*(г)- ±Щф*,ф±] . 

Щф.ф1=4(п)(ф1фг -0 8^)(n,z), ( 2 4 ) 

V(n)=nh(k), h(k)-l-q(k)r(k). 

They satisfy the "unitarity" condition for | z| =1 
a+a"(z) + b+b"(z)= V, V-lim V (n). (2.5) 

n-»—00 

The continuous spectrum of the problem (1.3) has multiplicity 
two and fills up the unit circle S 1(|z| = 1). The discrete 
spectrum A»A + l JA~is located at the zeroes of a-(z): 

A" 3|z±: a±(zj
±)«=a±(-Zj) = 0, \zf\>.l, j =1,...;,N 4 (2.6) 

Here for simplicity we assume that there is only a finite num­
ber of eigenvalues z 7, and that N +=N~=N. Note also, that if 
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(2.1) holds then ф\а,г)гп ,/(n,z)z~n, a+(z) and 0~(n,z)z ~? 
<£~(n,z)zn ,a"(z) are analytic functions of z for |z|>l and 
Iz|< 1, respectively. These analytic properties allow us to 
derive the following dispersion relation for a-(z): 

z|>l. A(Z)= i i K. _il_i„(i + PV) +J-s in-i!^il-
s " 1

 sl <• С*-ъг 2 j=l z 2-z~ 2 

J 
1 d/ z 8 l N (z2-zj"8)zr2 A(z) = -L $Л. l„(i + p+ p- ) + i n . i J . | B l < 1 

«»>si * (Г8-*2 2 ^ ( z 2 - z - 2 ) Z j
+ 2 

(2.7) 

A(z)- ±lna±(z), |z|S 1; A(z)= i-ln(a+/a_(z)), |z|=l. 

+ ± + where p_(£)-b / a (O are the reflection coefficients for the 
system (1.3). Note that for I z| =| the integral in the r.h.s. 
of (2.7) should be understood in the sence of principle 
value. 

We shall not discuss the solution of the inverse scattering 
problem in detail. Note only that the set of independent 
scattering data T = T + и Т" 

T ±
s | p

± ( z ) , | «l-l. с*.в*.|«±|><1. J.1....-.NI (2.8) 
enables one to reconstruct the corresponding potential q(n) , 
r(n) of the problem (1.3) uniquely (see refs. /19,20,22/ whe­
re the Gel'fand-Levitan-Marchenko equation for the system 
(1.3) is derived ). The coefficients cr in (2.8) are given 

+ ±, • + . ± На" ± 
by the ratios c~ = b./a7 , where a. = —£..) + and b( are de-
fined by J J d z г = г . Г J 

^(n.z.* ) = bj
±,/;±(n,zj ). (2.9) 

It is easy to check, that the set T (2.8) and the dispersion 
relation (2.7) allow one to reconstruct uniquely the functions 
a±(z). |z|| 1 and b^z), |z|=l. 

3. Now let us formulate the necessary results, from the 
spectral theory of the operators Л+ (1.4) and their inverse Л+-' 

t 



(Л±Х)(п) = (Л7Л*Х)(п), 
/x l (nA 
I x

2 ( " > ) 
/X,(n) \ / q(n) 

(A±

1X)(n) = h(n)( J J jS^^WXjCkJ+qOt-DXgOt)), 
W n + 1 ) / \ - r ( n ) / ( 3 > 1 ) 

(Л"Х)(п) = 
X l ( n-1) \ _ / q(n-l) \ ± r ( k ) X i ( k ) + q ( k ) X a ( k ) 

h(k) 
\ XgCn)* / \ -r(n) / 

The operators Л + , Л+ are defined in the space I (Z.C ) of 
square summable vector-valued sequences X(n) = I ' ]&?(Z,C). 

a 2 \ л * п ) / в о T 

In t\Z,C ), besides the ordinary scalar product (X, Y) = 2 X (k)Y(k), 
k=—eo 

we introduce the skew-scalar product: 
{X.Y] h.I x!.(n?BY(n) ( ° ~ l \ ( 3 - 2 ) 

It readily+follows„from (1.4) and (3.1) that for X(n)ef2(Z,C2) 
we have (Лт Af)X = (Af A7)X=Xi= 1,2. Note also that the operators 
A_, A_ are the adjoint operators of A(.,A+ with respect to 
the skew-scalar product (3.2), i.e., for each X,Ye? 2(Z,C s) 

[A_X,Y]h=[X, A + Y ] h ; [A_ X, Y ]„= [ X,A +YJ h . (3.3) 
Using (1.3) we can verify, that the eigenfunctions and the 

adjoint functions of the operators Л + and A_-defined by 

(A+-z2)4'±(n,z)=0, zes'uA; (Л +-г± 2)Ф ,±(n) = 2z * ?* (n), 
+ . '3.4) 

(Л_-28)ф-(п,а)=0, z e S ^ A ; (A_-z j
± 2)i*(n) = 2z.4j

±(n), 

are re la ted to the Jost solutions (2.2) by: 

* (n,z) = ( .̂ ±<>• ф± )(n,z), Ф 1 ( n . z ) - ^ * °ф± )(n,z), z e S и Д, 
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wherfi / 

( ф ^)(n,z) = lV(n) ( 
\ ' г (n)(j6a(rnl)+ 0 £(n+«0 2(n) 

Furthermore, applying the contour integration method to the 
integral 

J(n,m)= -Л— f -^G +(n,m,z)- -L. . f i5-G _(n.m,z), (3.6) 
«S?Tl у Z Znl v Z 

where 
+ - + ~. 

G (n,m,z) =--Hf— i 0 (n-m) V" (n,z) ф- (m,z) + 
(a-) 

+ 0(т-п-1)[2(ф ± о ^ i)(n.z)(^ ± о ̂ H m . z ) - Ф±(п,г) Ч' ±(ш,г)Д|, 

( 1. ni m, 0(n-m) = J 
' 0, n < m, 

~ T with Ф = Ф В, we derive the completeness relation for the ei-
genfunctions and the adjoint functions of the operators Л + . 
In (3.6) the contours are )<+ = S' '-> S < M > , ,,_= S' u § C > i W h e r e S 1 

is the positively oriented unit circle, and S(°°), ff ( 0'- are 
the negatively oriented circles of infinitely large and infi­
nitely small radius,respectively. Omitting the calculational 
details we write down the result 

-1Ка)в(п-т)- - i - * - & [ J!j£bfi*Iflba_ - f"(n.z)Q-(m,z) h 

(a+(z))2 (a"(z))2 

N + -+ X (Xj +Xj )(n,m), (3.8) 
j=t 

•• + a 
-(n.m)»-^^ l-(4r+ -r4-) *f (n)4±(m)+ Ч ^ О О ^ О в Н * ' ^ ) * * 

zr ar z- UT J J J J J J 
(m). 

"J "J 

Let us transpose (3.8) and make a similarity transformation 
with B; this will give us the adjoint to (3.8) completeness 
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relation,which differs from (3.8) by the sign in the l.h.s. 
and the exchange Ф-»Ф in the r.h.s. Subtracting (3.8) from 
its adjoint we get, just as in ref.'lw, the symplectic com­
pleteness relation in the form: 

h(n)S(n-m)= f 4£-[P(n,B)Q(m,z)-Q(n.z)P(m,z)]+ 
si Z 

N 
+ 2[Pj (n)Qj (m)-Qj(n)Pi (m)+P~(n)Q-(m)-Q-(n)p-(m)], 

where the symplectic basis (P,Q I is given by 

P(n,z) = - -1-(р +Ч' +нр-Ч'")=--1-( с т
+ф +

 + с , - ф " ) , 
2i7 2n 

(3.9) 

+ 

P.1 (n) = T ^ _ f * (n), Q* (п)= т L^i^n)_c ±f .%)), 
(3.10) 

+ + , + + + . + a' =b /a" , m'-l/fbt a.~ ). 

Using these completeness relations we are able to expand 
any vector-valued sequence X(n) which is both summable and 
square summable in the eigenfunctions and adjoint functions 
of the operators Л+ or in the symplectic basis (3,10). The 
expansion coefficients are expressed in terms of the quanti­
ties 

where the skew-scalar product! • l h is incroduced in (3.2). 
Moreover, X(n)eO if and only if all the coefficients in the 
expansions vanish. In two important cases: X(n)=w(n) = 
-f*"M,and X(n)a<r38w(n)-f ^ (" } \ the coefficients (З.П)сап I 
be easily expressed in terms of the scattering data T fot the . 
problem (1.3). Indeed, it follows from (1.3) that 
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r*+ i v Ф~(п,г)*(п) 
h n=-~ h(n) V(n) n = 

(Ф£8ф7 -ф^Вф* )(n,z) -
3 h V(n) 

(3.11 ) 

Now i t s u f f i c e s t o use t he r e l a t i o n s ( 2 . 2 ) and (2 .3 ) in o r d e r 
t o ge t t he fo l lowing expans ions fo r w(n) and <735w(n): 

2 « g l

 z 

- £ [ .̂Л' + ( п ) - ^ - ф " ( п ) ] , ( 3 . 12a ) 
j=l z t I ' z? J 

(3 .12b) w ( n ) — i * -^ .P(n .z) - i £ (P (n)+ P"(n)). 
S l z J = l J J 

° 3 S W ( n > = о Ь * X - [ S p + ' , + - S p - 4 ' " ] ( n , z ) + 2 (Y. + (n) + YfCn)), ( 3 . 13a ) 
" n l

s l j=i J J 

о_5w(n) = $ - ^ [ Q S p - P S q ] ( n , z ) + 2 (Z + (n)+Z."(n)), 
s» j=i j J 

(3 .13b) 

where 
+ 

Y±(n)= Ч>*(п)Й(-т-) + ЧуЧп)с*81пгу, Z-CrO-Q^OOSpT - Р * ( п ) 3 ^ , 

p ( z ) = - J - l n ( l + P V ( z ) ) . q ( z ) = - 4 - l n - ^ . | z | = l , 
2 IT «5 D (Z) 

P.± - T i t a . f . i+7= + il«X. (3.14) 

S p(z) = - [ P , < r 3 S w ] h , Sq (z )—[Q.<J 3 Sw] h . 

8 



4. Now we are able to formulate and prove a theorem which 
describes the DEE in a somewhat more general form than in 
refs./21'82'''. To this end we consider the system (1.3) with 
a potential which depends on a parameter t,w=w(n,t) and in 
(3.13) confine ourselves to the variations of the form 
Sw(n,th — St, the corresponding expansions for ст„Д2! differ 

at . + 3at 
from (3.13) in that the coefficients Sp-(z,t),.„ are replaced 
к • Э Р ± 

ЪУ эГ 
Theorem 1. Let f(z) he a meromorphic function which has 

no poles in a neighbourhood of the spectrum of the system 
(1.3). Then w(n,t) satisfy the DEE 

a a | ^ + f(A+)w(n.t)=0. (4.1) 

if and only if the sca t te r ing data T sa t i s fy the l inear equa­
t ions : 

д ± 

j r ~ : + f (z 2 )p ± (z . t )=0 . 

- i - ; f ( s - ) C . - ( t ) = 0 . - j - i - O . 

+ + 2 
where s , =» (z. ). 

Proof. Let us insert the expansions (3.12a) and (3.13a) in 
the l.h.s. of (4.1) and use the relations (3.4). This gives 

s 1 

2 - N + 
-(p.+Г(Ор-)«Р ( n f i ! )] + S (Uj (n)+U . (n)), 

1 j»l ' ' 

Uj ± ( n ) = [-^-<-^>- '(«f ) 24l* ±(n)+ 4 - ^ * ± ( « . J dt z ± J zT J z± dt i 

(4.3) 

-+J*. (n)+ —£ — 
• , Z T J z * dt J J j 
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Thus DEE (4.1) holds if and only if all coefficients in the 
expansion (4.3) vanish, i.e., if and only if the relations 
(4.2) hold. 

Theorem 2. The potential w(n,t> satisfies the DEE (4.1) if 
and only if the variables [p, q | satisfy the linear equations 

4<i-L>_=_, f ( z* ) ( iga . ,0 . 1 1 | e l 
а с oi 

- i l w =-if(s7 ). 1 «0. 
dt v J ' dt 

Besides if w satisfies the DEE (4.1), it satisfies also the 
DEE (4.1), 

"8^-+'CA_)w(n,t)-0. ( 4 5 ) 

and vice versa. 
The first part of theorem 2 is proved similarly to the­

orem 1 using the expansions (3.12h) and (3.13b) over the sym-
plectic basis. T*.e equivalence of the DEE (4.i) and (4.5) 
follows from the relations Л +Р(п, z) -A_P(n,z) = z aP(n,z) 
(compare (3.4) and (3.10)), which provide the identity 

f(A+)w(h.t)af(A_)w(n.t). (4.6) 
To get a generating functional for the conservation laws of 
the DEE just as in the case of the Dirac system (1.2) we 
take the function A(z) (2.7). 

Really, from (2.7) and (4.2) we immediately obtain that 
л ^0 for all z. To get the conserved quantities we may 

take the asymptotic expansion coefficients C n : 

A(z) = X С « " * |z|»l; A(z)=-2 С z Z p, I z\ «1; (4.7) 
P«l P 

which may ba expressed both as functionals of the potential 
w(n,t) and as functionals of the scattering data т. In the 
paper/'г0/' the recurrent relations are obtained, which 
allow one to express C p as functionals of w(n). Here we write 
down a compact expression for Cp in terms of w(n) and the 
operator Л + , which is derived similarly to those in' 1 6 , 1 8': 
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C p =JL S 1 ,fo>£w(k) p ) < 0 • p p n=-» k~n h (k) v * ' 

(4.8) C 0 = - l n V = - 2 lnh(n). 

From the dispersion relation (2.7) it follows that 
c p = i - ' , - r - z 8 P l n ( 1 + p V ) - l k * [(8J" )P-(»,")P]. P^O. 

ля- sl ' 2p j.i J J 
(4.9) C0=-lnV-i-#^.ln(l+PV)-4 X bi(«|/«7 ). 2irsi z 2 j=i J J 

Below when discussing the Hamiltonian structure of the DEE 
we shall need an expression for the variations: 

SC « S g3aw(a)AP.w(n) 
p п.-» h(n) (4.10) 

At the end of this section we give an explicit form of the 
four simplest C p , p - ± l . ±2: 

C t = 2 q(n)r(n-l), С — £ r(n)q(n-l), n = -« -1 „ = _«, 

C 2 = 2 [q(n)r(n-2)h(n-l)-4(Q(n)r(n-l))2], (4.11) 
n=-~ 2 

C_ 2 « i [ t(n)q(n-2)h(n-l)--L(r(n)q(n-1))8 ] • 

5. In order to write down the DEE (5.1) as Hamiltonian 
equations of motion we must introduce a symplectic structure 
on the manifold of potentials ? = 1 q(n), r(n)° and a Hamiltonian 
H[q(n),t(n) ]. As a Hamiltonian we take the following linear 
combination of the integrals of motion: 

H f - i X r n . - i I I w(k)F(A + )w(k) + 

p v •> п>-<»ъ.п П(к) (5.1) 

+ if0 2 In h(n), 
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f(z)= I f / , P(z). fZ-32.(f(s) _f ). 
P v 8 ° 

The symplectic structure on J is given by the 2-form 

s it"3 S
8
w"' 3

8r ]h- ! l t''s si w- " a W ( 5' 2 ) 

where SjW and S 2w are two independent variations of the po­
tential w of the system (1.3). It is easy to check that the 
2-form Й. on J is skew-symmetric and closed and satisfies the 
Jacobi identity. 

Using (4.10) we can verify, that the Hamiltonian equations 
of motion generated by Hf (5.1) with respect to fi0 (5.2) 

V ' s f r •>=«"/<•>' (5.3) 
coinside with (4.1). 

Let us express H, and 0 0 in terms of the scattering data T. 
To do this we insert the expansion (3.13) in (5.2); the 

summation over n leads again to the quantities [w.gw.P ] h and 
[ogSw,Q] h (see (3.14). Thus we immediately obtain fl0 in 
canonical form: 
П 0 = 3 i * -^ S*W л ^(z) + 2i 2 (Sp+ л Sq+ + Вр~л8q~), (5.4) 

where )P. q 1 are given in (3.14). From (4.9) and (5.1) we 
easily get: 

, — # Щ. f(z2)p(Z) + i. 2 (P(<)-F,(s- )). 
(5.5) s 

F i ( z ) = f Z " T f ( s ) ' s 

Formulae (5.4) and (5.5) lead us to the conclusion, that the 
new variables fp.q I (3.14) are action-angle variables. Thus 
we have proved the complete integrability of the whole class 
of DEE (4.1). It is also easy to check that the Hamiltonian 
equations of motion (5.3) for Hf (5.5) and 0 0 (5.4) lead 
exactly to the linear system of equations (4.4) for j p, q |. 
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The symplectic structure chosen above is not unique. We 
can introduce a one-parameter family (a hierarchy) of 2-forms 
fim> which are related to O 0 (5.2) through the operator Л +: 
n

m = it"3 S2 w' Ar<^S 1w] 1 I -ItdgSjW, A * o 3 S g w ] . (5.6) 
To prove that 0 m are symplectic one can proceed as in'17'and 
express ilm im terms of the scattering data. Using again the 
expansion (3.13) we obtain: 

n m = 2i* i£z 2 mSp(z)A Sq~(z) + 
Si z 

N (5-7) 
+ 2i 2[(s+) m3p + л §q + +( S j-) mSp- A S q " ] . 

Note that the form П т and the Hamiltonian Hf(ra) (5.1)with f 
= zmf(z) also generate the DEE (4.1); i.e., to each DEE (4.1) 
there correspond one-parameter family (a hierarchy) of Hamil­
tonian structures. 

Note that from the consistency of the symplectic structures 
generated by 0 m it follows, that the corresponding Lagran-
gian manifolds 

>il(n,> » f B е)П(т>: n m ) K - 01 
must coinside, i.e. , JR(m) = ЗП(0) = JH for all m. Really, let 
us introduce ft(0) by (see/l«/ ): 
ь,(0) _(0) j . N _ . 
Ж * if e % : f(n)= b S&. g(z)P(n,z)+ 2 [ g+ P. (n) + 

Si z j=l J J 

+ IJ-PJ~(»)1I. ( 5 ' 8 ) 

and show that all fim vanish on )H . For this it is suffici­
ent to note that the requirement ffgSweJRW £ s equivalent to 
the requirement, Sq(z) = 8q ± =0 (compare (3.13b) and (5.8)), 
which in its own turn is equivalent to U m»0 (see (5.7)). Let 
us list without proof (see refs.' 1 5 , 1 8' ) the main features 
of JH°: i) JR° is the maximal Lagrangian manifold of the DEE 
(4.1), i.e., dim 3H°=oodJm M°; ii) on 11° the operator Л + is 
"self-adjoint", i.e.,A+=A_s iii) w e)R0,and therefore fCA^W" 
= f(AJw€.M° (see (3.12) and (4.6)). 

Resently the quantum ISM has been invented and actively 
developed (see the review paper /88/)t which has led to a num­
ber of exactly solvable two-dimensional quantum models. A 
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crucial role in this approach is played by the so-called Yang-
Baxter relation. Its detailed study has led to a new way of 
calculating the classical Poisson brackets between the entries 
of the scattering data'24'. For this we need the so-called clas­
sical t-matrix determined from the relation: 

'Ln(z> ? LB(0l0-[r(*.O. Ln(z) ®L nK)l. 
(5.9) / - 4 w \ 

V z> = 
/ l q(n) \ 

l « f J 
where Ln(z) ® Ln(£) is the tensor product of the matrices 
l'„(z) and L n(0; the 4x4-matrix in the l.h.s. of (5.9) consi­
sts of the Poisson brackets between the corresponding ele­
ments of Ln(z) and Ln( £)-Iti our case the only non-trivial 
Poisson bracket equals lq(n), r(n) („ = ih(n) (see (5.2)). From 
(5.9) we get 

0 

1 

1 

1 
sh i 

-1 
' T (5.10) 

0 0 
Furthermore, from (5.9) it follows that / a 4 / ,

: 

IS(ii)? S(i)l-[r(r),S(!)eS(fl], S(z) = ff L (г). (5.it) 
Thus the r-matrix (5.10) provides the Poisson brackets 
between the scattering data of the problem (1.3). Without 
going into the calculational details we note, that the Pois­
son brackets between the action-angle variables are 

lp(z), q"(z)l0 «iz8(z_£ ) 

which is consistent with the canonical form of fi0 (5.4). 
Now, using the. relation 
R(z,0L n(z) e L n(0=L n(0 e Ln(2)R(z,0 (5.12) 

we can calculate the quantum R-matrix for this system. Pro­
vided that the operators q(n) and i(n)«(q+(n) satisfy the 
commutation relation 

[q(n).q + (m)] = S -n(l-t q+(n)q(n)), 
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where n i s the Plank constant, we obtain 

1 0 0 0 

0 £ + у 0 
/3-

Sh(r + 7/ ) 

R(0 - | I y = J * i L 
о y / з - о / ' * ( r + " > ' ( 5 - , 3 ) 

In ^ 

The commutation relations between the entries of the mono-
dromy matrix S(z) (see (5.11)) are calculated using the R-
matrix (5.13) from the relation 

R(r)S(z) e S(£) = S(£) ® S(z)Il(r). 
The further realization of the ideas of the quantum ISM for 
this system will be described in a separate paper. 

6. In this last section we briefly discuss some particular 
DEE and the continuous limit; case. The soliton solutions of 
these DEE are obtained in refs.' 1 9' 2 2' and we will not write 
them down here. 

A. The difference non-linear Schrodinger (DNS) equation 

. <9q(n.t) 2 
' Tt -=-[l-«lq(n)| ][q(n+l)+q(n-l)] + 2q(n), f - ± 1, (6.1) 

is obtained from (4.1) with f( z) = i(2-z- i-) provided that the 
involution q(n) » t r*(n) holds. The involution imposes the 
following restrictions on the scattering data: 

a'(z)- a-* (JL), b +(z)=- fb-*(-k), |z|-l. 
Z 2* 

+ , (6.2) 

(O* j (z,+ * ) 2 

which lead to the following canonical form of В (5.4): 
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nDNS= ' ° 0 | . 8 1 . *- d f aargb + ( z ) A 8 М ^ Ч р + Л -

N bt / f t , N 
- 4c 2 [ S a j A S l n l — i - | + S l n P i л S atg b ], ( ' 

j=l J ^ J J 

+ i a i where z.=p,e .The Hamiltonian for the DEE (6.1) equals 

= -2 - J q*(n)t4(n+l)+q(n-l)]+ 2<ln(l- f|q(n)| 8)l = (6.4) 

= i , i ^ . ( z 2 T « -2)рХг) + ( £ [ ( p 2 - J - ) o o s 2 a i -31np2 . 
Si Z z j = l J P.2 J J 

The explicit form of the action-angle variables for all DEE, 
obtained from (4.1) with the involution q(n)=tr(n)* is obvi­
ous from (6.3). From (6.2) and (4.7) it follows that C p«Ci p. 
B. The modified difference Korteweg-de Vries 

(MDKDV) equation /20.21/ 

-2S&2—[1-* q2(n)][q(n+l)-q(n-l)]. ,-t 1, ot (6.5) 

is obtained from (4.1) with f(z)=-y-z provided that the invo­
lution q(n)=fr(n) holds. This involution imposes the restric­
tions 
a +(z)=a -(i), b+(z) = _cb-(-L), |z|=i, 

• ; - * • < - . • : • ; : 
Note, that on the invariant subspace ? f specified by the 
involution q(n)= ( r(n) the 2-form Q 0 (5.4) vanishes, i.e., 
й 0 | д и £ Г = 0. :Therefore we are to use another symplectie struc­
ture П, | =-П ,1 

^MDKDV'^llq*" 
— 2 ( £ [2Sq(n) ASq(n+l) + ainh(n)AS( Sq(k)q(k-1))]= (6.7) n—«> k=n 
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I IГ d r s i n 2 , S ( l n ( l - f p + ( e i r ) p

+ ( e _ i ' ) ) A S ( - i . l n - ^ i S - . r - L ) + 
0 2 b V " ) 

+ 2.2 8 c h ( £ +1Щ ) л &(€, + i p , ) , 
J = l J J J J 

- (6.7) 

( 6 . 8 ) 

The Hami l ton ian of t he DEE (6 .5 ) i s 
SO 

C 2 = - 2 | l n ( l - ( ( Q ( n ) ) 2 ) + 
n=-«> 

+ c q ( n ) q ( n - 2 ) [ l - ( q ( n - l ) ) z ] - -L[q(n)q(n-1) ] 2 | 

= _ i L f dr s in 2 2r ln[ l - f p + ( e i r ) p + ( e ~ i T ) ] -
" о 

- Д U J + l U j - • | - B h 2 ( < j + i o > j ) ] . 

I f , b e s i d e s q(n)» fr(n), we r e q u i r e q(n) = q*(n) then the s c a t ­
t e r i n g d a t a w i l l s a t i s f y b o t h ( 6 . 2 ) and ( 6 . 6 ) . In t h i s c a se 
t h e e i g e n v a l u e s appear e i t h e r i n 4 - t u p l e s ( z t z + * , - z t . - z j 1 " * ) , 
or p a i r w i s e i f among z* t h e r e occur r e a l o r p u r e l y imaginary 
numbers. Let us i n t r o d u c e 

+ ( £ j + i u i , ) / 2 
« , - e . b 

+ (а/г + — Уa 

z a = e a , b a A / V = e , a = l . . . . , N a , 

z ^ = i e " P a , b * A / v = i e P 0 . 0 = l . - . : - . N 3 . 

In t h i s case t he 2-forms fi =-il ~ = i f i m become r e a l and we 
have 

rfm) = i . fur sin2mf S l n ( l - ( | p + ( e i r ) ! а ) л 5 a r g b + ( e i r ) 
N l 

- -f- | 18(оо8(т<орсЬ.(т£ } » л S0j - S ( s i n ( r a W j ) sh (m^ )) л fiPj.-

N 2 N 8 ( 6 .9 ) 

+ — ft + i Pj 

, /v/V = e J , j - i . . . . - i N l 
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From (6.9) with m =1 we easily get the action-angle variables 
for the DEE (6.5) with real-valued q(n). ;Note that in (6.5) we 
can change the variables q(n)=tgu(n) for i =1 and q(n).thu(n) 
for «•-!. As a result the DEE (6.5) goes into 

dt 
: t g U ( n + l ) - t g U(ll-1), t •• 

№W> •- th u(n+l)-thu(n-l), ,. 
a t 

(6.10) 

The equivalence of (6.5) and (6.10) is obvious only for 
t — 1 ; for e = 1 the change of variables q(n)=tgu(n) is not 
one-to-one. 

Let us briefly discuss the transition to the continuous 
limit (from system (1.3) to Zakharov-Shabat system (1.1)). 
Let us introduce the parameter A such, that 

s«e 1 A , q(n)= Au(nA), r(n)» Av(nA). 
f(n.z)=,£(An,A). (6.1D 

In the limit A-»0 for An. x fixed, we see that (1.3) goes into 
(1.1), the operators Л+ (1.4) go into the corresponding ope­
rators A+(i.2), and (since h(n)v»l) we obtain for the symp-
lectic form the well known formula (see ref.'8' ) multiplied 
byA. For the Hamiltonian H D N S (6.A) we get 

H D N S - Л* f * l - « u » " , « + с lu(x)|4] = A 3H . 

In order to get the nonlinear SchrSdinger equation i -&H+u -
• 2 ^ ^ 

-2f|u |n.0we must also change the evolution parameter t-» t/A2. 
In our second example the continuous limit of eq. (6.5) coin-
sides with the modified Korteweg-de Vries eq. provided that 
we put in addition x-»x-At. 

The transition matrix S(z) (7) of the system (1.3) goes 
into the corresponding transition matrix S(A) of (1.1) with 
no additional multiplicative factors. In order to get the 
eigenvalues of the system (1.1) we must also rescalethe ei­
genvalues of (1.3), e.g., z± =exp(iA^A). 

The higher integrals of motion Jn for tue system (1.1) can 
be obtained from suitable linear combinations of Cfc, к =0, _+l, 
... which is determined by the dispersion. Thus for the Integ­
ral 'n of the system (1.1) which corresponds to dispersion 
n . p i ч 
Л we must consider the expression (z - —Л , which for A-»0 is 

z E 
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of order(AA). If we insert Cit instead of z 2 k we obtain j n in 
the leading term in the limit Д-« 0. Note also that in DEE we 
must change the evolution parameter t-»cM n. 

At the end we note that there exist multicomponent analogs 
of the DEE solvable through the ISM. The corresponding linear 
problem is of the form: ( z 'a • Q(n) \ i <Hn.z), 

where q(n) and r(n) are jxp matrices. The analogical construc­
tions in this case lead to non-trivial complications. Here 
we write down only the operator, analogous to (1.4); for 
brevity we take the vector case (p «1): ,„ 

* i 

AjXoa^^fn), X = I '•'] *(„)= I ;' ]. i-i.2 

A^XOi)-
X ̂ ^r^XjfnJ + qOtiX T(k)q(n) 

rCkJrV-DXjC^-X^r^n-DqOt)/ 

Q(n) 

-r(n) 
2~(rT(k-l)X (k)+qT(k)X 00). 
n+l 1 2 

Another way of generalization is to consider the Zg-graded 
case. The structure of the corresponding Hamiltonian systems 
is much more complicated. These problems will be considered 
in a separate paper. 
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