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1. INTRODUCTION 

In the last years completely integrable field theoretical 
models, on a classical and on a quantum level, are under 
intensive investigation. The existence of infinite set of 
conserved quantities is one of characteristics of such models. 
In the quantum two-dimensional case availability of such 
quantities makes it possible to derive the explicit form 
of s -matrix /1,2/. Simultaneously with the local conserved 
charges, for the O(N) nonlinear sigma model there exists 
and infinite set of nonlocal conserved charges on a clas~ 
sical/3/ and quantum14/ level. These nonlocal conserved 
quantities can be also used for construction of S -matrix 141 • 

A simple constructive proof of existence of one infinite 
series of classical conserved currents for the generalized 
nonlinear sigma models was given in ref. 151 • The nonlocal 
currents in the four-dimensional case were found also for 
the self-dual sector of the Yang-Mills field 16l, for arbit
rary Yang-Mills field 171 , and the Yang-r.Ulls field defin~ 
on contours 181. Such currents exist also for the two
dimensional supersymmetric O(N) 

191 and supersymmetric 
generalized /10/ nonlinear sigma models. 

For certain models it was established that higher 
conserved currents are a consequence of symmetry of the 
equation of motion with respect to some infinite-parameter 
Abelian group/111. In the case of two-dimensional generalized 
non-linear sigma models it is shown in ref. 1121 that the 
nonlocal conserved currents follow from the dual sym-
metry of the equation of motion. 

In the present paper the origin of nonlocal currents in 
the case of generalized nonlinear sigma models is inves
tigated. Such field transformations, for which the action 
is not invariant but is changed with an integral of full 
divergence of some function are considered. In the last 
case, according to the generalized Noether theorem /18/, to 
any one-parameter transformation of such a kind there cor
responds one conserved current. For the generator functions 
of transformations under consideration we have a system 
of nonhomogeneous first-order linear partial differential 
equations. These equations are a consequence of the dual 
symmetry discussed in ref. 1121 . The solutions of these 
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equations give the representation of the generator function 
of the transformations which give the nonlocal currents. 
The explicit form of these generators is found only in the 
two-dimensional case, but they can be found also in space 
with more than two dimensions.These representations in general 
are nonlinear and nonlocal. Consequently, the nonlocal 
currents are generated from nonlinear and nonlocal 1141 

transformations, however these nonlocal transformations are 
not symmetry of the equation of motion. 

The resu)ts of this paper are extended for supersymmetric 
case in ref 151. 

2. EQUATIONS FOR FUNCTIONS GENERATING NONLOCAL 
CURRENTS 

Consider the action for the generalized nonlinear sigma 
models in h -dimensional space 

A2-h A2-h 
s,., JdhxtrlaJLg-1(x)a g(x)l=---Jdhxtrlg-1afLgg-1J gl; 

2 JL 2 JL 
(2. 1) 

where g( x) '"O(N), U(N) or GL(N), i.e., the general linear 
group in N dimensional isotopic space, and A is a para
meter with dimensionality of length. In the case when 

g-1(x)=g(x), i.e., gjk(x)=ajk-2Pik• where p2==Pwe deal 
with O(N), CP N models or the field defined on Gras-
sm~nn manifolds 1 16/, From (2.1) we have the Euler-Lagrange 
equations of motion, which can be written in the form 

a JL,A (x) = o , ' JL 

where the following notation is used 

!A JL (x) == g -ta JL g(x) =-a JL g - 1 (x) g(x) . 

From (2.3) it follows that 

F = [ D , D ] =a !A -a :A +[!A , !A ] = 0, 
JLV JL V JL V V JL JL V 

(2. 2) 

(2. 3) 

(2.4) 

i.e., the curvature tensor vanishes identically. In (2.4) 

D (x) == a + !A ( x) 
JL JL JL (2. 5) 

means the matrix "covariant" derivative. 
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Consider the following infinitesimal "global" gauge 
transformations 

g'(x) = U(x) g(x) U -t (x) .. 

.. g(x) + [ '(k) (x) , g(x) ] cu k + 0 (cu 2 
) , 

where cuk are independent of x infinitesimal parameters, 

' (k) (x) are generators of transformations U (x) , i.e. , 

'(k) (x) .. au(x2 1 cu .. o 
acuk 

(k- 1,2 .... ) . 

(2. 6) 

(2. 7) 

The variation of action (2.1) with respect to the trans
formations (2.6) is 

as -=A2-h Jdhxtri!AfL(x)aA (x)l = 
JL 

,.,)-.2-h fdhx tri:AJL (x) (a 'j (x) +['A (x) ,, J(x)])lcu J ,., 
JL JL 

,.. A 2- h f d hx tri:A ll (x) all ' J (x) I cu J , 

where 

aA (x) .. ag-1a g + g-1 a ag- ta 'J+ [:A , 'J lieu J 
JL JL JL JL JL 

(2. 8) 

(2. 9) 

is substituted and [B,C] denotes the matrix commutator. 

consequently, only such transformations for which a JL' j = 0 
are in variance of action ( 2. 1) , i.e. , as • 0. In our paper 
a more general class transformations, for which 88 ~ 0 is 
considered. The explicit form of these transformations can 
be determined from the following propositions: 

Proposition I: The change of action (2.1) under transfor
mations (2.6) must be represented as an integral of full 
divergence of some arbitrary f~ction, i.e., 
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I 

BS=A~b fdhx trlaPKJ(x,g,avg)lcuJ (2.10) 

where K J (x, g, a v g) is one h -vector function whose form 
is givenfby the second proposition. 

Proposition II: ~e restrict ourselves only to such h -

vector functions KJ which can be represented in the following 
form ll 

K J .. !A v (x) X J (x) , 
ll pv (j = 1, 2, ... ) • (2.11) 

where xJv (x) =-x J (x) , i.e. , is an anti symmetric second 
rank tensor with ~xN matrix components. The functions 
x J (x) are connected with ( J (x) by the following theorem: pv 

Theorem I: The necessary and sufficient condition for 
equivalence of (2.8) and (2.10), where Ki (x) is given by 

. ll . 
( 2. 11) , is that the functions ( J (x) and x Jv (x) are coupled 
by the following system of differential equation 

a ( i ( x) = D v x J (x) . 
ll pv (2. 12) 

Indeed, substituting (2.12) into (2.8) and taking 
into account zero curvature, i.e., F pv""O we have (2 .10) 
whe..re Kll is given by (2.11). And vice versa: substituting 
(2.f1) into (2.10) taking into account (2.4) and comparing 
with (2.8) we have (2.12). 

For the transformations (2.6) whose generators (2.7) 
satisfy eqs. (2.12), i.e., which change the action with 
integral of full divergence, there takes place the genera
lized Noether theorem 1131 , 

Noether theorem: To any one-parameter transformation 
whose generators satisfy eqs. (2.12), i.e., which give 
the variation of action in the form of integral of full 
divergence, there corresponds one quantity 

J J (x) = tri!A (x) ' i (x) +!A v (x) x,~ (x) I. (j = 1,2 ... ) 
f1 P. rv 

which is conserved in a weak sense, i.e., aflJ i (x) =0, 
the equations of motion (2.2) are satisfied. P. 
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Consequently, for any two functions (J and xj satisfying 
equation (2.12) we have one conserved current. Eqfuiation (2.12) 
is a first-order partial differential equation and consequently 
it has infinitely many solutions. As we will see, these solu
tions, in general, are nonlinear and nonlocal functionals 
of the field g(~. From the latter it follows that we are 
dealing with nonlinear and nonlocal 1" 1 transformation 
(2.6) whose generator functions are given by (2.7), i.e., 
they are solutions of (2.12). Conseqiently, the problem of 
finding of the nonlocal currents (2.13) and generators of 
the transformations giving these currents reduces to the 
problem of solving of eq. (2.12). 

3. SOLUTION OF EQUATIONS FOR GENERATOR 
FUNCTIONS 

Equations (2.12) have the following trivial solution 

(J(x) =COnst, Xj (x) =0. (3.1) 
pv 

For this solution the current (2.13) coincides, up to a mul
tiplictive constant, with (2.3). According to (3.1) trans
formations (2.6) are linear and local. 

To find other solutions of (2.12) the following constraints 

and 
if a ' i (x) - o . ll 

(3.2) 

" • _.x_ j a P n x ~" - a v 1r x f1A = o , < 3 . 3 > 

on the functions ( J and x ~v must be taken into account. 
Equation (3.2) is a consequence of zero curvature (2.4) 
and (3.3) is the integrability condition for the system 
(2.12). 

In a subsequent con~ideration we restrict ourselves 
only to the two-dimensional case, for which 

x j (x) -= £ x J (x) , £ :-£ , 
fLV pJI fLV VfL 

and, consequently, (2.12) and (3.3) take the forms 

a fl. ((~ "' t IW Dv X (x) , 

and 

( 3. 4) 

(3. 5) 
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olla x(x) =0. 
11 

(3. 6) 

Hence for the two-dimensional case constraints (3.2) and 
(3.3) coincide. Moreover, it is convenient to change the 
parameters w . to matrix parameters w. Then the conserved 
current (2.13~ takes the form 

J (x) ~[A (x),((x)]+c [!Av(x),x(x)], 
/1 /1 /lV 

(3.7) 

The fact that in the two-dimensional space the functions 
((~ and x(~ are Lorentz scalar matrices and satisfy 
the same second order equations (3.2) and (3.6) is useful 
for finding solutions of eqs. (3.5). Indeed, if we know 
solution x<O>(~ of (3.2) then by substitution of this 
function into the r.h.s. of (3.5) we are able to determine 
the function (=x< 1> from the equation 

a X (1) (x) = c [ D 1' X (O) (x) ]. 
/1 fLV ' 

(3.8) 

Because of (3.5) it follows that x<L) also satisfies equation 
(3.2) and consequently can also be inserted into the r.h.s. 
of (3.5). In such a way we are able to construct one infinite 
sequence of functions x (k) (k ~ 0,1, ... ) satisfying eq. (3. 2) 

and functions x (k) and x<k- 1) are coupled with equation 
"(·3. 5) i.e. , 

a x <k>= c [Dv x<k-l)J 
/1 /lV ' ' 

(k ~ 1,2 .... ) . (3. 9) 

If we have found M linear independent * solutions X~) (x) 
(m = 1, ... , M) which are not coupled with multiple action 
of (3.5), we are able to construct by the given method M 

linear independent infinite sequences tx<k>(x) I (k = 0,1, ... ; m:1, ... ,M). 
m 

It can be pointed out that when ((x(k)) is given from eq. 

*We say that two sequences lx <!)I and lx <f>l are linear 

independent if any of them contains not less than one element 

x~> linear independent of all elements of other 
L{m) 

series 
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eq. (3.5) or (3.9) we find x<x k-1 ). In such a way sequences 

lx (k) l can be extended to negative k, i.e. , we have 

... , X (-k), ... , X (-1)' X (0) 'X ( 1~ ... , X (k) • (m = 1, ... 'M) • (3. 10) 
m m m m m 

Because of ( 3. 9) we have M infinite series of conserved 
currents 

J(m,k)(x) .. [~A (x) .x<k>(x)] +E [Av(x) .x<k-1)(x)], 
/1 f.l. m f.LV m 

(k = 0, ± 1, ... ) 

(m = 1,2, .. .,M) 

(3.11) 

To f~nd the solutions x(O) of eq. (3.2) from which we start 
m 

the construction of sequency (3.10), like in the super-
symmetric case 1151 , let us consider a more strong condition 

[D" .x<O~x)l .. a x<0l+-[!A (x), x<0~ = o, (m = 1, ... ,M). 
,... m f.l.ID 11m 

(3.12) 

It can be pointed our that eq. (3.2) is equivalent to the 
following first-order equations 

D X (O) {x) -= C j (m)(x) , 
/1 m f.l. 

( 3. 13) 

where C is a constant N xN matrix and j (m) (x) is some 
conserved current. If j<m>(x) is one gf currents (3.11) ,.,. 
then from the solution of eq. (3.13) we have the same sequence 
from which j (m) is constructed. However, if j (m)(x) has ,.,. ,.,. 
another nature, then from the solution of eq. (3.13) new 
linear independent sequences can be constructed and consequ
ently new linear independent infinite series of conserved 
currents. We do not consider here the last possibilities, 
and restrict ourselves only to the case C -0, i.e., with 
eq, (3.12). 

For the system of eqs. (3.12) we have three linear 
independent solutions which are not coupled with the multiple 
action of (3.5): 
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a) The trivial solution 

x<o> .. o. 
1 

(3.14) 

b) Nontrivial solutions which can be written in the form 

X (O)(x) .. U C, 
a a 

(a= 2, 3), (3.15) 

where Ua (a -2~3) satisfies eq. (3.12) and C a are NxN 
constant matrix. Equations (3.12) have the following two 
solutions 

U2(x) .. g-1(x), (3.16) 

and 

U 
8
(x) ""V W , (3.17) 

where 

xo -1 ) 
v =P exp f dy 0g a 0g(y0 ,X 1 • 

""""' 
xl 

w ""P exp f dy 
1 

(V g-1a 
1 

g; v-1)(x
0

, y 
1
). (3.18) 

-oo 

Here P is the Wilson ordering operator. 

From (3114) and (3.15)-(3.18) by the above given method 
we construct three linear-independent sequences (3.10). From 
the fact that x~) (m •1,2,3) are solutions of (3.12) it 
follows that for k~l all elements of thus found sequences 
coincide. But these sequences are distinguished by k~O and 
consequently they are linear independent. 

The explicit form of lx (k) l and I x (k) l is found with the 
2 8 

use of symmetry of eq. (3.5) or (3.9) which is discussed in 
Appendix A. This symmetry allows us to write lx (k) l and 

2 
I x (k) l if we find I x (k) }. It can be checked that the 

8 1 
general form of lx (~) l is given by 
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X (O) '"' 0, 
1 

X (1) = C ' 
1 1 

xl 
x <2> = I dy [ g-1 a g(x . y ) , C J + C , 

1 1 0 011 2 

x1 
( 3. 19) 

x<kl .. _ f dy Ia x<k-1)+[g-1 a g .x<k-q l(x ,y ) + c 
1 _ 00 1 0 0 0 1 k 1 

where C1, C ~,... are N:.: N constant matrices. The constants 
Ckin (3.19) in the current (3.11) give the terms •A

11
Ck which 

are conserved separately because of the equation of motion 
(2.2). Consequently, without loss of generality, constants Ck 
k > 2 can be omitted. 

-The functions x (k) (x 0 ."") coins ide with non local conserved 

charges found in papers /3, 51 • 

From (A.3) it follows that 

!x<-k> .. u x <k> l. lx(-k> =U x <k> l, 
2 2 1 3 3 1 (3.20) 

where x (k) can be obtained from (3. 12) with substitution 
1 

-(a) -1 
A11 ... -·A 11 =-Ua~A 1Lua, {a:2,3) 

where U a are given by (3.15-18). 

Substitute (3.19) and (3.20) in (3.11) we have three (N 2'-1) 
parameter linear independent infinite series of conserved 
currents. 

In the case of spaces with more than two dimensions eqs. 
(2.12), (3.2) and (3.3) must be solved. In these cases we 
are not able to construct numerable sequences of solutions 
of these equations. 
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4. CONCLUSION 

In this way we are able to find infinite set of conserved 
nonlocal currents and the "symmetry" transformations which 
generate these currents. This "symmetry" is of a generalized 
type in the sense that the variation of action is full diver
gence of the functions (2.11). Corresponding transformations 
(2,6) are, in general, nonlinear and nonlocal ones (3.19). 
These transformations form an infinite-parameter group. The 
algebra of generators of this group can be constructed from 
(3.19) and (3.20) using the Poisson brackets. The structure 
of this algebra depends on the choice of constant parameters 
C in (3.19) and (3.20). 

Because of the fact that the function K~ (2.11) depends 
on the derivatives of the field g(~ , the transformations 
under consideration are not symmetry of equations of 
motion, i. e. , 

a~ B!A (x) ~ o 
~ 

except of the case of variations given by linear and local 
transformations with generatory ( =: .const. The latter 
can be checked directly by substituting (2.9) into the above 
equation and using (2.12). ··· 

The nonlocal conserved charges corresponding to the 
nonlocal currents ( 3. 11) can be found from generators x (k)(x) 
(3.19) and (3. 20) with substitution x 1 =""' 

APPENDIX 

Equation (2.12) or (3.5) possesses the following symmetry. 
Suppose that there exists a nonsingular matrix satisfying 
the equa~ion 

D~ U(x) .. (a~+!A~(x))U(x) =0. 

Then eq. (3.5) with the substitution 

( =U( and x = U(, 

is written in the following form 

a x = ( <a v + 1A v (x)) [<x) • 
f.L f.LV 
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(A.1) 

(A. 2) 

(A. 3) 

where 

A (x) --u-1 A (x) U(x). 
f.L f.L (A. 4) 

From (A.1) and (A.4) it follows that 

af.L 1Af.L (x) =-u-1 af.L !A f.L u = o, 

if eq. (2.2) is satisfied and 

(A. 5) 

F .. [ D , D ] = u-1 [ D , D ] U . (A.6) 
f.LV f.L IJ f.L V 

Consequently, l and x must also satisfy the second order 
eqs. (3.2) and (3.6). It can be pointed out that (A.2) are 
not similarity transformations. 
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