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1. Introduction 

In paper/l/ Bell and Goebel have investigated condi­

tions under which in a system of decaying particles de­

viations from the exponential law can show up, which in 

the S-matrix would correspond to higher-order poles . They 

have analyzed in detail a model of an unstable particle 

with two internal states which can decay from one of these 

states only and they have demonstrated that the existence 

of the second-order pole uniquely depends on the relation 

between the strength of decay and the mutual interaction 

of both internal states. On the other hand papers/2/and/3/ 

indicate, that the poles of the second order in such a 

system might exist even under more general conditions. 

The result of· paper/1/ is limited by the assumption of 

small interaction constants, whereas the formalism used 

in papers /2/and /3/, which makes possible to obtain re­

sults without such a limitation, did not offer any rela­

tion to the strength of decay from the individual states. 

In this paper we attempt therefore a new analysis 

of this problem. We start from the papers/2{ and/3/, where 

the general time-dependence of the probability amplitu-

des of the internal states with a multi-pole behaviour 

has been shown. We limit ourselves on two internal states, 

3 



but we extend the formalism so, that it allows to take 
into account also the strength of interaction of the indi­
vidual states with the state of decay products. 

We shall suppose that ~he Hamiltonian of the whole 
system is in general non-hermitian and derive at first 
the general form of the time dependence for all probabili­

ty amplitudes. Then we derive the general relations bet­
ween the various matrix elements of the Hamiltonian. If 
the requirements of time-reversal invariance and of reali­
ty of all interaction parameters are added, it can be 
shown, that only two real parameters, i.e. the mass pa­
rameter M and the decay parameter r , are left as free. 

Thus in a different way, starting from more general as­

sumptions, we come. to the same result as in paper/1/. 

2. The Time Dependence of Probability Amplitudes 

Consider a particle existing in two different states 
I sa> <a= 1,2) , which change mutually one into the other. 

Let this particle decay spontaneously and the behaviour 
of the whole system in the timet ~o be described accord­
ing to general laws of quantum mechanism by the equations 

-IHt 11 2 f3 
e Is >,.Ia jtlls >+Ifc (t,A,r>l¢<.\.,r)>dr 

{3-t ap Ar a 
(1) 

-IHt I ¢ (A , r ) > ,. d ( t , A , r) I ¢ (A , T+ t ) > (2) r> 0, e 

where the parameter A represents all labels of the state 
of the decay products and r describes the time evolution 
of this state. The parameter r has a continuous spec­
trum; it has the dimension of time and determines the 
distance of the individual decay products from the centre 
of mass. 

Let us suppose further that the followi 
are fulfilled 

< s a I s f3 > = 8 af3 , (3. 

<sal¢ (A.,r) > ""0, (3 

<¢<A.,r) I ¢(A.',r') >=8M,8 (r-r') (l, 

and 

a af3 (0) = 8 af3 , (4, 

c (t,A.,rl -o t < r • ( 4 a 

From the equation (2) it also follows imme 

d(O,A,r)-1. (4(: 

With the help of equation (1), (3ab) an1 

the relations 
2 

a ( t + t ' ) = I a {3 ( t ) af3 (t ') (5) 
ay f'kl a y 

and for the system with double-pole behaviour 

(se/ 31 ) 
-1!-'t 

a .. <t),. e (I+ y t), 
-1!-'t 

a .J t) = e yft 

(6) 

- lpt 
-a2l(t)=e L .t, 

( 

-liLt 
a

22
(d=e (1-yt ), 

where the parameters p , y,E are so far enti 

ry constants. 
By similar procedure which led to relati 

we can get also ~he general form of time d 

L 4 .. , 



Let us suppose further that the following conditions 

are fulfilled 

and 

< s a I s f3 > = 8 af3 , (3a) 

< sa I (/> ( ,\ , r ) > "" 0, (3b) 

c (t,.\,r) .o 
a 

t < r 

(4a) 

( 4b) 

From the equation (2) it also follows immediately 

d(O,.\,r)=l. (4c) 

With the help of equation (1), (3ab) and (4a) we get 

the relations 
2 

a (t+t '),.~a l'l(tlal'l (t') 
ay {3-st at-' 1-'Y 

(5) 

and for the system with double-pole behaviour we can write 

(see/3/) 

-11-'t 
a .,It)= e (l + y tl, 

-11-'t 
a,Jtl=e yEt 

(6) 

- lp.t -lilt 
- a ( t ) "' e L · t , a 

22 
( t) = e ( 1 - y t ) , 

21 l 

where the parameters p.. y,E are so far entirely arbitra­

ry constants. 
By similar procedure which led to relations (5) and(6) 

we can get also xhe general form of time dependence of 

5 



probability amplitudes d an0 ca • From the relation(2)we 

obtain 
d ( t + t ',A, r) = d ( t , A , r ) d ( t ', A, r+ t). (7) 

And if we write 

d(t,A r) -te<t,A,r> 
' = e (8) 

we get after interchanging t and t 

e<t,A,rl-e(t,A,r+t' l=e(t', A,rl-e(t',A,r+tl. 

It can be proved that this equation may hold for arbitrary 
t ,t ', r only if both sides of it are identically equal 

to zero; e<t.A.r> is independent of r . Then according 
to equation.(?) it holds 

e<t+t',A) =e<t.A)+e<t',,\) 

and therefore 
d ( t , A, r l ,. e -tet (9) 

where e may depend only on the parameter A • Differen­
tiating eq. (2) according to twe obtain with the helpto£(9) 

Hlcp(A, r)>~lcfd A,r) > (r>O); (10) 

and we may replace the A. by a pair of parameter <e.A>. 
where A labels all degenerate states belonging to the same 

value of e 
We derive now the time dependence of the integral 

amplitudes of the decay states. Using the equation (1) 

and with the help of eq. (S) we obtain 

IJc (t+t',A,rli¢(A,r)>dr -I/aaf3(tlc{3(t', A,r>!cp<A,r)>dr+ 
). r a {3,,\ 

+ X I ca ( t, A, r ) e -IHt' I cp ( A,r) > d r. 
r 
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(11) 

Multiplying eq.(ll) from the left by 

I I<cp(A',r'lldr' 
A'r' 

we get with the help of (2), (3c) and (9) 
-16' 

C (t + t ') .. I a ~a( t) CfJ(t ') + e C ( t), 
a f3 up a 

where we introduced the integral amplitude 

C ( t ) "' I I c (t , A , r ) d r • 
a A-r a 

Substituting into both equations (lZ) (i.e 
according to equations (6) _we obtain by linear 

-1,. t -let· 
e Ht')+e f(t)af{t+t'), 

where 
f(t). C (t) + E C (t), 

1 2 

Interchanging now the variables t and t'we hav 
relation -let -l"t C(t)+EC (t).,JC(e -e ). 

1 2 

Repeating the above procedure with equations 
stracting this time the equations) and using r• 
and (14) we arrive to a similar expression 

-~~A -lp.t -let C 
1 

( t) - E C 
2 

( t ) • - 2 X: e )'t + L ( e ~ e 1 

From the eQuations (14) and (15) we then obtai 
relations 

-fl.tt I l(p.-e>t C (t)•e 1-Kyt --(X:-L)[I-e ] J, 
1 2 

I -lfU I K/'4 
c2 (t)"" ;- e I X: y t - 2 ( 1: + L }[ I -e 11. 

where 1: and L represent two so :(ar arbitrary < 

ctions of ~ 
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Multiplying eq.(ll) from the left by 

l: f < </> (A' , r ') I dr' 
A'r' 

we get with the help of (2), (3c) and (9) 
-t9' 

C ( t + t ' ) • l: a af3( t ) C R (t ') + e C ( t ) , 
a f3 ,... a 

where we introduced the integral amplitude 

(12) 

C ( t ) ,. l: f c (t , ,\ , r ) d r • (13) 
a A-r a 

Substituting into both equations (12) (i.e. for a =1,2) 

according to equations (6) _we obtain by linear combination 

-I p. t -l~t, 
e Ht')+e Ht) .. f{t+t'), 

where 
f( t) - c (tl + f c ( t) • 

1 2 

Interchanging now the variables t and t'we have easily the 
relation 

(14) 

Repeating the above procedure with equations (12) (sub~ 

stracting this time the equations) and using relations (6) 
and (14) we arrive to a similar expression 

From the eQuations (14) and (15) we then obtain the final 
relations 

-lp.t 1 l(p.-~>t 
C

1
(tl•e 1-l.yt --(1:-Ll(l-e ) I, 

2 
(16) 

where x: and L represent two so {ar arbitrary complex fun­

ctions of ~ 
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The quantity ca<tl means the amplitude of the proba­

bility that the system, which at time t=O is in the state • 
lsa> , will be at time t>O in some of the states of the 

decay products. Th~refore 

I c <t > 1
2 < 1 

a = 

must hold for every t • Writing now 
p. = M - i .I_ (17) 

2 

with M and !real and eliminating the trivial case r., o, 

we obtain 

lm( ~- fL ) ~ 
r 
-> o. 
2 

(18) 

Let us introduce the total-energy distribution of decay 

products by relations 
2 I 

1
2 1 . 2 

0 ( ~) - c ( 00 ) -- I K -L I . 
I 1 4 

2 2 1 2 
0 (~) •IC (oo)l =-IK+L I 

2 2 4lil2 

\196_) 

The quantities o 1 and o 2 are real functions of ~ 

filling the relations 

01(~) ~ 0, 02(~)~0, (19b) 

JO~d~ .. Jo :d~-1. 09c) 

In the case r.o it holds ident~cally 

K s L = o1 :!< 02 : 0 (20a) 

and from the condition 

Ia ll!+la 1
2

=1 a 1 a~ 

also 

y- 0. (20b) 
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, ful-

Instead of (19c) there holds now 

fD:d(~fD~d(~o. 

From equations (18) and (17) it fol 

(=M+x • 

where x is also real. 

3. Matrix Elements of the Hamiltoni< 

Let us return now to the basic equatioJ 

differentiated it according to t and using tl 

once more we obtain 

Ia nltlH[.stl>+I fc (t,A,rlHicf><A,r)>dr=iiaaf3(tlll> +iijc(t,A 
(:3 ap· A r a tl A r a 

Multiplying this equation from the left by 
summing and integrating over A' 

help of (3ab), (10) and (13) 

and r' , WE 

I a ,!tlgR(~l+ ~c (t) .. iC (tl, f3 ap ,.., a. a 

where we have introduced interaction paramete 

a 
g (~) • IJ<cfdA,rllii Is >dr, 

a Ar 

From equations (23) we obtain with the help of 

1 
g =- i K y + - ( K -L )( ~-p. ) , 

1 2 

g ,. -
1
- [ i K y + -1

- ( K + L ) (~-p.)]. 
2 ( 2 

Multiplying ·he equation (22) by <s Yl we 

Iaaf3(tlG .R+fX (tlg (~)p(~ld~ •ia (t), 
f3 y,.., ~ a y ay 
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Instead of (19c) there holds now 

fD~d(=-fD 2

1 d(,..o. 

From equations (18) and (17) it follows 

where x is also real. 

3. Matrix Elements of the Hamiltonian 

(20cl 

(21) 

Let us return now to the basic equation (1). Having 

differentiated it according to t and using the equation(!) 
once more we obtain 

~aa,a< tlH 1-i >+ ~ f c ( t,A,rlH I r/>(A,rl>dr = i ~ aaf3(tl 1l> + i ~ fc (t,A,rl l¢<>..,rl>dr 
f3 " r a {3 A r a (22) 

Multiplying this equation from the left by <cp(A.', r'l 1 and 

summing and integrating over A' and r' , we get with the 

help of (3ab), (10) and (13) 

~aa~t)gf3<e->+ e-ca(t) .. iCa(t), 

where we have introduced interaction parameters 

(23) 

(24) 

From equations (23) we obtain with the help of (6) and (16) _ 
1 

g 
1 

=- i K y + 2 ( K -L )( e--p ) , 
(25) 

g ,. -
1
- [ i K y + -

1
- ( K + L ) <e--p)]. 

2 ( 2 

Multiplying ihe equation (22) by <s~ we obtain 

~aaf3(t)G .R+fX (tlg (e-)p(e-)de- •ia (tl, (26) 
{3 Yl-' e- a y ay 
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where it was introduced 

a f3 
<s IRis >=Ga{3 

< sa I H I (/> ( A , r ) > - -; ( t ) 8 ( r ) , 

~ c ( t, A 
A a 

a 

0) ~X (t). 
a 

Ia eq.(26) the summation over the variable cf 

(27) 

(28) 

(29) 

has been 

replaced by integration; 

In deriving the relation 

the relation 

p ( cf) 
( 2 6) we 

is the density of terms. 

have used eq.(3ab) and 

<syjH jcp(A,r) > =0 ( r> 0 ) , 

which follows from the relations (10) and (3b). At the 

same time we have supposed that the quantity g a depends 

only on the parameter cf (and not on A ) . The explicit 

r -dependence of the matrix elements in eq. (28) repre­

sents also the first assumption, which limits the appli­

cation of the equations (1-4). 

In order to solve equations (26) we have to mention 

some additional properties of the coefficients ca(t,A,rl 

in the equation (1). With regard to equations (2) and (9) 
' 
there holds the relation 

-1 cfr' 
c (t,A,r ) .. e c (t-r',A,r-r') 

a a 
(r'<r), 

which in the limit r'=r may be rewritten as 

-t,fr 
ca { t , A , r ) .. e c a { t- r , A , 0 ) • (30) 

Then with the help of equations (13) , (4b) and (30) we can 

write t -1,fr 
C {t)• f"'I.e c (t-r,A, O)dr 

a o A a 

or -left t I cf y 
C (t)=e f"'I.e c (y,A,O)dy, 

a o A a 

Differentiating this equation according to t an< 
we get 

'( (t)= 
a 

a Ca(t) ·t:c (tl. + ,., a a 1 

Solving now the equation system (26)we obt a j 

help of (6)~ (31) and (16) 

G a{3 = Jl o af3 + i Fa~ + i f g-ag {3 p ( g ) d cf , 

where 
y 

y. 
l 

Fa{3 = ( 

lY' -y 

and the quantities ga are defined by (25). 

The equations (32) together with the (25) 
the general relations between the quantities 

and ga <,fl , i.e. between the matrix elements o 
hermitian hamiltonian H . If we now demand 

description to be invariant under the time re1 

obtain 

c,:~"" c u , g ( cf> .. "'I.g <cf>= g l,f) p '(,f), 
a A a a 

where p' < cf > 

given cf 
ly 

is the number of all degrees of fre 

. From the (32) and (33) it follows 

l - + i 

the matrix F defined by the (32a) is symmet 

a}so/3/). The other comolex oarameters. i.e. 
and L<e.are so far quite arbitrary. 
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or -l.;t t I ( y 

C (tl=e JI.e c {y,A,O)dy, 
a o A a 

Differentiating this equation according to t and using(29) 

we get 

X { t) = 
a 

(} Ca(t) 
--~-+ i(C (tl. at a 

(31) 

Solving now the equation system (26)we obt a in with the 

help of (6) _, (3,1) and (16) 

where y 
y, 

~ 

Fa{3 = ( 
~y. -y 

(32a) 

and the quantities g a are defined by (2 5) . 

The equations (32) together with the (25) represent 
the general relations between the quantities Ga~· ga<(l 

and ga <.;l , i.e. between the matrix elements of the non­

hermitian hamiltonian H • If we now demand the whole 

description to be invariant under the time reversal, we 

obtain 

{33) 

where p' <(l is the number of all degrees of freedom for a 

given 
ly 

. From the (32) and (33) it follows immediate-

{34) 

the matrix F defined by the (32a) is symmetric (see 

a}so/3/). The other comulex uarameters. i.e. ".v. K(cl 
and L{~.are so far quite arbitrary. 
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4. The Strength of Interaction and the Energy 

Distribution 

The behaviour of the system is of course to a large 

degree dependent on the strength of communication of the 
individual internal states with the state of decay pro­

ducts. If we assume, that the state of decay products is 

identical for both internal states, and rhat only the ab­

solute value of the interaction parameters ga may be dif­
ferent1 we may write 

gl(x) .. 71 g2(x), (35) 

where 11 is a real constant. Further it is justified to 

suppose that the interactions are either real or imaginary. 

We assume similarly as in paper/1/, that it holds 

Im g • 0, 
a 

(36a) 

ImG 12 • 0. (36b) 

On the other hand we have to admit that at least some of 

the parameters G= is complex. The relations (35) and (36) 

represent the second principal limitation, which we have 
used. 

Then from the (25) -, (36), (36a), . (21) and (19a:) we 
obtain 

K (x)• 
g2(71±_i) 

X+ i :t :, 
2 

I+ i 7J 2 i y 
L(xl-K(xl(----- OL ), 

1 :;: i 7J X+ i 
2 

g2(x )m:!: o,(xl 
2 r 2 

~ 
z,<xl 

12 

(37) 

and Z (x) ) _2 __ 
D (xl=Dl (x z (x) 

2 I 

where the real non-negative functions z ,<xl and 
fined by 

2 
2 22 r 2 2 2 

Z 1 (xl=TJ (x +-) +<y +Y Hl+TJ )-2x7J(+y + TJY l-rTJ ' 
4 I 2 - I 2 

2 
2 2 r 2 2 2 

Z2(x),x +-;-+<yl+y2l(l+TJ l+2x(y2,r~yll-I(yltTJ: 

and for the real parameters yl and 

Y'<YI+iy2 

From (32), (33) and (36b) we get also 

2 p ( ~) 
y •+71fg d~. 

2 - 2 p, (~) 

y2 it h< 

The complex functions K(x l and L<xl (and also r 

fully determined by the real non-negative fu 
and by the real parameter TJ 

Let us put now 

71 - 1 . 

One can easily conclude that in this case th 

of both internal states must be identical. i 
hold 

o1 < x >- o 
2 

< x > ... z
1 

< x l- z 
2

( x l. 

From the (39), (39a) and (37a) we get immed i 

Y
1

=Y
2

=0 

and from the (38) and (37) also 
D 1 =-D 2 -K=L-O; 
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and 

where the real non-negative functions Z 1(xl and Z~(xl are de­
fined by 

and for the real parameters and 

From (32), (33) and (36b) we get also 

2 p ( ~) 
y •+71fg d~. 
2- 2p'(~) 

(37a) 

(37b) 

(38) 

The complex functions K(x l and Uxl (and also D
2

(xl) are now 

fully determined by the real non-negative function o. (xl 

and by the real parameter 11 

Let us put now 

11 - 1 • (39) 

One can easily conclude that in this case the behaviour 

of both internal states must be identical. i.e. it must 
hold 

( 39a) 

From the (39), (39a) and (37a) we get immediately 

Y1 =Y 2 "'0 (39b) 

and from the (38) and (37) also 
(39c) 
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hence 
r. o. (39d) 

The same conditions hold also for q•-1 , since this 

chaise is equivalent to the interchange £-+- £ at q, 1. 

Now all the equations depend continuously on the pa­
rameter q with the only exception of q-o • Since it is 

impossible to go over continuously from the condition 

(ZOe) to the condition (19c), one can conclude that the 
relations (39b-d) hold for all values of ., ,;. o • 

ln the case 
q-o 

(40) 

we obtain from eq. (38) 

Y2 "' 0 <r •r1 >. {41) 

Then with the help of (40) and (37) we Ret for the pa­
rameters ga and Gap 

g 1-o. 

G • +y • 
12 -

2 o 1 2 r 
g•+-(x+-) 

2 - y 4 

. r 
G •M +• (y -- ), 

11 2 

G22 _ M -i ( y + r ,+ i I g: p ( ~, d ~. 

(42) 

where we have included p'(~) into p(~ • The independent 

real parameters are now 11 • r .y • From the (40), (41), 
(37'), (37a) and (19c) we get only 

2 2 r r 
fx D 1 C:o:ld:o:- -Uy-->>o (43) 

2 2 

and hence the following condition must be fulfilled 

y >·...!:. 
4 • (43' ) 

It remains still to find how to choose the real non­
negative function D1 (x) fulfilling the condition (19c). 

14 

To do this we shall suppose that the paramete1 

constaht, i.e. independent on I . This assumptio 

valent to the condition r « M • We obtain 

D (X) 
1 2 

I 

g2 y 
f'2. 

+-4 

and from the (37t), (19c) and (43) also 
r y--. 
2. 

then 

which is identical with the condition derived in 

For . n,<x> we get 

21 X I 
D(x),--D(I) 

2 r 1 

From eq. (19c) it follows that the parameter g
2 

ction of r and m 0 ( mo being a minimal admi : 

lue of the parameter~ ). Supposing 

T << M- m 
0 

we obtain from (19c) 

g2 - .! . ..;.£.. 
" 

and hence also 

• 1 
G

22
-M -ir(1- -fp(~) d~ ). 

" 
We may therefore summarize the results a~ 

As the consequence of our limiting conditions , 

internal state can directly communicate with th, 

decay products. The decay pronerties are then c 

by one real parameter r which is the only 

(apart of M , of course) ieft as free. If thE 

internal state communicates directly with the f j 

1 5 



To do this we shall suppose that the parameter g~ is a 

constaht, i.e. independent on 

valent to the condition 1<< M 

x • This assumption is equi-

~ 
X 

• We obtain then 

f2 . 
+-4 

and from the (37'), (19c) and (43) also 
r 

y .. --. 
2. 

(44) 

(45) 

which is identical with the condition derived in paper IlL 
For _ D'! <x> we get 

2\ X I -
D~(x)=--- - D 1 (x). (46) 

r 

From eq. (19c) it follows that the parameter g ~ is a fun­

ction of r and mo ( mo being a minimal admissible va-

lue of the parameter e ). Supposing 

.r << M- m 
0 

we obtain from (19c) 

and hence also 

We may therefore summarize the results as follows: 

As the consequence of our limiting conditions, only one 

internal state can directly communicate with the state of 

decay products. The decay pronerties are then determined 

by one real parameter r which is the only parameter 

(apart of M , of course) 1eft as free. If the produced 

internal sta-te communicates directly with the final state, 
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., 

the probability amplitude and the energy distribution 
corresponding to this internal state are given by 

r 
-- · r 

la 22 (tll .. e 2 (1--t), 

2 
D2 ('~) = ~ 

TT 

2 

2 
(~-M) 

((~-M)2 + l:._2-y· 
4 

If the produced state can communicate with the state of 

decay products only indirectly (i.e. through the second 

state). these quantities are 

I a < t > 1 
11 

2 

• e 

rs 
Dl (~)- 4TT 

1' --2 r 
(l+ -t ), 

2 

[(~- M )2 + L2]2 
4 

We can easily convince ourselves that both expres­

sions for the energy distribution are entirely equivalent 

to those which can be obtained from the matrix elements 

P12 and P22 of the propagator matrix derived in paper/3/, 

if we use the relation (45) and suppose also I'« M. 

5. Cbncluding Remarks 

As it was already emphasized our results have been 

obtained under two main limiting conditions: l) the as r)­

-dependence of the parameters ga , 2J the validity of 

the relations (35') and (36) . The exact meaning of the 

first approximation is not entirely clear; we may say 

that it is applicable without any doubt, if the decay 

pr.oceeds with great energy excees, i.e. when the decay 

products are moving with great velocities from the place 

16 

of their origin.Some results, e.g. the equatic 

the relations derived from them (see (37), ( 

hold, of course, without this limitation. A1 

that the 8(r) -dependence in the relation (2~ 

mean practically any restriction of the exten 

cability of equations (1- 4). 
As for the second limiting condition we 

mark that the relation (35) cannot hold when 

nal state decays in different way (i.e. intc 

decay products). Also it remains questionable 
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