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I. Introductory Remarks 

In the previous work /l/ we obtained the relativistic Schrodinger 

equation for a system of two scalar particles with equal masses 

(1.1) 

is the total energy of the particles 

in the c.m. system , 'liq (-; is the wave function of their relative 

_motion, V (i" 11 ; Eq) is the "quasipotential", determined generally from 

field theory x) and the quantity 

a 21 a 
H ca2mch(i-,)+ -sh(i~-)-

0 ar111 r arm 2 
mr 

(1.2) 

is the angular part of the Laplacian operator) the relati­

vistic analog· of the free Hamiltmian. It was shown that the eigen-

functions of the operator 

sky momentum space 

H O are the "plane waves" in a Lobachev-

x) We use here the terminology of Logunov and Tavkhelidze f 2/, be­
cause in the p-representation the· equation (1.1) is analogous to the 

quasipotential equation suggested in/2/. For details of connection between the 
quasipotential approach of Logunov and Tavkhelidze and the formalism 
of equation (1.1) see /3-5/. 
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H
0 
e (q ;t ) a 2 E e (q 11 

. q 

e (q ;1) ,.( Eq -q ir 
m 

-1-lrm .. .. 
r ca r n 

' 
(1.3) 

.. :i 
'D a 

In analogy with the case of usual plane waves 
el cl t which 

are the kernels of a Fourier transformation mapping the· non-relati­

vistic momentum space onto the non-relativistic coordinate space, 

the functions e < q 11) are the kernels of the Shapiro integral trans-

formation, mapping the Lobachevsky momentum space (the upper 

sheet of the hyperboloid q ~ -q 2 .. m 2 onto some three-dimen-

sional relativistic t space), From the group-theoretical . point of 

view, the Shapiro transformation is the expansion in matrix elements 

of the principal series of unitary representations of the Lorentz group. 

The radius-vector 
.. 
r in (1.2) and (1.3) is connected in a simple 

way with the value of the Casimir operator of the group in these 

rE:presentations. 

In /1/ it was established that with equation (1.1) 
., 

sider also the equation with the local quasipotential V (1 ; E q) 

we can con-

x) 

' H 
,-0- (2E -H

0
)<t> (tl = V(t;E) <I> (tl 

2m q q · q q 
(1.4) 

x) We· have slightly chan~ed the normalizati<?n ~f the wave fupction 
<I> and the quasipotential V Ct;E q l . . in contrast with 1/, to 

simplify the investigation of the non-relativistic limit. 
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! 
ij 

-1 

' 
! 

if we assume the existence of the spectral· representation 

scattering amplitude in terms of the momentum transfer /7/. 

Expanding <I> (, .. l 
q 

in Legendre polynomials 

<I> Cr l = i i e Re Cr,q) 
q e .. o qr 

( 2 e + l l Pe 
.... 
q r 
qr 

of the 

(1.5) 

it is easy_ to obtain from (1.4) the one-dimensional equation for the 

radial wave function Re<•·• q l x) 

rad 
Hrad 

0 

2 
( 2 E q -II O ) Re ( r , q). ,. V. ( r ; E q ) Re ( r , q ) 'l 

where 

rad 
Ho 

d 
= 2chf---· + 

dr 

ece +·1) 

r (r + i l 

d 
1--· 

e dr 

(1.6) 

(1.7) 

Due to (1.3) and the relations 

e se(r;)() 
ec;;,1>=~1 , 

qr 

.... 
q r 

( 2 e + l l P C --- l ) e qr 
(1.8) 

,----- £+1 
~ fT l Se (r,xq) .. JT sh)(q (-1) 

(Eq sch)(q; C-,/f+i) == i 
e+ I 

ce+1> 
(-rl p 

-..!..-e 
2 

-..!..+1, 
2 

r(ir+ e + l) 

rci rl 
) 

x)We use the unit system,, in. which "t 
to the non-relativistic case means 

=c=m=-1 

that r >>' 1 

• 5 

(ch X q l ) 

(1.9) 

The transition 
q « I 



one of the· eigenfunctions _of the operator (1.7) is the function s/r,Xql 

rad 

Ho s (r, X l f . q 
2E s (r,X) 

q £ q (1.10) 

2. The Operation of Finite-Difference "Differentiation" and the 

Concept of Generalized Degree 

It is obvious from ( 1. 7) that the operator , H ~ad 
d d 

nation of finite shift operators e 
1 

';i;- and e -
1
11r 

is a combi­

• It is clear 

then, that· it will be reasonable to investigate the properties of equa­

tion (1.6) using the methods o~ the finite-difference calculus. 

Let us_ define the finite-difference "differentiation" operation 6. 

putting (cf. /80 
d 

e 

-1--
dr = -1 - i 6. • 

Acting with 6. on some function f ( r) 

get 
., 

i 

t-..r<,i 
f (r - i ) - f (r) 

-i 

It is obvious, that in the non-relativistic limit x) 

6.f(r) ➔--d- f(r) 
dr 

x) In usual units (2.2) has the form 
;-½; 

f(r- -- )-l(r) 
me 

6. I Cr) = 
;-\; 
me 

6 

(2.1) 

because of (2.1), we 

(2.2) 

(2.3) 

. I 

1 
-I 

\ 

It is clear also, that we can rewrite equation (1.6) in terms of 

6. 

It is. easy to verify that the 6. -derivative of the product of 

two functions f (r) and cf, (rl is •given by the expression 

ti[ I ( r) <? ( r ) } = [ 6. I ( r i] cf, ( r ) + I ( rl [ 6. <p ( r ) } + 

(2.4) 

+ -~- [ 6. l(r) l[ 6. ef, ( r ) J, 
I 

It would be convenient for effective exploitation of the 6. -ope-

ration to have some function whose behaviour under 6. -differen-

tiation is similar jo that of the usual degree function. It turns out 

that such generalized degree is the function 

c.\> .\ r ( -ir -+.\ 
= i ---

r\-ir) 

(<::f· 1. 9). 

Indeed, as it is easy to check, 

6.r c.\> = .\ r CA-I> 

Furthermore, it is obvious t11at 

If A= n 

and 

vvhere n 
I 

r (O) = 1 , 

is a positive integer, then 

(n) 
r =r(r+il ••• (r+Cn-lli), 

(-n) • 1 

(r-il(r- 2i) ••• (r-ni 

7 

(2.s) 

(2.6) 

(2. 7) 

(2.8) 



Passing to the nonrelativistic theory, 

<.\> ,\ 
r ➔ r 

Let us note, that our definition of the generalized degree is more· 

universal, than the corresponding definition in /8 /. 

In contrast with usual analysis the product of two generalized 

degrees is not again a generalized degree, .but it can be shown 

that for arbitrary .\ and µ 

( ,\) <µ> 
(A+ /L) 

F C-.\ ,-µ:-ir,l (2.9) 

where F is the hypergeometric function. 

Let us suppose now, that we know the Taylor expansion of 

some function IC r + a ) 

!Cr+al z °i .l:.. d
0 

I Cr) ( 2.10) 

n:::a:O n ! d ,n 

Let us construct the analogous expansion in terms of the ·6. 

operation /s/. It is clear, first of all, that 

., 
! !Cr+al=e 

d 
a-

dr 
-1-d- la 

!Crl=Ce dr ) l(r) .. 

la 
=Cl-i!-.l !Crl. 

Expanding the binomial ( 1 - i 6. ) in. a series in t-. 

la 
(1-iAl al+ia(-iAl + 

i.a( ia-1) 

2 I 

8 

2 
(-i 6.) + ••• 

(2.11) 

, we get 

I 

I 

l 
I 
1 

! 

From here and from {2.11), keeping in mind (2.7), we finally obtain 

I Cr+ a) 
.. 
}; 

n aO 

(n) 
_a __ .f..n 

D ! 
I( r ) • (2.1 2) 

A comparison of expansions {2.10) and {2.12) shows that these 

series are analogous in their structure. 

3. The Analogs of Some Functions 

Using the generalization of the degree function, we can introduce 

with the help of the corresponding series, the analogs of many fun­

ctions, which are used in continuous analysis. 

.Let us define the generalized exponential function by the follo­

wing expression 

n (n) 

exp [ a ; r ] }; 
n•O 

a r 

n I 
(3.1) 

It is obvious, because of (2.6) that 

6.exp[a;r] =aexp[a;r), 
(3.2) 

Comparing (3.1) with the hypergeometric function expansion, we 

conclude ·that 

exp[a;r) = FC-ir,l;l;ial 

which is equivalent to the equality 

I r 
exp[a;r] = Cl-ial • 

(3.3) 

(3.4) 

Keeping in mind (3.4) and {2.11), we can write the function 

I (r +a) as follows 

I( r +al = exp
1
[ A ;a )!Cr) (3.5) 
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Consequently, the operator l"1 up to a factor i is the "ge-

nerator" of translations along the r-axis in the representation defined 

by the exponentials ex p [ a; r ] 

Let us note that the plane waves e (q➔ ;r l ., considered in 

§ 1, are also expressible in terms of generalized exponentials 

-1-1 r 

e<ci ;1)c(qo-q'it) 

( ➔ .. ) -1 [ . ( ➔ ➔ ] • = q -qn exp 1q -1-qn);-r) 
0 0 · (3.6) 

<r'=r°il, 

Let us now define the generalized hyperbolic functions sh• [a, rl 
and ch [ a ,r ] 

l 
sh[a;r]=-lexp[a;r]-exp[- a;r] I=~ 

2 naO 

l . 
ch[a ;r] =-•I exp [a;r]+exp [-a;r]I = ~ 

2 · n=O 

2n+1 (2n+ll 
a 

(2n +l·) I 

(3.7) 

2n (2n) 
a 

(2nl I 

" and the. generalized trigonometric functions sin [ a ;r] and cos [ a ; r ] 

~· 

I" 

sin [ a ; r ] = __ i I ex p [ i a ; r ] - exp [ - i a , r ] I = 
2i 

oo n 
~ (-1) 

2n+l (2n+1) 
a r 

ndl (2 n+ l) I 

10 

(3.8) 

j' 

l 
', 

'~ 

t 

l 
1 

~ 

cos [ a; r ]=_!_I exp[ia,rl+exp[-ia;r] I 
2 

' 

~ (-lln 
2 n (2 n) 

a 

nsO (2 nl ! 

It is clear , that 

l"1 sh [ a ; r ] = a ch [ a ; r ] J 

l"1 ch [a; r ] = a sh [a; r J ; 

i1 sin [ a ;r ] = a cos[ a ; r J ; 

i1 cos [a; r ] =- a sin [ a ; r 

(3.9) 

· Let us consider now the so-called logarithmic derivative of 

the r function 

'l' ( z) 
r, c z > 

r (z) 

, 

After using the well-known functional relation 

'l'(z+ll-'l'(z)=.J... 
z 

and taking into account (2.2) and (2.8) we obtain 

(-1) 
/"i'l'(ir+ll=---=r , 

r - i 

(3.10) 

(3.11) 

(3.13) 

Consequently, the function 'l' (i r+ l l 

consideration the same role as fri r 

plays in the calcul>..S under 

in continuous analysis. This 

conclusion is justified ._also by the similarity o( the expansions of 

these functions in Taylor series (2.12) and (2.10) respectively 

11 



a a(a +il 
'l'CiCr+al·+ 1) .,,p Cir+ll +--- - -.,------,---- + 

r-i 2Cr-il(r-2i) 

+ __ a_(_a_+_i_l _(_a_+_2_i _l __ 
3 (r-iHr-2il<r-3i) 

+ • • • •'1' ( ir + 1) ~ ( n+l r (-n) (n) +k -1) a ti 

n=l n 9 

oo n +t 
fn ( r + a l • fn r + I ( -1 l 

-n n 
r a -------,. 

n=1 n 

Let us now find the generalization of the step function O Cr l: 

r > 0 
o Cr l • I 

0 r < 0 , 
(3.13) 

The main 

equality, 

property of (J ( r ) is expressed, as is well-known by the 

d 0 Cr l 

dr 
RB Cr l ) (3.14) 

which. is most simply proved, using the integral representation 
\ ' 

"" 
O(rl =__!__ f 

2 tr i -oo 

e 
I Kr 

K - i f 

dK (3.15) 

Let us define taking into account (3.14) the generalized 0 .. 
function 0 (r l to be that function for which the relation 

" !'i.O Crl =o(rl (3.16) 

is vaiid._ 

We ·shall have, in complete analogy with (3.15) 

·, ... 
0 (rl = 

!Kr 
_1 __ f e dK 

2,ri eK -1-ic 
(1.17) 

12 

{i ti 
';ii\ 

')ii 
,r, 

,',l'1 

-"11 

't: ·, 
,'.i'. 

.. ,,, 
1,,, 

,, 

l 
, ',~ ''. 

i '..1'-1;-, 
,,' \ 

>, ,', 

. 1{ 
+:: 

f
\'< 

' 

1 
,/!, 

la, 

iUt' 
,~1.1 : 

·i;,., 
''-

i 

i ,j\ 
,'./ 
',1\ 

from which, after integration 

Ir-I 

" O+i d 
(3.18) O(r) a!'iin - , 

f-+0. 
-2rrr -211, 

1-e l - e • 

" So, 0 (rl for r /. 0 is a function with period i and has 

to be considered_ as constant with respect to /'i. diff~rentiation. At 

the point r • o the expression (3.18) has a pole, which leads fi­

nally to equality (3.16). 

It is obvious., that in the nonrelativistic limit I ·r I ·» l the 

function (3.18) goes into (3.13). Let us note, that the identity .. 
0 (r l + 0 (- r l .. 1 for the function (3.13) is valid also for 0(rl 

... " 
0 ( r l + 0 (-r l • l . 

(3.19) 

The 0 -function under !'i. -differentiation has to be consi-

dered as a function of a complex variable, because the A -ope­

ration is accomplished by transition into the complex· r-plane. Let us 

introduce the following representation for o ( r l 

o(rl.., fim -
1
-- ( 

. l (3.20) - ) ., 
µ .. o 2 IT i r-iµ r + iµ 

with (2.2) ~nd (3.20) we shall' have 6 

Ao!rl .,_l __ fim i[ l l l l ] .- - + - (3.21) 2 ff i µ➔ O r-i-iµ r-i+iµ r-iµ r + iµ 

. µ 
_l_o( rl+ -'- fim -2 2 

i IT µ .. o ( r _ ; ) + µ . 

13 



Upon integration along the real axis in r-space, the second term in 

(3.21) can be considered as a continuous function of µ. and conse­

quently (3.21) is in fact equivalent to the relation 

/1o(rl=-io(rl, 

The same equality arises, when the identity r o (r} m O 

is /1 -ct ifferentiated formally according to the rule (2.4). 

(3.22) 

Let us pay attention to the fact that the relation (3.20), because 

of (3.11) and (2.2) can be written in the form 

o Cr)= --- fim /1['P Cir+µ.)- 'P (ir-µ.'} ], 
2 rr i µ.➔ o 

(3.23) 

'vVe obtain· from here, taking into account (3.16), the following expres-

sion for "sr1ear" 0 -function 

" l 
0 Crl=---['l'Cir+µ. }- 'P Cir-µ.}] +rf, Cr.} 

µ. 2 rr i (3.24) 

v,:here rf, Cr } is some periodic function, which we have to de-

termine. We find easily, that rf, Cr } cth !!..!. 
2 

by comparing (3.24) 

at µ. .. o with (3.17) and (3.18). 

\ 
4. The Solutions of the Free Schroedinger Difference 

Equation 

It follows from (1.6) that when the interaction is switched off,· 

the radial wave function 

rad 
Ho 

2 
C2E 

q 

Rf ( r; q satisfies the equation 

rad o 
:-H 0 }Rf (r,ql =0, 

(4.1) 

14 

I 
\i 

µ/ 

As can easily be seen, equation (4.1) is fourth order with res­

pect to the /1 -operator. According to the general theory of diffe­

rence equations /s/, it follows from here that it must have four. inde -

pendent solutions. 
~ 

However, it is necessary to know only the solutions of the 

second order equation 

0 
(2Eq -H 0 }Rf (r,ql=-0 (4.2) 

because the other solutions of (4.1) can be obtained from them ty 

going to the limit E .. O . 
q 

According to §1, one of the solutions of (4.2) is the function 

s e Cr• X l given by relation (1,9). Since this equation does not 

change with the substitution 

another 

or 

e ➔ -e-1 

solution of it will be the 
e 

cf(r, X1l=(-l} 

function 

s Cr·,y_} 
-f-1 ·1 

~--- c-f, 
cfCr,x } =- /LshX (-rl 

q 2 q 

I 

p 

I 
:i" + e 

I 
--2 + Ir 

In the non-relativistic limit, as is easily verified 

s Cr, X l ➔ e q 
✓~q 

ceCr,x> ➔-✓-q • 
1T !_g, 

2 

J £+ .!. Cr,q} 
2 

N 1 Cr, q l • 
f + - ' 2 

Like the spherical Bessel functions, sf 

(4.3) 

(4.4) 

C ch Xq } . (4.5) 

(4.6) 

and Ce can be 

expressed in terms of elementary functions. For example for s e the 

following recurrence formulas are valid (cr/1/) 
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f 
sf (r, xq) = (-l} 

s ( r -, X 
f q 

f+ I 
(sh X q) 

( f + I) 
r 

( f+ I) 

• r 
d f sin rx 

----> q ) 
dchXq shxq 

(-r) l 

( 

D (--h· d f , 
sh x_) L ir 6 1 -- ) sin r X ~ d r q 

(4.7) 

(4.8) 

It is easy to find the asymptotic - behaviour of the function 

_sf (r • Xq') for large r x with the help ~f -( 4. 7) 
q 

s
0 

(r, X ') ➔ sin (r X - ~) 
L q q 2 r~»l, (4.9) 

We gef from here, using the relation (4.4) 

f " j I 
c ( r , X l ➔ cos ( r X - -- ) r i >>1 . 

f q , q 2 , ) 
(4.10) 

So, the solutions s f(r, X ql and cf (r, X q l 

correspond to standing waves. 

of equation (4.2) 

Let us introduce now the functions (comp. /91) 

(I) 
e (r,x )~ C (r,x 

f q f 
l + is Ir, X l, 

q f q 

(2) 

ef (r,xql = cf(r,xql-ise<r,Xql 

It follows from (4.9) and (4.10) that 

(1,2) 
e (r, X 

f q 
➔ e 

f" _:t I (r Xq - -2- ) 

16 

) 
r X » 1 

qj 

(4.11) 

(4.12) 

-, 

,,J 

It is easy to establish, taking into account (1.9) and (4.2) and 

some relations from the theory of spherical functions / 9/, that at ar­

bitrary r Xq 

(1,2) 5 
e f (r, X l = _1_ 2sh X 

q i q 

" 
.r ~$' 

(-£> 2.. + f 
(-r )' Q 2 

I --2+lr 
( ch X l , 

q 
(4.13) 

It is clear that the choice of the solutions of equation (4.2) in 

the form_ (4.13) corresponds to the consideration of outgoing and in­

coming spherical waves. In the non-relativistic limit from (4.11) and 

(4.6) or from (4.13) we get immediately 

(1,2) , 
e (r, X 

f q 
➔ + 

. r;-;;;-
1 "~ 2 

(1,2) 
H (rql. 

f + ..!.. 
2 

(4.14) 

As is well -known, the cylindrical functions J f 1 , N f 1 +-- +-
- 2 , 2 

d H(l,2) 
an f + -½- are entire analytic functions in the plane of angu-

lar momentum f • It is interesting to know the analytic properties 

in f of the relativistic solutions sf • Cf nd c1,2) Thi 
a ef • s 

problem will be very easy if the s f _ ,_ c f and e f,2; are ex-

pressed in terms of_ hypergeometric functions. 

Let us remember first, that F ( a • ,/3 ; Y ; z l is an 

1' 
r Cy l 

entire analytic function of the parameters a , f3 and Y for I z I < 1 • 

Taking into account this fact, and the relation 

µ -v 
µ ( ch X -1 )-2 ( ch X + j 

-p (chx>~ ---- -----
f chX+l 2 

• chX-1 ) 
F(-v ,-v-µ; 1-µ, chX+ 1 (4.15) 

ro -µ 1 

we conclude, that the spherical function 
- 1 p :r-f 
-+ +Ii 

( ch X q l 

·at I ch XI > 1 is an entire function of f • Consequently sf (r,xl 

( see (1.9)) is a meromorphic function of f , because so is the ge-

neralized degree (-rff +t> ., ;'f+t r(ir + f + l l 

rCirl 

17 



The position of the poles is given by the equality 

e~ -1-n-ir (4.16) 

• Then, in, so far as we consider only r > 0 

the poles of (4.16) occur in the third quadrant of the •f..plane • 

Reasoning as earlier, it is easy to establish that the function 

where n=0,1 ,2, ••• 

cf ( r , x ) is also meromorphic in the l.p!ane, its poles located in 

the first quadrant 

f=n+ir, n'= 0,.1, 2 (4.17) 

The fact that the functions e r•2
' ir;i the f_plane are mero-

morphic is obvious from formulas (4.11). 

To conclude this section ~e write down explicitly. those solu­

tions of the initial equation, which are simultaneously solutions of 

the equation 

Hrad 

0 

(0) 
Rf(r)cO, (4.18) 

As in the preceeding case,· it is convenient to group these 

solutions in pairs 

( 
ir_+ f + I ) ( i r + 2 ) ,r r r ---- r - ----- sh --

2 2 2 trr 
sp<r) = --------------------~ ae (r) sh 2 

r( ir + l 

2 
) r (- i r + e2 + 2 ) 

c =a Cr) ch..!!.!.... e e 2 

rr, 
(I) . -2-

e e -ae(r)e 

"' (2) -2 
ef =af(rle 

I 

18 

(4.19) 

(4.20) 

5. The Wronskians and the Green-Functions 

According to the general theory of finite-difference equations/ s/, , . 

the arbitrary solutions y I and Y 2 
of a difference equation are 

linearly independent if the determinant 

\ 

y ( r) 

~y (r) 
I 

differs from zero,. 

y 2 ( r) 

t.y2(r) 

= W ( Y
1 

; y 2 ) 

In the nonr,elativistic limit it is obvious that 

W( y I 

\ 

y (r) 
I 

; y ) ➔ 

2 :, y I ( r) 

Y (r) 
2 

d -Y (r) 
dr 2 

(5.1) 

I . 
Then (5.1) has to be considered as the analog of the wronski­

an in finite-difference analysis. 

· On the grounds of (4.11) we have 

l , (.I) (2) 
W(s C )c --W(ef ;ef I ' (s.2) e • e 2; 

(I) (2) 

W (sf,c fl=W(sf, e f l=W(sf ,ef 

As in the continuous case, the wronskian (5.2) can be calcu-, 

lated precisely. To do this, let us find first of all the equation for_ W • 

Considering for the sake of definiteness W a l'I ( e~> , e<;_> 

we shall get from (4.2) 
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e ce + t > l c2, 
[t+ ----· I cf 

r!r + i) 

(I) (2) . (1) 
Cr-i,Xle f Cr+i,Xl-el' Cr+i,Xlef Cr-i ,x>I .. 

2 E 
=-W 

i 
( e (I) 

l' 
;e (2) ) 

e 

(5.3) 

On the other hand, using again (4.2) and performing some simple 

transformations of the argument, we obtain 

2 E ( I) · ( 2) ( l) (2) CI) (2) 

-i-W(el' ;el' l=ee (r,xlel' (r-2i,xl-el' (r-2i,xlel' (r,x l,. 

,. e 

d 
-I dT (2) (I) (2) . (I) 

le (r-i,xle <r+i,Xl-e <r+i,Xle Cr-i,xll, 
f l' l' f 

No\v, from (5.3) and (5.4) we can conclude, that 

-1..!!... 
e dr (1) 

W (e f 
' c2> e <£ + u o, c2> 

,el' ),.(1+ . ·)W(e(,ef >, 
r (r - 1 ) 

or fi~lly. 

(I) (2) e ce + n (I) (2) 
/1 W (e ,e e ) "' i W(e e l. e r( r-i) e l' 

(5.4) 

(5.5) 

The solution of equation (5.5) as is easily verified has the form 

W ( e (I) , C ( 2) ) :, 

. e · e 

·I. 

(-ri'f +I) 

(r) cf +I) 
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A (r ,X l l e . (5.6) 

where A l'(r, X) 

terminedx). 

is some i-periodic function, which has to be de-

Let us ma)<e the substitution in (5.6) 

r ., p - l11 11 -integ~r) 

arid let 11 tend to infinity. Then obviously we shall have 

C f+O 
. (p-inl 

A!'(p,x) - f;ml • )cf+!) 
n ➔oo ( - p + 1.11 

en <2> II 
W (ef ,el' } r•p-ln (5.7) 

Using the relatioJio/ 

I 

-lfllT _/L -IT- 2 - 1/4 --;-- II+ 2 
e {J(z)ay-(z-1) [z-vz-ll 

" 2 

rC1+11+µl 

r<., + 3/21 \ 

1 . 1 3 
F -+µ,--µ; 11+-; 

2 2 2 

2· ) -z +vz .-1 ' 

2..,; z2 -1 

it is easy to show , that 

f IT 
(1,2) +i(X(p-ln)- -- ) 

ef (p-i11,xl ➔ .e - 2 

n ~ oo 

(comp. (4.12)). Substituting (5.8) in (5.7) we find 

l' 
.A£ (p,X) ,..21 (-1) shX, 

(5.8) 

xJ This function plays the role of the arbitrary constant,· arising upon 
integration of difference equation (5.5) 
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Equation (5.6) now takes the form 

< f+o 
2iC-rl £ 

Cf I) C-ll shx. 
r + 

( I) (2) 

WC e f ,e £ ) = 

It is interesting to note the relation 

(I) (2) 
WCef,ef) 

(I) 
ef Cr,x> 

d (I) 
dX·e £ Cr, X) 

(2) 
efCr, x> 

d (2) 
-;;-•e f Cr,xl 

(I) (2) 

WCef;e•f) 

w c en -;-r2, 
Xe£ ;e-£ ) 

(5.9) 

shx 
(5.10) 

If we take into account the fact that sh X is the modulus 

of the three dimensional momentum, then the similarity of (5.10) with 

the analogous relation· between wronskians in the non-relativistic 

theory becames quite obvious, 

In some calculations it is useful to keep in mind the equality 

e Cl> Cr, X) (2) 

ir-£ -1 I £ 

e £ Cr, X) 

WCe(I) , e <2> ) = shx 

I ' (5.11) . f f i r 
( I) 

Cr , X l e(2
) Cr, X l e 

f+ I f+1 

the analog of which in the non-relativistic case also exists, 

Our next problem is to build the Greens functions of equation 

(4,2) from its free solutions. It is clear that GP. Cr,r';xl satisfies the 

equation (comp, (3,4)) froin /1/) 

[ 2 ch Xq - 7° 2 chi _d_ - f Cf + 1) I ..2... 
/'", dr (2) · e d r 

r 
]GfCr,r';x~l =oCr-r'-) .- (5.12) 
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Then we can reason as in the non-relativistic formalism. Na­

mely, due to (5.12) at r < r 

fies the free equation and 

and r > r ' the Green-function satis­

consequently must be a linear combina-

lion of functions sf •_cf • Jf and· e<f> with i-periodic coef-_ 

ficients. At the point r • r these coefficients _ must have a singu­

larity such that after "differentiation" with respect to r we get oCr-r '>. 

One can see, taking into account the correspondence principle 

and the definition of the ~ function (see (3.16) -(3.18)) tha~ it is in 

fact this function which must enter the expression for the coefficients. 

It is _ easy to find the -explicit expression for G £ Cr , r '; ~ l from 

the integral representation {cf. (3.44) from /1", 

2 .. 
Gf(r,r '1X ) •- J 

q ,,- 0 

d X * " _ _t (r, X ls£ (r', X l 

2 ch_x - 2ch X + if 
q 

Let ·us note first of all, that 

sf (r,X l.•(-1 /+l 
( f +I) 

(.-rlcf+o "f(r,X l • 

Then, instead of (5.13) we shall have· 

Gt'(r,r';x_ ). 2 ( f+! (r')Ct'+p 
q - -ll " (-r ,ct+o ·- f 0 

d X s r<r,xlsf (r ',xl 

2 chX -2chX +if 
q 

(5.13) 

. (5.14) 

• (5.i5) 

The integral (5.15) can be obtained with the help of the theory 

of residues. We write dmvn here the result 

Gf(r,r';)(ql• 
X 

( 
( I) ( , ) b) ( , ) l 

W e f r , X q , e £ r ,. X q 
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" , ( I) (2) , " , ( I) , (2) 
xi O Cr-r lef Cr ,xq>ef Cr ,xq> + 0 Cr -r)e f Cr ,X q>ef Cr, X q) -

,. (I) ( I) • (2) (2) 
-OCr+r')ef Cr,xqlef Cr',xq>- 0 C-r-r'lef Cr,xq,lef Cr',xq>-1 

The only difference between (5.16) and· the corresponding exp­

pression of the usual theory /9/ is that in our Green-functi~n there 
A 

occurs an "acausal" term, proportional 8 C-r - r ') . In the non-rela-

tivistic limit this term di!:\appea..cs,obviously. 

There is now, reason to _consider_ the Green-function of the 

initial equation (4.1) separately, because it is expressible in terms 

of Gf (r,r '; X q) and Gf Cr;r ';O). 
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