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fepJl>KRKOB B.C., KynRW n.n. E2 · 11394 
Bnonne HHTerpHpyeMbie raMR1lbTOHOBbie CHCTeMbi, CBH3aHHbie 

C ReCS"-IOCODpH>KeHHbiM onepaTOpOM flHpSKB 

B nacroHwell pa6ore paccMaTpHaaercH on&oMepHbill necaMoconpiDKeHHbill 
onepaTop llnpaKa: 

_ 1 0 d 0 q(x) 
L "' 1 ( 0 -1) dx + (p(x) 0 ), 

rne KOMD1leKCH03HB'IHbie <flyHKUHH ljx) H p(X) YJlOB1leTBOpHIOT yC1lOBHHM 
q(x) _, q ± 11 p(x) _, p ± np11 x .. ±oo, q+p + ~ q_p _. B npennono>KeHHH 
KORe'IHOCTR H npocTOTbi llHCKpeTnoro cneKrpa oneparopa L peweHbi npHMBH 
a o6parnaH 3ana'IR pacceHHifH Jl11H oneparopa L. Ha ocnose nonyqennbiX 
iflopMy11 C1le)la Oni!CBH K11BCC 6eCKOHe'IHOMepHbiX rBMif1lbTOHOBb'X CRCTeM 
H Bbi'IHC1leHbl nepeMeHHbie JleHCTBHe-yron, 

Pa6ora Bbmonnena a lla6oparopHH reopeTif'leCKoll <fla3HKH Ol-HH1. 

npenpHHT 06ba)lHHaHHOrO HHCTi!TyTa smepHbiX KCC1leJlOB8HKH, lly6Ha 1978 

Gerdjikov V.S., Kulish P.P. E2 · 11394 
Completely Integrable Hamiltonian Systems, Connected 
with the Non-Self-Adjoint Dirac Operator 

We consider the non-self-adjoint one-dimensional Dirac opera-

tor _ 1 0 d 0 qx) 
L " 1 ( 0-1) dx + (p(x) 0 ), 

where the complex-valued functions q(x) and p(x) satisfy the condi-
tions q(x) _, q±, p(x)"'P± when X->±~ , q+p+~q_p_. The dir·ect 
and the inverse scattering problem for the operator L are solved, 
.provided that the discrete spectrum of the operator L is finite and 
simple. Using the corresponding trace identities a class of infinite 
dimensional Hamiltonian systems is described, for which the action­
angle variables are calculated. 

The investigation has been performed at the Laboratory 
of Theoretical Physics, JINR. 
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1. INTRODUCTION 

The inverse scattering method (ISM) for solving 
one-dimensional non-linear evolution equations (NLEE), 
invented on the example of the Kortweg-de-Vries 
equation I 1.21 , became very popular after the Fs;pers 
of V.E.Zak~arov, A.B.Shabat, and L.D.Faddeev 3 •4 •5{ 

In refs. I 3•4 the one-dimensional non-linear SchrO­
dinger equation was solved: 

jUt + U XX + 
2 &.lu iu = 0, f :±1, --oo <x,t<:oo. (1.1) 

Equation (1.1) has a wide application in plasma 
physics, non-linear optics, and in a number of 
other physical phenomena 161. It can be considered 
also as a Hartree-Fock equation for one-dimensional 
bose-particles with a -dJ(x) interaction, As natural bo­
undary conditions, under which non-singular soliton solu­
tions exist, we consider: £ = 1 (attraction): u(x,t) -+ 0, 
I xl -+ oo ; ( =- 1 (repulsion): lu(x,t)i -+ const" 0, I xi -+ ""· 

The former case corresponds to one-dimensional 
bose-gas with a finite density, These cases are 
interesting also because_ the corresponding quan­
tum problems are exactly solved and it can be de­
monstrated that to the solitons (particle-like soluti­
ons) after quantization there correspond quantum 
particles /7/ • 

Initially the ISM consisted in finding such a 
pair of operators L and M depending on the solution 
of the NLEE u(x, t), that Lax's evolution equation 
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L t = [L,M] is equivalent to the corresponding NLEE. 
Today there exist other formulations of the ISM, where 
the NLEE is the integrability condition for a pair of 
linear operators X and T (i.e., NLEE ..-. [X, T] = 0). 
For more details see papers /8-131. 

One can also use the approach of paper I 51, 
which is applicable provided that: i) the inverse 
scattering problem for the operator L is solved, and 
ii) that there exists a symplectic form on the mani­
fold of coefficient functions (potentials) of the operator 
L • Then recalculating the symplectic form in terms 
of the scattering data we can determine the action­
angle variables. As Hamiltonians we will choose the 
functionals entering into the trace identities : there­
fore we need not use the M operator. It is this 
approach we use in the present paper. 

As an L operator for equation (1.1) the one-di­
mensional Dirac operator is used: 

d 1 0 
L = ia -d- + Q(x), a = ( ), 

3 X 3 0-1 
(1.2) 

where Q(x) is a matrix potential of a special type: 

0 q(x) 
Q(x) = ( ), q(x) = - <P*(x) = u(x). 

p(x) 0 
(1.3) 

The operator L with zero boundary conditions 
for q(x) and p(x) is investigated in detail, and the 
corresponding class of NLEE is described in refs/8.121 
The inverse scattering problem for the operator L 
with non-zero boundary conditions was considered 
in refs. I 4, 7 • 141, but these papers do not contain 
the complete solution of the problem, and a number 
of formulae should be made more precise. 

We are going to consider the general case of 
a non-self-adjoint operator L, restricting only the 
asymptotic values of the potential by: 

lim q(x) q + , lim p(x) p + • q+p + = q_p- (1.4) 
x .... ±oo -x-<> ±oo 

4 

Although the continuous spectrum of the operator L 
does not lie any more on the real axis, it consists 
of two branches (see the figure) and, like in the 
selfadjoint case, is doubly degenerated provided the 
condition (4) holds. We use the standard methods 
of the inverse scattering theory, vvt1ich are reviwed 
in detail in I 15,16/. 

(f) 

~ 
-~ 

The cuts C 1 and C 2 run along the arcs of 
the hyperbola r., = UV, where ).. = .f+ iry, , z0= u 0+ iv0 · 

(see (2.1)). 
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In Sec.2 we consider the direct scattering prob­
lem for the operator L , (1.2), (1.4). Provided the 
discrete spectrum of the operator L is simple and 
finite we obtain the completeness relation, decribe 
the scattering data of the operator L , and derive 
its trace identities. 

In Sec.3 we solve the inverse scattering problem 
for the operator L , provided its discrete spectrum 
satisfies the above-mentioned conditions, and discuss 
the features of the reflectionless potentials. 

The description of the NLEE as a Hamiltonian 
system and the calculation of the action-angle va­
riables are given in Sec.4. 

In the appendix we derive some subsidiary for­
mulae. 

The authors express their sincere gratitude to 
Academicians L.D.Faddeev and I.T.Todorov for their 
support and attention. The authors thank V. K.Melni­
kov, L.A.Takhtadjan and E.Kh. Khristov for useful 
discussions. 

2. THE DIRECT SCATTERING PROBLEM 

Let us consider the scattering problem for the 
operator (1.2), (1.4) acting in the space of a quadra­
tically integrable two-component vector-functions. 
Besides we suppose that the complex constants q +, 
P ± fixing the boundary conditions (1.4) satisfy the­
relation: 

2 
<4P+= q_p_= zo, zo u 0 + i v 0 ' u 0 f 0. (2.1) 

'lf When u0 = 0, v0 I= 0 the continuous spectrum 

'lf 

of the operator L divides the complex plane of the 
spectral parameter A into two unconnected parts 
(see the figure). Therefore in this case the scattering 
problem should be solved separately. 
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This condition guarantees that the spectra of the 
asymptotic operators L + and L_ coincide, where 

d 
. - + L± =la3dx lim Q(x). 

x->±oo 
(2.2) 

We introduce two pairs of Jost solutions for the 
operator L , which are determined by their asymp­
totical behaviour at x ... oo and X->-oo respectively: 

LW(x,A,x) A.'l'(x,A,X), L<l>(x,A,x) A<l>(x,A,x), 

- - (2.3) 
W(x,A,x) = lll/J(x,A,x). ljJ(x,A,x)il. <l>(x,A,x) = llcf><x,A,x),cf>(x,A,X)II. 

ixx 
q+e ' 

1 ( . W (x,A,x)= txx 
W(x,A,x) - + · 19"(A+x) (A+x) · • x->+oo v "';( 

<l>(x,A,x) --- <l>_(x,A,x) 

1 -q e ixx 
---( 

(A +x) e -ixx 

-ixx 
p+e 

), 

(2.4) 

(A+x)e -ixx 
), 

x-+- oo y2x(A+x) -(A.+x)e ix.x p_e -ixx 

(2.5) 

where X = yA 2 - z g • The function X is defined on 
a Riemanian surface, the first sheet of which is 
connected with the second one through the cuts C 1 
and C 2 (see the figure); on the first sheet (the plane 
of the spectral parameter A ) Irnx > 0. Both pairs 
of Jost solutions form fundamental systems of solu­
tions, since their Wronskians 
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-
W[t/J,t/J] = det'i' (x,A.x) -1, 

-
W[<f>,<f>] = det<l>(x.A.x) = 1, 

do not vanish. Therefore the solutions 'P(x,A,x) 
are linear combinations of the solutions «<>(x,A,x) 

'P(x,A,x) «<>(x,A.x)T(A,x), T 
-a 

( -
b 

- -

b 
a ), (2.6) 

where the functions a, b ,a and b depend only on A 
and x and determine the scattering data of the ope­
rator L. They can be expressed through the Jost 
solutions 

a('A,x) 

a (A. x) 

W[<f>, t/J], b(A,x) = W[~,,<f>], 

W[ ¢, ~ ], b('A, x) = W[<f>, ~!], 

and satisfy the "unitarity" condition: 

detTCA.x) = -aa - bb = -1. 

(2. 7) 

(2.8) 

The existence and the analytical properties 
of the J ost solutions can be derived from the integ­
ral equation: 

W(x,A,x) = 'II+ (x.A.x) - (2.9) 
00 -1 

- i J dy'P+(x.A.x)'P + (y,>..,x)a3 (Q(y)- Q+)'P(y,A,x). 
X 

and from a corresponding equation for <l>(x,>..,x) 
which are equivalent to the equations (2.3) with the 
boundary conditions (2.4) and (2.5). Supposing that 
the potential Q(x) tends to its asymptotical values 
fast enough, e.g., so that 
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0 00 

k k J dx lxl lq(x)- q I + J dxlx\ lq(x)- q+\ < oo, 

-oo - 0 

0 k 00 k 
(2.10) 

J dx\x\ \p(x)- p_ \ + J dx\xl \p(x) - p+ I < oo, 

-oo 0 

it is possible to obtain the necessary estimates and 
thus prove the following theorem: 

Theorem: If condition (2.10) holds for all k = 0,1, ... ,n, 

n > 0, , then the functions e ixx<f>(x,A,x) and e-ixx t/l(x,A,x) 
are analytic functions of A on the first sheet of the 

Riemanian surface 9{, and e-ixx ¢cx,A,x}:l.nd e ixx.j;(x,A,x) 
are analytic functions of A on the second sheet of 
9{. On the cuts C 1 and C 2 all the four functions 
are continuous and n -fold differentiable with respect 

to A • 
Corollary: The functions a(A,x) and a(A,x) are 

analytic functions of A on the first and second sheet 
of 9{, respectively. On the cuts C 1 and C 2 the 
functions a( A, X), b (.\ .x), a(A.x) and b(A,x) are con-
tinuous and n -fold differentiable with respect to >... 

Now it is possible to verify, that the expression: 

R(x,y;>...x) = 

(2.11) 
i · T T 

----1[ tjl(x,>.., x)<f> (y ,A,x)e(x- y) + <f>(x,A, x)l/J (y ,>..,x )8(y- x)]a 
~0 1 

is the resolvent of the operator L • Studying its 
singularities with respect to A we can determine 
the spectrum of the operator L • From (2.11) we 
obtain, that the operator has a doubly degenerated 
continuous spectrum, coinciding with the cuts C 
and c2' and a discrete spectrum localized at u\e 
zeroes of a(>..,x) on the first sheet of 9{. In the 
general case of non-self-adjoint operator L there 
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are no limitations on the number, location and multi­
plicity of the zeroes of a(A,x). Here we will not 
consider all the possibilities, but we will limit our­
selves to the simplest case of a finite number of 
si'llple zeroes located outside the continuous spect­
rum of L. 

Integrating the resolvent (2.11) along the infinite 
circle in the complex A -plane it is not difficult to 
obtain the completeness relation for the eigenfuncti­
ons of the operator L : 

1 1 T 1 - -T --I dA.[--.p(x,>J¢ (y,A)- -=:-.P(x,A)¢ (y,,\)]a 
1 2" a(A.) a(A) · (2.12) 

N b· 
- i ! _J ljJ. (x).p :r(y)a 1 = o(x- y), 

j=1aj 1 1 

where we have used the notations*: 

A j: a(.\ j •X j) = 0, X j = yA }- z t. j l, ... ,N, 
(2.13) 

da 
a . = -1 .t. (x) = .u ' ) J d>. A=A. ·' 'PJ· 'f',x,A.,x .. 

J J J 

The constants b j can be expressed through the cor­
responding eigenfunctions tjJ. (x) of the operator L 
(see the appendix): J 

• "" T -1 ( ) b.= -ia. ( I dxt/J.(x)a ljl.(x)) . 2.14 
J J -oo J 1 J 

Here, and in what follo\1\lS the integrations over 
the spectral parameter A run along the upper side 
of the cuts C 1 and C2 ; this, together with the spe­
cifying of A determines unambiguously the Jost solu­
tion, nnd therefore the x -dependence can be 
dropped. 
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Now we proceed to 1erjve the so-called trace 
identities (see., e.g., ref. 16 ) for the operator L • 
Suppose a(A.,x) has N simple zeroes located at 
A 1' ... ,AN • Then, using the analytic properties of 
a(A.,x) it is possible to derive the following disper­
sion relation (see the appendix): 

1 ~ -
ln a(A.x) =- -. I -(1 + _x_)ln(1 + r(JL)r(IL)) + 

21TI a p.- A. 
(2.15) 

N A+ X- A j- Xj 
+ I. In , 

j= 1 A+x-Aj+Xj 

where by r and r we have denoted b/a and b/a, 

respectively, a = yp. 2 - z ~ . 
Starting with the quasiclassical expansion for 

the Jost solution l.jJ(x.A,x), it is possible to obtain 
another representation for ln a(A.x) in the form: 

ln a(.\,x) 
oo 1 "" (n) 
I. --n I dx¢ (x), 

n = 1 (2ix) -oo 

(2.16) 

where ¢ (n\x) satisfy the following recurrent relations: 

¢ (n + U - d ¢ (n) 
p dx (--p-) + 

n- 1 
. ! ¢ (j) ..1.. (n-j) 
J=l. 'I' 

¢ (1) = z ~ - pq, 

k 
c (2kl (-1) ( 'h)( 4z 2) k 

2 k 0 
(2k+ 1) = o. c 

Px --, +Cn+1 p 

(2.17) 

Expanding (2.15) in series in the inverse powers 
of 2ix , Im'A> 0 we get the following trace identities: 

oo N s (n) 
J dx¢(n)(X)= _1 __ (ct,.ts(n)(IL)ln(1+r{JL)~(IL))+ .I. -J-[2.18) 

21r1 J= 1 n 
-oo 
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where 

s (2k+ 1)(11) = (-1) k+ 1 2'i!1(4C7 2) k • 

(2k) k+l 2 k k 
S (ll)=(~ l) ( 4a ) ~ 

m=O 

lh zo 2m 
( m ) (-;-) 

(2k+1)_ (-1)k+1 2" (4 2)k s j - lX j X j • 

A · k-1 u z 
8 (2k)= (-1)k+1 _J( 4x2)k ~ (-n) (-0-) 2m 

J X j J m=O m X j 

The first three identities have the form: 

00 

1 <J,.t - N 
-J--11 ln(1+r(11)r(11))- .~ 2ix .• (2.19) 

7T a J=1 J 
J dx(z ~- pq) 

·-oo 

1 00 

2i-_£ dx(pq x- P xq) 

2 
2 . Zo - N 

= -- j <J,.ta(l + --Hn(1 + r(/1) r(ll))- .l 2iA ·X . • (2.2 o) 
7T 372 J= 1 J J 

rdxlpxq x+ (z5- pq) 2] = 
-oo 

- N 8i 3 =-..!. J ~ 11 a ln(1 + r(/1) r(p)) + . ~ -n-x .. 
7T J= 1 ~ J 

(2.21) 

From (2.15), using the fact that a(lt,x) ... p_/p + 
when It ... "" , Im It < O, we obtain one more trace 
identity: 

p _ q+ i d,.t - N It j + X j 
ln-- = ln-- =- J-ln (1+r(ll) r(/1)) + ~ In .(2.22) 

p q rr a J=1 A-x· + - J J 
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I 

The importance of (2.22) will become clear when 
solving the inverse scattering problem, since it 
connects the asymptotic values of the potential at 
+ "" and -"" with the scattering data. 

3. THE INVERSE SCATTERING PROBLEMS 

For the potentials, satisfying the restrictions in 
Sec.2 we can introduce Volterra transformation ope­
rators (see, e.g., refs. I 14.15/) transforming the Jost 
solutions 'I' (x, A.x) of the operator L 0 "" ia 3 -£- +Q 0(x) 
into the Jo~t solutions of the operator L: x 

00 

'I' (x.A.x) = '~'o (x,A,x) + J dyK(x,y)'l'o (Y.A.x). 
][ 

(3.1) 

Inserting (3.1) into (2.3) and using the completeness 
of the eigenfunctions of the operator L 0 (see (2.12)), 
we obtain the differential equation: 

ia3 Kx+iKYa 3 +Q(x)K(x,y)- K(x,y)Q
0
(Y)= 0, (3.2) 

with the initial condition: 

[a
3 

,K(x.,x) l= -i(Q (x)-Q0 (x)), (3.3) 

and the boundary condition lim K(x,y)= 0 • Now, if 
we insert (3.1) into the com~i~teness relation (2.12) 
for the operator L , and use the analogous to 
(2.12) relation for the operator Lo together with (2.6) 
we get the Gel'fand-Levitan-Marchenko (GLM) equa­
tion: 

"" 
K ( x ,y) + F (x, y) + J d z K ( x, z) F ( z , y) = 0, (3.4) 

X 

where 
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F(x,y)= 
2

: JdA[(r(A)-r
0

(A))t/f
0

(x.A)!/1
0
T(y,A)a

1
-

- ( r(A )-r0(A))~0 (x .A )f
0
T(y ,A) a1 ]- ~ (x ,y)+ ~ 0(x,y), 

N T 

~ ( x , y) = i ~ c . if! 0 ( x , A . ) if! 0.( y • A 
1
. ) a 1 • a (A 

1 
.• xj ) = 0 (

3 5
) 

J= 1 J J • 

No 
~ (x,y)= i.~ c

0
jf/!

0
(x,A

0
.)f/!

0
T(Y,A

0
.)a

1
. 

0 J=1 J J 

a (A , X )= 0 
0 Oj Oj 

with c Oj = b Oj I a Oj • Let 

S = I r (A ) , r (A ) . A j , c j j=l, ... ,N I. 

S
0
:!r

0
(A),r

0
(A),A

0
j ,c

0
j; j=1, ... ,N 0 ~, 

(3.6). 

be the scattering data for the operators L and L 0 , 

where all A j and Aoj are simple eigenvalues of the 
operators L and L o , respectively, located outside 
of the continuous spectrum. Then we can solve the 
GLM equation (3.4) and obtain the kernel K(x ,y) 
of the transformation operator; using the initial con­
dition (3.3) we can reconstruct the potential Q (x) , 
corresponding to the scattering data S • The functi­
ons a(A •X) , b(A •X ) , a (A .x) and b(A .x) entering into 
(2.6) can be reconstructed knowing the scattering 
data S 0 and using the dispersion relations for 
a(A.x) (see (2.15)) and a(A.x). The asymptotic va­
lues of the potential Q(x) at X-+-oo can be recon­
structed using the trace identity (2.22) and knowing 
the asymptotic values of ~(x) a t x -+ ± "" • 

Analogically we can obtain the corresponding 
formulae for the transformation operator, transforming 
the J ost solutions with given asymptotics at x -+- oo • 

14 

Thus, in the framework of our restrictions made 
for the discrete spectrum of the operator L , the 
inverse scattering problem for the operator L is 
solved. 

In particular, if L 0 :L+, then r 0 (A)=ro(A)=0, 
~o = 0 and the GLM equation is simplifyed. In this 
case we specially note the class of the so-called 
reflectionless potentials, for which r (A)= r (A ) = 0. 
In this case the kernel of the GLM equation equals: 

N T 
Fd (x,y)=-i j~lcj f/!+j (x)if!+j (Y)a1 , (3.7) 

where if! +j(x)=o/+(X,Aj•Xj)is the first column of 
'I'+ (x .A ·X) in (2.4}. We look for the solution of the 
GLM equation in the form. 

N T 
Kd(x ,y) = .~ k j(x) f/!+

1
. (y)a1 (3.8) 

J= 1 

Inserting (3. 7) and (3.8) into (3.4) we get a system 
of linear algebraic equations for k j(x) • Thus the 
reflectionless potentials can be explicitly calculated. 
The most simple reflectionless potential , corres­
ponding to N = 1 has the form: 

q(X)=q+ 
1 + 81 v 1 

1+Vt 

-1 
1+ s 1 Vt~_ p (X)= p+ --1~ 

A -xt 1 ___ • 

s 1 ='At +xt 

V - c1q_,_ 21X x 
1-~e 1 

2x2 
1 

(3.9) 

where At is the eigenvalue of the operator L • 
In (3. 9) we suppose that 1 + V 1 =I 0 , which is not 
trivial since c 1 , x 1 and q+ are complex numbers, 
and if they are related by 

1 c q 
Im ~ [ (2n + 1) 11 i - In 1 + ] = 0 

2Ix1 2x2 
1 

(3.10) 
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for some integer n , then 1 + V 1 may vanish. For 
N > 1 the regularity condition for the corresponding 
reflectionless potential is equivalent to the restric­
tion, that all the zeroes of the integral function 

M ( z ) ~ det II M .. ( z ) II , 
IJ 

M IJ c z )~ oiJ 

i(X i +xj )z (3.~~) 
cjq+(,\+xi + ,\ .+x. )e + ~1. _____ _ 

(x. +X) v2x. (,\ .+X. ) 2 X . (,\ . +X ) 
I J I 1 1 J J J 

are located outside the real axis Im z = 0 • Since 
the function M(z) has a denumerable set of zeroes, 
appropriately choosing the constants cj , we can 
always satisfy the condition (3. ~~). 

4. NLEE AS HAMILTONIAN SYSTEMS AND 
THE ACTION-ANGLE VAI<IABLES 

Let us consider the manifold of pairs of complex 
valued functions M = I q (x ), p (x) I satisfying condition 
(~.4). On this manifold we can introduce symp,lectic 
structure, defining the 2-form (see, e.g., ref. ' 181 ) : 

00 

f! ~ i .f dx 0 p ( X ) A 0 q (X ) . 
-oo 

(4.~) 

If we consider the functional H [ q , P] on M , then 
with the help of the ~-form f! we can define Hamil­
tonian equations of motion: 

d~ (p,q)=U-1 dH=i( oH _ oH) 
oq • op · (4.2) 

where the ~-form dH is the external differential of 
the function H and f! -l is the mapping of the ~-forms 
on M onto the vector fileds, connected 'Nith the 
form n 
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Constructing the NLEE we can choose as a 
Hamiltonian an arbitrary functional H [ q , p ] . For 
instance, if we choose H ~ r dxcfP)cx'/...see (2.2~)) then 

-oo 

the equations of motion (4.2) will have the form: 

iqt +Qxx-2q(pq-z~ )= O, 

. ( 2 ) 1p - p +2P pq-z =0. 
(4.3) 

t XX 0 

In particular, if Q=P*=u(x,t) and Z~= m2 ,m -real, 
the system (4.3) reduces to the non-linear SchrO­
dinger equation (~.~) with an additional term, linear 
with respect to u(x, t). 

Equation (4.3) and all the other systems of 
equations which can be obtained from (4.2) inserting 
linear combinations of f dxc,f>(m) (x) instead of H[q,pl, 
can be solved by the -rsM. We will consider this 
in detail in a next paper, and now we proceed to 
prove the complete integrability of the canonical 
systems, described by these NLEE. We will not 
need the explicit form of the corresponding NLEE. 

With every point I q, p I in M we can connect an 
operator L and, therefore, scattering data S = 
=I r (,\ )·r (,\ ),,\j ,c j; j = 1, ... ,N I • The properties of the fun­

ctions in S were described in detail in Secs.2 and 
3, where the direct and the inverse scattering 
problem for the operator L were solved. Thus the 
direct scattering problem determines a mapping of 
M onto S , and the inverse scattering problem, 

a mapping of S onto M • There naturally arises the 
problem of recalculation of the symplectic form in 
terms of the scattering data. 

For solving this problem we use the GLM equa­
tion (3.4) and (3.5), which allows us to reconstruct 
the operator L from the operator L 0 • Suppose that 
the scattering data S and So are slightly different, 
i.e., that r(,\)-r0 (,\) and r(,\)-r0 (,\) can be replaced 
by or(,\) and or(,\) • Then from equations (3.5) and 
(3.3) neglecting the term K oF in (3.5), we can 
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express the variations of the potentials through the 
variations of the scattering data: 

oq(x)=-j_ (d,\ [or(.\)(1j1(1)(x,,\))
2
-or(.\)(¢(1)(x,,\)) 2]-

" . 0 0 

N (1) 2 d (1) 2 
-2 ~ [oc.(ljl0 . (x)) +C.o.\J-d (1/1

0
. (x)) ]. 

j= 1 J J J A j J 

. (4.4) 
op(x)=....!.. (d.\[ or(.\)(·'· <2)(x,.\)) 2 -or(A.)(i:<2) (x,.\))2]+ 

" . ~ 0 ~0 

N (2) 2 d (2) 2 
+2~[oc.(ljf 0 . (x)) +C.o.\.-(1/J (x)) ]. 

j=1 J J J J d A. o j 
J 

Inserting these expressions into formula ( 1) we ob­
tain bilinear combinations of the scattering data va­
riations, which coefficients can be expressed through 
integrals of the type: 

00 1) 
f dx [(1/J~ (x,,\)2(1/1~2) (x,/1))2 -(ljf<2tx.A))2(1/J<1(x./1))2.]. (4.5) 
-oo 0 0 

and their derivatives with respect to A and 11 • It 
is well known how to calculate such expressions, 
see, e.g., ref. 1171 • Finally we obtain the following 
expression for the symplectic form in terms of the 
scattering data variations: 

n= ..LId.\ a(A.)a(A. )or(.\) 1\ or(.\)-
" 

-
2

1
" 2.( d.\ Id 11 Z(.\ •11 )o ln(l+r(.\)r(.\)) 1\o In(l+r(JL)r( 11 ))+ 

(4.6) 
2. N 

+ -f J;
1 

I dA.Z(.\,.\J )oln(l+r(A.)r(A.))A o.\J + 

N N 
+2 ~ o IncJ/\ o.\. +2 ~ Z(A. .. .\ )oA./\ o.\ . 

j=1 J Jl s=1 J 8 J 8 

2 
A 11 - Zo 
X a (A-/1) 

where Z (A ·11) = 

18 

Let us choose as independent the functions: 

P(A) =- j_ ln(1 +r(A )r (A)), 
" pj = 2 iA j. 

i - i A Q (A ) = -2 ln b (A ) I b (A ) + -- ( 1 - - ) In p I p 
2 X + 

(4. 7) 

. A . 
Q . = i ln b . + ..L ( 1 - _J.. ) ln p lp 

J J 2 X. ~ 
J 

Then, using the dispersion relation (2.15) for a(A ·X) 
we can reconstruct all the scattering data from 
I Q(A).P(A). Q j .Pj I and moreover, the symplectic form 
n in terms of the variables (7) can be cast in the 
canonical form: 

N 
fl= (dA oP(AV oQ(A) ~ ~ i5P.~ oQ. 

jo= 1 J J 
(4.8) 

Thus the transition from the variables I q, pI to the 
variables l Q (A) ,P (A), Q j ,Pj I is a canonical transfor­
mation. 

Now it is easy to see from the trace identities 
( 2. 18) that ifoo H [ q . p ] is choosen to be a linear com­
bination of_ (dx¢<n)(x) then in terms of IQ(A).P(A),Qj,Pjl 
the Harniltoman will depend only on half of the ca­
nonical variables, namely, on the generulized momen­
ta I P (A), Pj I. Therefore, the NLEE corresponding to 
such Hamiltonians are completely integrable Hamilto -
nian systems. 1

5 1 
( 

I 0 7 0 7{ 
vve note, that in the literature see, e·.g.,rp.fs. . ) 

there exist two ways of calculating the action-angle 
variables: one through the Poisson brackets, anrl 
the other-through the symplectic form. In our case 
these two ways lead to different answers. The dif­
ference, is, however, unessential; the generalized 
coordinates in the two cases differ by a function, 
depending on the momenta only. This is due to the 
fact, that using the Poisson brackets the scattering 
data variations are expressed through the variations 
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of the potentials. Therefor·e the asymptotic values 
of the potentials are preserv~)d: 

<o l p- i . d fl __ N o A j 
u n-=-- f--8 ln(l+r( 1L)r( 11 )) + 2 ~ -- = 0, 

p +- rr f.J j=l X i ('1.9) 

and the corresponding scattering data variations sa­
tisfy the condition ('1.9). Using the symplectic form 
we express the variations of the potentials through 
the scattering da.ta variations, which are arbitrary 
now. Thus the asymptotic values of the potentials 
may change (of c~urse, the condition q+p+=q_p_=Z~ 
al~,vr1ys holds). 

APPENDIX 

Here we will derive the dispersion relation (2.15) 
for a (A, X). Let the operator L 0 be such that it has 
no discrete eigenvalues, Llnd let its scattering data 
be determined by the functions ao ' b 0 ' a 0 and b o· 
Then, vvritting down the Caushy integral fonnula for 
the function x·-t ln(a 0 (,\ .x)vp:/p _) and using (2.8) 
we get th<.c> disper;,_c;ion relation (2.15) for Ina 0 (,\ , X), 
in which only the integral term will be present. 

Using the solution of the inverse scattering prob­
lem given in Sec.3, we will calculate the functions 
a 1 ' b 1 ' at and b-1 which determine the scattering 
data of the operator· L 1 ; L 1 has, as compared to 
L 

0 
, an additional discrete eigenvalue located at 

A 1 • The corresponding solution of the GLIVT equa-
tion is 

ic 1 T 
K 1(x,y)=----.--- tjJ

0
(x,.\

1
)tjJ

0 
(y,,\

1
)a

1
, (A.1) 

l+iClJ0(,\1,\) 

where we used the notation: 

00 

Jo (.>.. •fL) =f dy t/J o T(y ,,\)a 1 If o (y' fL) = - i W [ t/J a (y ,,\), t/J O(y .. fL)\"' 
,\- j1. Y=X (A.2) 
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Inserting now the kernel K 1 (x ,y ) (A.1) into equation 
( 3.1) and letting x ... - oo we get: 

a 1 (.>.. .x) = ml ao(,\ ·X), 

- 1 -
at (,\·X)=- a (.>.. .x). 

ml 1 

b 
1

(.>...x)= m
1 

b
0
(.>...x ), 

- 1 
bt (.>...x )=- bt(.>...x). 

mt 

where m 1 ==(A+x -,\ cx 1 )/(,\ +x-.>.. 1 + x 1 ). 

(A.3) 

From (A.3) we see, that the scattering data of L 0 
and L 1 corresponding to the continuous spectrum 
coin<::_ide as_ it should be expected, i.e., r 1 (.\ )==r J.>..) 
and r 1(.>..) = r 0 (.>..) • 

Repeating this Rrocedure N times we get the 
canonical factor . !.ln(A+x-.>.. .- X .)I(A+x-A .+x.) in (2.15). 

j==l J J J J 
The relation (2.14) can be easily obtained from 

the relation (A. 2) letting x ... - oo and ,\ , fL --. ,\ j ; here 
we should also use the simplicity of the correspond­
ing eigenvalues, i.e., that in a small region around 
A = ,\. , a(,\)== (A-,\. )a .. 

J J J 
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