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1. INTRODUCTION 

The class of translation invariant two­
body potentials widely used in statistical 
mechanics includes highly singular poten­
tials of the Lennard-Janes type 

A B v 
<fJ ( X) = 4 E ( -- - -- ) ' E > 0' A> 0, X ~ R ' 

lxP 2 lxl 6 ( 1.1) 

<lla (x) 
= I 0 for 

(1. 2) 
oo for I xI $.a 

here v = dim R". These potentials generate the 
N -particle interactions UN(x1 , ••• , xN ): 

1 N 
UN ( xl' ... , xN) = 2 I 4> (xi - x. ) , ( 1 • 3 ) 

• J. ) 
I ;c) 

which are far from being small in the usual 
sense with respect to the kinetic energy 
operator (see, e.g., Kato/1/ or Simon/2,3/ ). 
~nce,for the definition of a self-adjoint 
Hamiltonian corresponding to such an N-par­
ticle system the well-know; perturbation 
theory developed by Kato/1 and Simon/2/ (see 
also review in/~ ) for the cases of 

·2 v 00 v v oov 
<fJ (x) E L ( R ) + L (R ) an d 4> ( x ) ~;; R ( R ) + L ( R 1 
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is not directly applicable. In addition, to 
ensure the existence of thermodynamics, the 
N -particle Hamil ton ian must bj at least 
bounded from below (see Ruelle 4

• 
5 /).* 

Thus, highly singular two-body potentials 
without hard core which are used in statis­
tical mechanics should be strongly repul­
sive near the origin ("point" hard core 
particles). Therefore these potentials are 
bounded fro3 below and, for example in three­
dimensional space R3 , behave as (see, e.g., 
Simoni 2 • 3 I): 

A 
lxla ,a>2,A.>O. ( 1. 4) ~ (x) I > 

lxl->0-
Highly singular potentials, attractive near 
the origin A< 0, are not used in statistical 
mechanics because the corresponding N-par­
ticle Hamiltonians are known to be unbounded 
from below. 

From the physical point of view it is 
clear that a positive singularity in the two­
body interaction potential is an idealiza­
tion. This means that the physical properties 
of an N-particle system enclosed in a boun­
ded region A cRv will change in some sense 
negligibly if we cut off the singularity of 
the two- body potentials ~ ( x) from above: 

~<l>(x) 
<I>( x) ... <I>L(x) = ~ L 

xEix :<l>(x)~L I 

x~lx: <l>(x)>L I 

(1. 5) 

*Moreover for thermodynamic behaviour it 
must be stable (see Ruelle/5/ ). 

4 

and then choose the cut-off parameter L large 
enough., e.g., L=l010 eV! From the mathema­
tical point of view this means that the 
partition function Ze[H(AN)] corresponding 
to a HamiltonianH(A~ with highly singular 
interagtion (1.3) can be approximated by 
Z{)[HL(A )] which corresponds to a Hamil ton ian 
w~th cut-off (1.5). This is a background 
for highly singular two-body potentials to 
be a correct model for a real particle in­
teraction. Note that <I>L(x)~L2 (Rv)+L<>O (Rv) thus 
the self-adjoint Hamiltonian HL(AN) and the 
partition function ZtJ-f\. (AN)] both exist and 
are well defined. 

In the present papers (see also part II) 
we prove a convergence theorem for the se­
quence of Z§[HL(AN)] when the cut-off is re­
moved to infinity, L ... <>O,Our attention will 
be limited to the case of "point" hard core 
particles, i.e., to potentials which are 
strongly repulsive near the origin and re­
gular out of it but not inevitably spheri­
cally symmetric. In the next section we 
start with definition of a self-adjoint Ha­
mil ton ian II( ftl) for an N-particle system 
enclosed in a bounded ~egion A c P with 
a smooth boundary a A= A\A. For the highly sin­
gular two-body potentials bounded from be­
low ("point" hard core case) we prove the 
coincidence of two canonical extensions for 
the sum of kinetic-energy and potential­
energy operators: namely the Friedrichs ex­
tension and the form sum extension. This fact 
is of practical use in the sequel. It allows 
us to prove the convergence of the cut-off 
Hamiltonians HL(AN) to H (AN) in the generali­
zed strong sense (see part II). This result 
is a background for the proof of the main 
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result of these papers, i.e., a convergNnce 
theorem for partition functions Z~[HL (A )] 
or correspondiNgly free energies ~(AA,N)= 
=- ~-1en Z ~[HL(A ) ] . This theorem means that 
a highly singular two-body potentials ~(x) 
can be substituted by the regular one 
~L(x)~L2 (R")+L00 (R") with an error which is 
negligible in the thermodynamical sense 
when the cut-off parameter L is removed to 
infinity. In conclusion we discuss a ques­
tion abou~stability of the cut-off interac­
t i 0 n S U k ( X 1' .. • , XN ) : 

L l N 
u N ( X 1' 0 0 0 ' X N ) = 2 I cltL ( X i - X j ) 0 

i ~j 
(1.6) 

These results are illustrated in detail for 
the case of the Lennard-Jones potential 
(12-6) in R

3 
• For this potential we prove 

that the regular cut -off interact ions U ~ 
(1.6) are stable when the parameter L is lar­
ger than some fixed value L

0
• 

The repulsive highly singular potentials 
(see (1.4)) are widely discussed within the 
framework of quantum mechanics for A = R3 

by Kato 1
6
1, Schmincke 17/ and Simon Ia!, These 

authors were especially interested in the 
non-perturbative problem of essential self­
adjointness of one-particle Schrodinger ope­
ra tor. Recently Robinson 191, Robin son et al~ IO/ 
and Ginibre /II, 12/ have extended these results 
in R~-' to N -particle systems interacting via 
repulsive translation invariant two-body 
potentials of an arbitrary singularity at the 
origin. The scattering theory for such sys-

6 

terns was also developed 19• 101*, But in these 
papers we are interested in the significance 
of highly singular two-body potentials (re­
pulsive near the origin) from the point of 
view of statistical mechanics. 

In the following we restrict ourselves 
to the case of "point" hard core particles, 
the case of hard core particles with nonzero 
radius a ( 1. 2) will be considered in a sub­
sequent paper. 

2. DEFINITION OF HAMILTONIAN 

In this section we discuss the definition 
of a self-adjoint Hamiltonian H(AN)for an 

N -particle system enclosed in a bounded 
region of an arbitrary shape and with a smooth 
boundary which in the following will be 
denoted by A c R ".The system is supposed to 
consist of "point" hard core particles with 
translation invariant highly singular two­
body potential of interaction ~(x),repulsive 
near the origin and regular out of this re­
gion. Thus, ~{x) is semibounded from below. 
The Hilbert space J((AN) appropriate for 
a descr\Ption of the states of this system 
is L

2 
(A ) . In our discussion the statis­

tics of particles is not important, therefore 
we will ignore the symmetry restrictions for 
¢1("1 , ... ,'xN)~J((AN) and work on }{(AN)=L2(AN). 

*I am grateful to Dr. E.Christov for 
bringing refs./ 9-IV to my attention. Our 
methodof proving;ofTheorem 2.1 is a modified 
version of that of Robinson 19 1 and Robin­
son et al. ho/inspired by the Kato book n/, 
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For the definition of self-adjoint exten­
sions of the operators considered in this 
paper we need a certain amount of guadratic 
form technique (see, e.g., Kato I 11 ) . 

Proposition 2.1. (Kato/ 1 / VI, §2).Let T be 
a symmetric operator bounded from below and 
let us associate with T a quadratic form 

dt/11=(1/J,T!/1) Vt/I~D(T), ( 2 .1) 

~ 

thus, t -domain is equal to the domain of 
the operatorT:Q(t) = D(T).Such a form is 
closable and let us denote its closure by 
t [¢ 1 • Then this densely defined, closed, sym­
metric, and semibounded form determines 
a unique operator T1 which is a self-adjoint 
extension of T sue h that 

t[ t/1] = ( t/1 , T_ t/1) 
t 

for V¢ ~ D(T_) 
t 

( 2 • 2) 

andD(T7) is a form-core for t[t/1], i.e., 
<"ttD('It ))-= t. 

According to Proposition 2.1 the self­
adjoint operator of kinetic energy H0 (AN) 
for the system under consideration can be de­
fined as a self-adjoint extension of a po­
sitive symmetric operator TN with the dense 
domain D(TN)=CQ'(AN) (consisting of infinitely 
differentiable functions t/J(x 1 , ... , xN) with com­
pact supports supp tf!(x 1, ... , xN) C"c/\N) 

N !J.. oo N 
TN= I ( - -r ) , D (TN ) = C 0 (A ) . 

i= 1 m 
(2.3) 

This is the well-known Friedrichs extension: 
(TN)F= H 0 (AN) which corresponds to the 
"zero boundary condition" extension of TN . 
This extension is very natural from physical 
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I. 

point of view, if one considers N-particle 
systems enclosed in a bounded region (con­
tainer) A cRv. 

Next,we look at the operator of the N-par­
ticle interaction. It can be formally de­
fined as real function mul ti.plicator UtJxl' ... x~ 
( 1. 3) with domain D(UN) = C0(AN\ SN),i. e. , 

l N N 
.UN(x1 , ••• ,xN)='2"' I ·t(xi -x

1
.), D(UN)=C0 (A \~).(2.4) 

i ,l j 

Here SN C ANdenotes a singular set for "point" 
hard core particles: 

N 
SN= l(xl' .. .,xN)~A :xi =xj for some i ,lj I (2.5) 

The measure of ~ is obviously equal to zero 
(mesSN..O).Hence the domain D(UN)=C 0 (AN\SN) is 
dense in the space R(AN).Therefore the ope­
rator (2.4) is symmetric and due to the se­
miboundedness of two-body potential ·t (x) 
(see section 1) is also semibounded from 
below: UN(x 1, ... ,xN) ~ -a.Moreover, it is clear 
that the operator UN(2.4) is essentially 
self-adjoint, hence the self-adjoint exten­
sion of UN given by Proposition 2.1 coincides 
with its closure UN: 

- N 
(UN)F= UN= U(A). (2.6) 

Now for constructing a total self-adjoint 
Hamiltonian H(AN), we discuss the addition 
of a highly singular particle interaction UN 
(or U (AN) ) to the kinetic-energy operator 
fb (AN). This may be done in general at least 
in two canonical and distinct ways (Kato /I/, 
VI,§ 2). Note at first that D(IJO)f""'D(UN)J'C;tAN\S~ 
and mesSN = 0 then D=D(Ho)f""'D(UN) is dense in 
the ~pace R(AN). So, the algebraic sum Ho+ UN 
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(or H
0 

+ U ) is densely defined, symmetric, 
and semibounded from below. The extension 
of these sums according to Proposition 2.1 
gives us the Friedrichs extensions corres­
ponding to zero boundary condition on aA: 
(H0+ UN)F ,(H0 + U )F .These extensions are gene­
rated by the densely defined, symmetric, 
semibounded, and closed quadratic forms 

( ho + u ]" [ t/1 J = [ ( t/1' Ho t/1) + ( t/J, UN .p) l- ' 
( 2. 7) 

( h
0 

+ u u> [ t/1 1 = [ .P, H 
0 

.P) + ( .P, u .P) 1 • 

Another way is the quadratic form extension 

Ho ~ UN "o _;. u ( 2. 8) 

These extensions are generated by the sums 
of closed quadratic forms. These sums are 
well-defined and satisfy all requirements of 
Proposition 2.1: 

(b o + ; )[ .p 1 = ( .p, "o .p)- + ( .p' u N .p ) - ' 
( 2. 9) 

(h 0 + ~ u )[ "'l = ( "' ' "o "' ) - + ("' ' u "' r. 
In general, addition and closure are not in­
terchangeable, hence these extensions are 
distinct* .One can easily check that 

(ho + u )- £; (h o + 'ii ) ' 

(h + uJ-c (h + ~u). 
0 - 0 

(2.10) 

*The forms 'ii[tf!]=(lf!,UN lj1 )- and 'iiu[ t/J]=(t/J,Ut/J)­
clearly coincide, so the self-adjoint opera­
tor Ho +UN coincides with Ho + U (2.8). 
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It will be shown, however, that for systems 
of N "point" hard core particles enclosed 
in a bounded region A C Rv these two ways 
coincide. This can be done in the manner of 
Kat o I 1/ ( see V , § 5 • 2 , VI , § '+ • 3 ) , similar 
arguments were used by Simon/8 / and recently 
by Robinson/9/, 

Theorem 2 .1. Let the N -particle interaction 
UN(x 1 , ... ,xN) associated with a two-body po­
tential, highly singular at the origin and 
bounded from below (see (2.'+)), is such that 

· oo N 
UN~ L (K) for each compact K c A \ SN, where SN 
is the singularity set (2.5). Then for the 
N-particle system enclosed in a bounded 

region A c Rv the Friedrichs extensions and 
the form sum extensions of the operators 
Ho + UN and H0 + U are equal one to another if 
v > 3 ,i.e. , 

- · ( h0 + u f = h 0 + ; = ( h0 + u u) 
or 

. 
(Ho + UN )F = 8 o + UN = (Ho + U )F' (2.11) 

P r o o f. Let us primarily prove the equa­
lit~(h0+ uf=lio + 2 corre_sponding to <H 0 + UN )F= 
=H0 +UN.As (h 0+u) Slio+ u (see (2.10)), to 
establish the equality, it suffices to prove 
that D=D(H0 )nD(UN) is a core not only for 
(ho..+ u]- but also for h0 + ; , i.e. L [Lho+ ~ HDC= 
=h 0+u. Therefore for every lj!~Q(h 0+u) one 
should construct a sequence ll/ln I f.;; D such that 

fimlll/1-l/1 II= 0 and fim (h 0 +~ Hl/1-l/1 l= 0. (2.12) 
n n 

n->oo n .. oo 
- - N If .p f.;; Q(h0 + u ) has a compact support K cA \SN, 

it is easy to construct a sequence ll/1 I~ D 
K 

. n 
such that all lf!n have supplf!nC ' w1.th 

,, 

~-------------------------------------



N 
K c K' C A\ SN and 

fim II 1/1 - 1/10 II= 0 , fim ho[l/1 -1/10 ] = 0 • 
D-+OO D-+oo (2.13) 

Then from the estimate 

u[l/f-1/!nl<IIUN(xi , ••• ,xN)II oo ·III/I -1/1
0

11
2 

L (K ') 

it follows that fim u[l/f -I/J 0 ] = 0 • Therefore in 
D-+oo 

this case 1/1 ~ Q(h0 + u ) is approximated in the 
desired manner. 

Ne~t consider the general case when 
1/1 ~ Q <ho + u ) . Let us introduce an auxiliary 
sequence (w (x)l with the following proper-

• D 
tJ.es: 

a) w
0 

( x) ~ C; (A I) 

b ) W0 (X) = 1 fOr 

w
0
(x) = 0 

v 
; Osw.(x)S1,AcA 0cAI cR ; 

lx~Ao:lxl>! I; 
1 I x ~ A0 : I xI < - I ; 

2n 
c) lv w

0
(x)I<-A. 

lxl 
for I x ~ A0 : I x I < ..l. I ; 

n 

lv w
0 

(x) I< c v 
I x ~ R : x ~ AI\ A0 I . 

Bounded regions A0 and A I both are supposed 
to be spherically symmetric and the origin 
O~A.The region A0 has radius r(A

0
)=d(A)+8, 

and AI: r(AI)= d(A) +28. Here d(A) denotes the 
diameter of the container A cRY, i.e. , d(A) = 
=Sup -lx-yj, and 8>0 is a fixed number. Now if 
x, y ~A_ _ 
"'~ Q (ho+u ) then 1/1; = WD "'= n wD(xi-xj)I/J is also 

- 1.< i.<j <N 
inQ(h0 +u),moreover it has-the- compact support 
suppl/10 'cAN\SN. Thus, every .p; can be appro­
ximated in the desired manner by a sequence 
of the functions (1/1~0 )1 ~ D as it was stated 
above. But 

~ - ~ - " (n). (n) 
( h0 + u )[ 1/f - .p; l = ( h 0 + u 1> .P -1/1 k J + ( 1/!k - .P; >l , 

12 

therefore we have only to prove that 

fim II.P-.P~li=O,fimii[l/f-l/f~]=O,fimh 0[.p-1/10'] =0 • (2.14) 
n-+oo n-+oo D-+OO 

The first and the second limits easily fol­
low from the dominated convergence theo, 
rem/13/.To prove the third limit we note first 
that 1/f ~ Q (h 0+;') implies 1/f ~Q(h0 ). So, ax. 1/f exists 
in the sense of distributions (see

1
Kato1V K 

V, § 5 and VI, § 4), then the vector oxi.P c;L (A J, 
i.e. , 

- 1 N -
ho[l/11=-2- I <ax. 1/f,ox. 1/1)' 1/!~Q(ho) (2.15) 

m i=I 1 1 

and Supp .p c AN • Therefore , sub s t it u t in g 
( .P - 1/f: ) ~ Q ( h'0 ) in t o ( 2 • 1 5 ) we o b t a in : 

- N 
~ [1/f- 1/f:) ~ ;- ::11 (o ~Wn) 1/f 11

2 
+ 

(2.16) 
2 

+11<1 -Wn>ax . .P II I. 
1 

Now fim IIH ~ w~>ax~l/111=0 follows from the dominated 
ll-+oo 1 

convergence theorem. The first term in the 
right-hand side of (2.16) can be estimated 
from above: 

N N+I 
1 . 2 2 2 2 
- I II (o".i "')!fill S:-.-- f~six1 ... dxN I lo,.. w0 (xi-xj >I I.P I • 
m i=l m ir l<"'i<"..-'N-"1 

~ J~· ( 2. 17) 

Note, that according to the conditions 
(2.13)(b) and (c)lox· w (x.-x.)l does not equal 

1 n 1 J 
zero only if ;k-<lxi -xjl <-} or (xi -xj)r;A1\ A0 • 

But for the latter caselxi -xj l >d(A), so 

13 
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1/J( xl, ... ,xN)IIx· -x·l >d(A)=O because if .p~Q(h0 ) then 
N 1 J 

Supp .P C 1\ • Hence from ( 2 .17) we have 

N 

.Illl<ax.Wn).PII2:S~+l! I Jdxl ••• dxNiaxi wn(xi-xj)I21.P 12. 
1• 1 N 

l<i.<j<NIA :lx.-x I<!.J
1 

(2.18) 
1 j n 

Moreover, from (2.13) (c) it follows that 

2 2 
I I d X 1 ' ... d X Nl a X w n (Xi - X J' ) I I "' I ~ 

. N ~ 1 
l<J'<i.<N I A :I x. - x. I <-

0 
I 

- - 1 J 

2 I 

~A I Idx1 •.. dxN 

1~i<j~ IAN: lxi -xjl<i-J 

I .p 12 

I xi - x.12 • 
J 

(2.19) 

For the evaluation of the right-hand side of 
(2.19) we need the following lemmas. 

L e m m a 2 .1. Let A c R11 be a bounded region 
"" and operator T be defined on the set C0 (A) 

as T =-£\.Then for 11·~ 3 the following inequality 
is valid in the sense of quadratic forms: 

1 . - 1 -llo (A)'"' ( T )F ·> . , ~· e . , ( 1/1, T .P) ·> (1/J, .p ) • ( 2 • 2 0 ) 
- 41 X 12 . - 4 I X 12 

P r o o f. The proof is a straightforward 
generalization of arguments given by Courant 
and Hilbert in/ 14~ For .p~;c;(A)(.p,T.p)=(V.P.v.P> 

~ then for c,{l ... fx·l .P 

I ..JI ~ 2 1 .II ¢ 2 1 II 1 a 2 ax~ <aa.p) >-;rid x"T'::"'i'r-yid x- -¢. 
A a=1 A I X I A I X p a I xl 

If we take into account that Supp ¢ c A 
.p~; C~(A), then for 11 ~3 

2 

14 : 

1 J.A-.3) II I.PI 
(I/J,TI/1)~(4+ -2- Id x I x12 

and 

The closure gives us desirable inequality 
( 2 . 2 0 ) . 

R e m a r k 2.1. In the same manner it is 
easy to prove that (2.20) is valid in the 
case of many variables: if A c R11 is a boun­
ded region and if operators Ti ( i = 1,2, .•• ,N) 
are defined on the set of functions 
,P(x 1 ... ,xN)~C 0 {AN) by Ti =-i\i, then for ~~~a 

(i) N 1 • - -
Ho {A )={Ti)F·~ Alx·12 =Vi • Le. ,(,P,Ti,P) ?.(1/i,Vi.p) 

1 
(2.21) 

for v i=l,2, ... ,N. 

Lemma 2.2. Let A CR11 be a region as in 
Lemma 2.1 and operators T1r.

11 
are defined on 

the set C0""{AN) by Tkn=(pk -p
0

)
2 , where P~r.=+a , 

1 1 I xlr. 
Pn =-.-ax • Let operator VIr. = I 2- then 

1 n ° 4 xk -~1 
for 11 :>3 and Vk ,lnte(1,2, ... ,N): 

( Tkn) F~ 4 Vlr.n or (,P,Tkn.Pf·~4{,P, Vkn,P). (2.22) 

P r o o f. Let us introduce, in the configu­
rational space AN cR"N,new variables 

(XI'''"' ~k)' "·•71(n)'"''xN)-(xl' ••. ,"k,·:;.· "n 1"•• xN), ~Od=xk -xn' 
11 (n) = x k + x 

0 
• Then for v .P ~ C 0 ( 1\ N ) we have 

2 
(1/1, (plr. -p 0 ) .p ) = 4( a~(lr.)¢, a '<~r.>¢), (2.23) 

here ¢(xl'"''xk -x 0 , ... ,xk+x 0 , ••• , xN~=.P{xl' ... ,xN), 
so, ¢{x1, ... ,~(k)'"'' "l(n)'"''xN)~ C~ (/\*). Using 
Remark 2.1 we get 

1 1 ( a ¢a ¢>>-<¢. 2 
~<~r.> ' ~<~t> 4 I ~<~r.> I 

¢ ) . (2.24) 

Then substituting (2.24) into (2.23) and 
turning to the old variables {x1 , ... ,xN) we 
obtain (2.22). 
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L e m m a 2.3. Let 
region and let the 

N 
by TN =I -

1-p! with 
k=l 2m 

then the following 
sense of quadratic 

A C R·v be a bounded 
operator TN be defined 

oo N 1 
D( TN)= C0 {A ), where n. =~ ~ 

"It I xk 

inequality is valid in the 
forms for v ~ 3: 

N 1 
H{A) ={TN)F~ I • (2.25) 

I.s::i<j~N 2m{N-Oixi -xi I 

~_j oo N 
Proof. For ¢~~C 0 {A) we rewrite the form 
t[ 1/J] = { 1/J , T 1/J ) as 

I {pk+pn)2 

2m (N -1) 1/J)+{-1/J,I. 

{pk -p / n 
.2m.{N-1'1/J) .• (2.26) di/J]={¢, 

l~k<n~N lgc.<n~N 

The arguments given in Lemma 2.2 show that 
the first quadratic form in the right-hand 
side of (2.26) is positive. The second form 
can be estimated from below as was shown in 
Lemma 2.2: 

{ p k -pn) 2 1 1 
{ 1/J, I 2m"fi\f-=-Dl/J )·:_-2m(N -1) {1/J,I I xk-:-~~2 1/J)., ( 2 ' 27 ) 

~k<n~N l~k<n~N 

The substitution (2.27) into (2.26) and the 
closure give us the inequality (2.25). 

Corollary 2.1. From Lemma 2.3 it follows 

1 
that Q{t)cQ{I I 

12 
) if v > 3 . But 

2m(N-1) X· -X· -

- - l~i<j~ 
1 

J- 1 
Q{t) =Q{h

0 
), so~ if 1/J~ Q(h 0 ), then 1/JreD{---) 

I X. -x.l2 
for Vi"j~{l,2, ... ,N) and v ~ 3. 

Thus~ if we take into account 
inequality (2.19) 1/J ~Q{ho)r1·Q{ii), 

16 

1 J 

that in 
then Co-

rollary 2.1 gives 
2 

I 1/J I 1 N 
I ----~ L {A ) . (2.28) 

l<i<J"<N I X. - X. 1
2 

- - 1 J 
N . 1 

Note that for n ... oo lim mesl A :I xi -x· I<- for 
i ;lj ~{1,2, ... ,N)I= O,hence (2.28) 

1sho~s that the 
right-hand side of (2.19) tends to zero for 
V 1/J ~ Q (ho) r1 Q { ~ ) as n ... oo , i. e . , fim h 0 [ 1/J - 1/J ~ ] = 0 

n-+oo 

so (2.14) is proved. Therefore (see (2.11)) 

{ h
0 

+ u f = h
0 

+ ~ , 

or 

{Ho + UN)F"' Ho + UN. (2.29) 

Now from UN CU{AN)(2.6), we obtain 

{ hO + UU r 2 { h 0 + U ) -. 
(2.30) 

On the other hand, it is well-known (see 
(2.10) and Proposition 2.1) that 

< ho + u u ) s; h o + ~ u = h o + ; • (2.31) 

So the comparison of (2.29) with (2.31) gi­
ves (2.11): 

{ h
0 

+ u ) - = h 0 + ~ = { h0 + u u ) - • 

This completes the proof of Theorem 2.1. 

3. CONCLUSION REMARKS 

The coincidences of two canonical ways 
for definition of self-adjoint extension for 
N -particle Hamil ton ian in container Ac~ {v>3) 
is of practical use in a subsequent paper -
(part II). It allows up to prove the conver-

17 



gence theorems for the cut-off Hamiltonians 
H L ( AN ) and part it ion fun c t ion s Z tJ H L (AN ) ] 

when the cut-off parameter is removed to in­
finity. 

L 
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