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I.. - Introduction -

U::p.solved prnbl~J?S in t~epry of,turbulenc~ permanently evoke.ne:w: an_d 

n~w attempts to _createeffedive,theoretical_al;1proaches.1which cou14_help 

to understand the nature of. turb~ent ph,<;no~en.~. I3esides other ap-, 

pr:oaches made ?,Ver t~e last fifteen years, renorma}izatio:Il gr:o.up t,ec4µique 

(~NG) whic~ tprned .out to be, so fruitful i1:1: crit~cal phenomena theory,. 
has been widely applied in theory of developed turbulence. Apart ,from 

' •: • •• ,•:·· •• • ,, • 1 • ·: ' • • 

the cr~tisizm addr~ssed to the_RNG by some theoreticicµ1s '\-\'.O_rking in t_his 

area, it gave v<;1-luable contributions to elucidation .of many,phenomena j~1 

turbu,len~.flµids.([1, 2, 3, 4], e.g.) based on the first principles (Le .. on the 

Navier-Stokes equ?,tion). . 

_ Two realisations of the RNG approach exist_ 7_ the, Wilson RNG_ [5] . 

and the quantum-field .RNG [6]. The Wilson RNG i,s physically m?re 

trap.sparent but the quantum field RNG is technically more convenient 

an,d gives the possibility to extend the calculations to higher orders of 
' . ' . . , '. , ' ~' .. . ' ' 

perturbative theory. The physical meaning of the ,Wilson RNG approp,ch 

ccmsists in successive eliminations of short wave and high frequency de­

grees of freedom of a nonlinear field system.to obtain:effective equations 

describing its large scale behaviom:.-IfWilson RNG procedure of su~ces­

sive integrations. over small scales with. a consequent rescaling leads .to a 

tl).eory with parameters which do not change with recurent applying of 

this procedure, than a stable fixed point of RNG transformations exists: 

tJ11like this. procedur<; the quantum field RNG investigates the infrared 

asymptotic behaviour of effective variables such as turbulent viscosity, 

turbulent magnetic Prandtl number, etc. 

The RNG approach has been used to investigate a fully developed t:ur­

bulence governed by th~ stochastic Navier.,.Stokes equation with external 

random force f [1, 2, 7], The existence of a stable fixed point has .been 

demonstrated. The dissipative term in the effective equation of motion 

considerably differs from that of the N avier-Stokes equation .. Molecular 

viscosity is replaced here by the wavenumber dependent effective turbu-
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lent viscosity. Due to the Galilean invariance of the Navier-Stokes equa­

tion its nonlinear term does not change essentially. The. en!;!rgy spectrum 

dep~nds on the random force spectrum (I fY(k) 12} ~ k1
-

2
' (k =I k I), 

and for E = · 2 it ~oincides with the Kolmogorov spectrum. This vafoe 

corresponds to' the case where ·the:random force amplitude has the di­

mensionality of the energy injection rate: 

The developed turbulence driven by a weak anisotropic·random force. 

has.been i~vestigated·and the stable fixed point:of RNG ti-ansforni~tions 

has been found [8}. it corresponds to the Koli:nogoro'v· scaling. Additional 

terms describing effective anisotropic ;iscosity are generat~d by nonlinear 

interaction. These· terms are sniall if the anisotropy is weak. ·· · · , 

· ' The isotropic MHD turbulence has been studied by both approaches, 

the Wilson RNG [9] and the quantum field RNG [10]. The case of a 
strong magnetic forcing has been considered in these papers: The exis­

tence or' two stable fixed points has been determined by free parameters 

of the theory. The· effective Lorentz force in the kinetic ·fixed ·poirit be-

. comes· unimportant for the· large scale behaviour of ·correlation functions 

and _gives only some non-analytical corrections to these functions. The 

energy spectrum remains of the Kolmogorov form. The effective rnag~ 

netic Prandtl number is very large in the magnetic fixed poinf and the 

energy spectrum is not of the Kolmogorov form. 

The influence of Gaussian random forces with anisotropic two-point 

correlator on th~ MHD turbulence is investigated in the present paper. 

It turns out that nonlinear interactions generate effective anisotropic vis­

cosities-and additional vertices which correspond to anisotropic Lorentz 

forces. An•important discrepancy compared to the above mentioned cases 

c?nsists in the fact that these forces can play significant role in effective 

equations of motion. The strength of this effect depends on. the power of 

the singularity inrthe magnetic force spectrum (I fh(k) 12} ~ k1- 2a< and 

grows with increasing the ,value of a. This increase does not break the 

Kolmogorov spectrum if a < 0.65. For the range a > 0.65, the Kol-· 

2·· 
,,•,'<•, ... , 
.. ,,,.,:1-, 

.~ {/',t. ~.~ ·. >·-:·'• 

mogorov qpectrum is preserved only if the_ value of anisotropy is. strongly 
~ . . ,, 

limited .. Otherwise the magnetic field does not -play '.the role of a passive 

admixture and'_the Kolmogorov regime do~s not exist. It ,is necessary 

to examin.e the existence of a new stable fixed point. and to. study the 

c;orrespon9ing critical scaling regime in this.region. 

2~ · The functional formulation of the 

problem 

The MHD equations for incompressible conductive turbulent fluid gov­

erned by random forces have the following fonn (see e.g. [10)): 
r . , , • 

B/v = Vo ~ 2
;- (vv')v + (bv')b - v'p + rv, v'.fv = 0; v'.v·~ 0, (1) 

81b = uo1/ov'2b- (vv')b + (bv')v + f\ v'.fb = 0, v'.b.= 0. {2) 

where Vo is the molecular viscosity, .. uo1/o is the molecular magnetic diffu­

sivity, uo is the inverse magnetic Prandtl number, pis pressure: The first 

equation is the well-knmvn Navier-Stokes equation for trans-v:e1;se veloc­

ity field v = v(x, t) with additional nonlinear contribution of the Lorentz 

force. The second equation for magnetic field b = b(x, t) follows from 

the Maxwell equations for a continuous medium. , The magnetic fidd· i~ 

measured in Alfven velocity· units·. The random foi-ces_ are assumed to 

have Gaussian distribution with ( f} = 0 and with given 2 x 2 diagoilal · 

matrix of two-point correlators (ff}. The problem (1), (2) is equiva­

lent to the quantum field theory (QFT) wit~1 double number of the fields 

<T> = (v, b, v', b') in accordance with the general theorem of stochastic 

quantization [7]. The corresponding action has the following form: 

S( <T>). = ! [v' ( fv fv }v' + b' ( fb fb} b'] + 
2 . . ' 

+ v' [-81v + vov'2v - (vv')v + (bv')b] 

+ b' [-81b + uo1/ov'2b + (b\7)v - (vv')b] (3) 
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The integration over (x, t) and summation over the vector indices are 

implied in (3) and in the similar expressions. The explicit form of the 

matrix {ff} will be specified later. The auxiliary fields vi, b' 'are vectorial 

and 'transverse. As usual iri 'QFT the action (3) is consid~red to be 

uni-enormalized with the 
0

bare p~ra:ineters m:arked by··the· subscript';'O"; 

symbols without this' subs~ript denote renormalized param~ters: . Th~ 

main objects of the study ai-e the Gree~ functions G~ of the fields <I> or, 

equivalently, the correlationJunc.tions and the,responsefunctions in the . ' ' . ., . . . ~ . ' ·. . ·. .· ~... . ' - . . 

terminology of the original problem (1),(2): 
,·. 
' : . 

G~ ~< <I><I>_--,-<I> >= jv[<I>] <I><I> .. :<I> exp[S(<I>)], 1J[<I>] = 1Jv1Jv'1Jb1J_b'. 

(4) 

Here 1J[<I>] deriotes fu~ctional measure of the integration ~ver the field~ <I>' 

with all normalization, coefficients: The equivalence of (i),(2) and QFT 

(3) means that Green functions determined by ( 4) coinci?e with Green 

functions, which are obtained directly averagin.'g the solution of the equa­

tions (1),(2) over forces f with a weight of exp (-½f {ff}-1 f] .. 
Now, we choose the explicit form of the matrix {ff} ·and we assume 

for ,simplicity that the non diagonal elements (fYfh} vanish. Then the 

anisotropic energy forcing is introduced by the tensors {JJ J:) and {Jj f;') 
which cari be expressed in terms of transverse projectors Pjs · = Djs '­

kiksk-2 and·Pj1n1nmPms, where n is the unit vector which represents· 

an 11naxial anisotropy. The weak anisotropy, which we are· interested­

in, is controlled by . the small free dimensionless parameters a1, a-2; aj', a4 

(I ai I~ 1) which are included in the two-point correlators as it 'has been 

made in papers devoted to J_lNG application to anisotropically driven 

turbulent transport [11], -[12]:, 

\fJ(k, n)f:(k
1

, n!) = 
3 ,.· A/ , , . 

9vovouo8(k + k )DJ.v(k, n), 

/b" b'J ) \Ji (k, n)fs (k ,_n) = 3 2 " ,., bb . 
9bCJVoUo 8(k + k )Djs (k, n), (5) 
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D':V 
JS 

D~b 
JS 

c(Pjs + n1nrrJY1(81m...: Pim)Pjs + a2Pj1PmsD k4
-:-
2
(-d, 

<:(Pjs + n1nm[a3(D1m....: Pim)Pjs +"a:4Pj1Pm.s]) k4
-
2
a£-d, (6) 

where k = k,w, the constant c = d(d + 2)(4n)df2r(d/2) ( r is gamma 

function) and factors v&110, v&u5 have been extracted for convenience of 
calculations. ,Here nvv and tihh; are the m~st general 'imratnetrizatioils 

of the nonhelical tensors which satisfy the symmetry relations; .. 
,.r • 

Djs = Dsj, D(k) = D(-k), D(n) =: D(-n). 

The a. and E. are free parame~ers ofthe theory and d .is the dimension 

of the k_~pace. The constants 9vo, 9bo play the role of coupling constants. 

For E = 2 .their dimensionality is the same as that of energy injection 

ra~e. N_otc that parameter E. is independent. of the space. dimension .. In 

the used dimensional rcgularisatio,n it plays the s~me role,~s the analogical 

parnmeter in the known ( 4 -,- E) Wilson scheme [5]. 

One can consider m?re general case when the cross-correlator < JJJ;' > 
is ,non zero. Than, in the sase, of non hel.ical anisotropic l'vIHD, the cor­

relator < JJ J;' > is par;ametrized as 

'fVfb. 3 3/2 • [ .: · k' ' k'' '] k. 3:...i~(l(-d . (·-) < J j s >= goVo_UO Cl Ejsm 'm + 0:5 Ejml •mnsnt • . I_ 

where go = ✓ 9v09bo [10] (p and a5 arc new free parameters of the theory). 

In ref. [10] has been shown that in the isotropic IvIHD. turbulence ( a:5 = 0) 
. . ' . •' ' . . . 

the ultraviolet divergences of all Green functions, which are ol_)tained .in 

on~ loop approximation, does not depencl on parameter p, because t.hcre 

are not any divergences proportional to the antisymmet1;ic tensorEj1111i11 

(7). Co~sequently, stability offi~ed:roints.of RNG 'is independent.on p 

in this. approximation. 'The. s,ame fact is valid a1~o for: the .anisotropic part 
- - ... ' - ' A. 

of the cross-correlator with small parameter. a5. Therefore, the case of 
- • ; ·., • ' • ,,;, - ' •• > 

<JJ'};' >= 0 is considered in the pext;, · 

,Green functions ( 4) ,a~e calculated by means of Feymuan diagrmuat.ic 

perturbative technique. The matrix of prop,agators . .6 = K- 1 ( theJiues 
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in Feynman diagrams) can be obtained from the squared term {1/2)<I>K<I> 

of the,action (3). All µon-:-vanishing propagators with, anisotropic terms 
are presented in Appendix I. 

3 .. Reno:r;-malization analysis of anisotropic 

MHD'-

Calculations show that perturbation series for correlation functions pos­

sess .terms like (gk-2ct, where n is the order of expansion. These terms 

are too large iii'the infrared range k -+ 0 for positive E (i.e. also for the 

physical value of€ = 2) and therefore summation ofinfinite series is nec­

essary. It is the :same situation as· in the critical phenomena theory. This 

nontrivial "infrared" problem can:: be ove'icoine using RNG technique. In 
order to use this approach,· the values of E close to zero must be consid­

ered. For €' exactly equal to zero the infrared singularities disappear but 

ultraviolet divergences (k-+ oo) ~ccur. As consequence the problem of 

ultraviolet divergences elimination has to be overCam~. In limiting case 

€ = 0 the power of ultraviolet divergences does not depend on the.order of 

the diagramatic expansion and they can be eliminated by the procedure 

of the ultraviolet'renormalization [13]. Subsequently the_RNG techniC:1ue 

can be applied arid
1 

the former physical value of the· parameter E can be 
assigned again. -

In· dimensional regularization the. ultraviolet divergences ~anifcst 

themselves like poles of €.:·They can be eliminated adding the appropri­

ate counterte'rins:to the "basic" ·action,· which 'can be ob_tained from {3) 

replacing the bare parameters e0 by the rericfrmaiized · ones e: e0 ...:... e1l~u. 

Here µ is a scale setting parameter: · Moni~ntum dimensions d~o will be 

defined later. The counterterms are formed by the superficial ultraviolet 

divergences which' are' present in one-particle irreducible Green functions 

(see also [13]). If these counterterms have the same form as the temis 

. of action (3), the ultraviolet divergences can be eliminated redefining the 

6 

parameters of the original QFT and the theory becomes to be· multiplica­

tively renormalizable. To make the con~idered {3) 'theory by ~ultiplica­

tive renormalizable it _is neccessary to add formally new terms to the basic 

action: 

vx1v'(nv')2v, vx2(nv')v'2nv, 
~ , > • • 

A1(v'b )(nv')nb, 

uv;x-3b'{nv')b, 

A2(;..v',)(n v')b, 

uvx4(nb')V2nb, (8) 

,\3(nv')(bv')nb, 

where Xi and Aj are some additional constants; In the following text thes~ 

and any other dimensionless constants (renormalized coupling constants · 

, 9v,9h·, Prandtl.number u) will commonly be referred as charges.' The 

corresponding unrenormalized action SA is of the following form 

sA(<I>) = S(<I>) + v' [vox1o(nv')2-v + vox20nv'2nv 

+ A10b(nv')nb + A20ri(nv')b2 + A3on(bv')nb] 

+ b' [uovox3o(nv')2b + uovox4onv'2.(n~)l. · 

Here S(<I>) is the action (3). 

(9) 
, .. 

The classification of the ultraviolet divergences is possible in terms 

of power counting. The stochastic MHD con~idered above is invariant 

under two independent scale transformations - in time and lerigth, with 

all the physical quantities, on which _the action depends, transforming in 

accordance to their dime:p.sion. F~rmally, it can be described by momen­

tum dP, f~equency dw an~ overall d = dP + 2dw scalipg dimensions for all 

parameters and fields: 

JW - jw_l .dP-dP- 1·· ,JW_,JW_ 1 uv - uh - , v - h - - , uv, - uh, - - , 

d~, 

~bo 
<f:.,P . 

9v 

dP µ 

- d·p :__d+;l JW··_.1W_1' dP -dP- 2 
- h' - , u11 - u11 - , 11 - 11 - - , 

0 9 ' -

a<f:.9 = 0, dP9 = ad
9
P = 2aE, d:-:'.µ = 0, 

~o - ' bo VO . • 

= <f:.,P = ~,p = ~,p = <f;,P = ~,P = ~,P = <f;,P = o . 
9b Uo Xio Am0 • u Xi · Am '· 

= 1, j = 1,2,3,4, m = 1,2,3. 

The s~perficial ultraviol~t divergences are ~imple polynomials of the mo­

mentum and the frequency. The power of these polynomials is determined 
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by the formal ultraviolet divergence index 8. The total scaling dimension 

of one-particl~ irr~du~ible Gree~ function rw with Nw ~;t~r~al legs is [10] 
. . \ . 

dr = d + 2 -Nwdw, Nwdw·~ Nvdv + Nbdb + Nv,dv' +Nb,db; .· (10) 

In the logarithmic theory (E = 9) 8 is 8 = dr. If 8 2'. 0 the diagram, 

pcissesies ultraviolet divergences.' It has been demonstrated [10] that in 

isotropic·. MHD only one-particle irreducible G;een functions rv'v, rb'b 

(8rv•v = Drb'b = 2) and vertex pv'.bb (8rh;bb = · 1) possess the super-· 

ficial ultraviolet divergences. Other Green functions rv'b, rb'v' rv'vv, 

rv'vb, r~'vb, rb'vv, rb'bb with 8 2: O do not show ultraviolet divergences 

due to the Galilean invariance and reflection symmetry. In anisotropic 

MHD the same divergences are present but now the divergent parts of 

rv'v, rh'b rv'bb are proportional to <1.ll admissible tensorstructures. The 

anisotropic structt1res proportional to n;ni give new additional counter-
,.,. ' ' \', \ 

terms (8). All ultraviolet divergences can be eliminated using indepen-

dent renormalization constants Zi,j = 1, 2, .. , 10 and the renormalized 
action is in form 

SJi(<I?f 
. 1 .· ' 

~ 2Jg~µ2£1}u:v1Dvvv1+ 9bµ2a£v3u2b1Dbbb1] (11) 

+· v' [-OtV + Z111v'2v + Z411x1(nv')2v+ Z511x2nv'2nv 

(vv')v + Z3(bv')b + Z8,\1b(nv')nb · 

f. Z9,\2n(nv')b2+ Z10A3n(bv')nb] + b'r--atb + Z2u11v'2b 

+ Z5u11x3(nv')2b + Z1u11x4nv'2nb + (bv')v - (vv')b] ... 

The action (11) is connected with unrenormalized one (9) by the standart 

formula of the multiplicative renormalization: Sj(<I?,e) = SA(Zw<I?,eo), 

where Zw<I? = (Zv,v1, Zb,b1, Zvv, Zbl;>) are renormalizat.ion constants of 

the fields <I?. The renormalized parameters are related ~o the bare pa­
. rameters by relations 

2£z · 2a£z 9vO =. 9vµ gv, 9bO = 9bµ gb, Vo= vZv (12). 

uo = uZu, Xia=. XiZx;, ,\ia = ,\iZ>.;, 

s· 

and all renormalization constants depend on Zi as follows 

Zav = z-2z..c.1 1 ' 2 , Zab = z1
1 z:;2 Z3, Z~ = Z1, Zu = Z2Z1

1, 

Zx1 = Z4Z1
1, Zx2 = Z5Z11, Zx3 = z6z:;1, Zx4 = z,z:;1, 

Z>.m· = Zm+1Z3-1, m = 1,2,3, 

Zv = Zv' = 1, z -I 1/2 b = zb, = Z3 . (13) 

The RNG-functions (,8-functions, the anomalous dimensions of the 

fields 1'w and of the parameters 1'e) can be expressed in terms of renor~ 

malization constants Z: 

. 1'4> = Dµ ln Zw, "le = Dµ In Ze, (14) 

.Ba = D,,g, g = (gv, 9b, tt, XI, X2, \3, .\4, .X1, A2, ,\3) . 

Here D
1
, = /LO/ fJµlea denotes the derivative with respect to the pa­

rameter /l at fixed values of bare parameters eo. Later similar operation 

Dµ = /tO/oµle wiHbe used at fixed values of the rencirmalized para1~1ctcrs 

e. Using (12), (13), (14) one obtains: 

1 . 
1'v = 1'v' = 0, )b = -,'b1 = 21'3, 1'v = r'I• /3,, = u(i1 - 12), 

.Bav = 9v(-2E+2'Y1+1'2), ,89b=9b(-2rn+,1+2,2-,3), (15) 

.Bx1 = x1(,1 - ,'4), /3\2 = x2(1'1 - ,'5), 

.Bx3 = X3(,2 - ,'5), .Bx4 = X4(12 '----1',), 

/3>.m = Am(,'3-,'m+1), m=l,2,3. 

4. RNG calculations. Fixed points 

In this section the constants Zand RNG-functions ai·c calculated. \Ve use 

the minimum subtraction scheme [14], :Vhere the constants Z possess only 
E poles. The one-particle irreducible Green functions rv'v, rb'b and rv'b\, 

have been calculated by the standard Feynman diagrammatic technique. 

The calculations of th~ singular parts of the graphs give the following 
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. expressions for constants Zi: 

Zi = 1 - !(gvCJ + gbc;! ), j = 1, 2 .. 10. 
E a 

(16) 

The coefficients CJ, C} which depend on d, u, o:i, Xi, >.i are· given in Ap­

pendix IL RNG-functions ii = Dµ ln Zj can be determined from the rela­

tion ii= ('f:,
9 

/3989 ) ln Zi and then 

1i = 2(gvCJ + gbC}). (17) 

The final goal of RNG analysis is to establish the infrared asymptotic 

behaviour of the considered model. The Green functions Gil> of renor­

malized theory (11) satisfy the basic RNG equations which express the 

invariance of the unrenormalized theory with respect to the scale setting 

parameter µ: 

[ D, + ~ /3,8, - 7,D, + ')'l,N1, + ')'l,•Nw l c• = O; (18) 

where Nb, Nb, denote the numbers of the external lines of the fields b, 

b1 (let us remind that the anomalous dimensions ,v, ,~ of fields v, v' 

vanish). Formally the asymptotic behaviour of the Green functions may 

be inferred finding the fixed points g*, which are the solutions of the 

equations f39 (g*) = 0. A set of ten algebra:ic equations with free param­

eters a, O:j, j = 1, 2, 3, 4 is obtained from (15). In the case of O:j = 0 it 

yields to the fixed points of the isotropic MHD [10]. The fixed points g* 

are infrared stable, if the matrix O = f 19• is positively definite. Two 

infrared stable fixed points are known - the kinetic and magnetic. The 

first of them represents the Kolmogorov critical regime. It is clear that 

the fixed points of anisotropic MHD for small anisotropy are close to 

isotropic MHD fixed points. 

The anisotropic kinetic fixed point corresponds to two zero charges 

gi, = X4* = 0. The other charges are given by equations 

* 2E 
11* = 12* = /II = 3 l 

IO 

(19) 

#) 

1'i+3 * = 1'1 *, * * 1'i+7 = 1'3 , j = 1,2,3. 

where,* = 1 (g*) . 
In this fixed point it results in 

* u 1.3930 -0.0019 0.1109 

9v 0.1595 -0.0556 0.0503 . 
9b 0 ' 0 0 

Xi 0 0.1429 0.3571 

· ·I x2 ,o -0.1714 o.3714 I (20) = +0:1 '+ 0:2 
· X3 0 0.0121 0.4896 ' 

X4 0 ·o 0 

>-1 0 -1.4667 0.0573 

>.2 0 2.3087 - 0.5484 

)..3 0 -1:4666· 0.0573 

where 9v = 9v / E. 
The corresponding 0- matrix on the diagonalized form is 

. . . . 

0 = Ediag(l.0547, 2, 2(1.1595_:_a), 0.7778=ri0.3685, 0.5890, (21) 

0.8218, 0.1013, -0.1857, -1.0141). 
't ... ""' 

In anisotropic magnetic fixed point another two charges are equal to 

zero, 9v * = u* = 0. The remaining charges could be found from equations 

11* + 212* - 13* = 2aE (22) 

* . * * 14 =:= 15 = 11, 
'* * * ' * * : 16 = 17 = 12, 1m+7 = 13 ,· m = 1, 2, 3. 

In this fixed poii'i.t for u* :;; 0 the equality /3>.i = /3>.3 holds, the~efore one 
, , j • ,I •, , , , , 

of the· charges becomes free (we choose >.3 ) and for th_e remaining ones 
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it yields 

* u 0 0 ,0 0 
gv 0 0 0 0 
9b 1 0.229 0.081 -0.304 

Xl 0 0.121 0.368 -0.571 

X2 = 0 +a-3 -0.146 + Q'4 -0.285 + >.3 0.787 

X3 0 . 0.826 0.117 -0.475 

X4 0 . -0.189 0.611 0.516 
>-1 0 -0.146 , 0.285 0.212 

>-2 0 -0.095 -0.249 -0.297 

(23) 
where 9h = gb /aE; 

The diagonalized matrix in the magnetic regime is given by the rela-
tion 

0 = aEdiag(4, 2(4 -1/a), 2, 12.3749,. (24) 

-4.0189 =f i3.7460, 2.1701 =f= i2.4401, 4.5369, 0). 

5. Solutions of RNG equations 

As it follows from relations (21),(24), 0- matrix eigenvalues with neg­

ative real parts are in .both kinetic and magnetic regimes. This usually 

~eans that these fixed pointsare unstable. Nevertheless if in theory with 

many charges some of them are equal to zero then the Gre_en functions 

may depend on such products of charges which eliminate the instability. 

In other words, a transformed set of charges, in which the fixed point is 
stable, can be found. 

Let us consider the kinetic fixed point. We will examine as an ex­

ample the pair equal-time correlation functions Gv(k) = (I v(k) 12) , 

Gh(k) = (I b(k) 12) with traced indices, which define .the spectrum of 

12 
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{ 

kinetic and magnetic energy Ev,h(k) =27rk2Gv,h(k). Eqtiation (18) 'for 

these quantit~es taking into account (15) is in the form 

(Dµ + L)3gf)g - ,1Dv)Gv = 0, 
g 

(Dµ + Lf3gf)g - ?(1Dv + ,3)Gb = 0. 
g 

(25) 

(26) 

Correlation functions·cv,b can be expressed in renormalized variables and 

expanded into a series of 9v, 9b· The lowest order terms coincide with the 

corresponding propagator ( 44) . changing 

Vo --+ v, uo --+ u, 9vo. --+ 9v{t2C, .%0. --+ 9b{t2a<, and, tracing indices. 
Hence 

cv 

Gb 

= ~µ2'k2
-

2
'-dv

2
gvu { [1 + {n-1 - X1)(~~)2] (d·.:_ 1). ' 

+ (n-2 - :\'.2)(1 - (\~)2)} + ... = v\t2<1;,2-2,-dRv,. 

= ~{l2a,k2-2~,--dv2gb1l { [1 + (a-3 - ,\3) (\~.)2l (d - 1) 

+ (a-4 - X4)(1 - (\~)
2

)} + · · · = l/2µ 2<1'//-2m-dRl,, 

(27) 

· {28) 

where the dots indicate higher order contributions of 9v, gi, and Rv:b( s; g) 

are .functions of dimensionless arguments g,. s = k/{t . Substituting 

(27),(28) into equations (25),(26) one obtains 

( 2, - D.+ ~/J,8, - 27,) fl"= 0, (29) 

( 2a, 7 D, + ~/J,8, - 271 + 7,) R" = 0. (30) 

The invariant charges !J;(s,g) are introduced as solutions of equations 

Ds!J;=/3;(g), !J;(l,g)=g;. (31) 
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The.solution of equations (29),(30) for known_RNG functions Jh(s,g) can 

be written in the form 

where 

Rv(s, g) = s2fw1
2 Rv(l, g(s)), 

Rb(s,g) = s2afW12W3Rb(l,g(s))' 

(32) 

(33) 

[1s ds' ] 
Wj(s, g) = exp 

1 7 ,j (g(s')) . (3~) 

The, relations (32),(33),(34) are the' main results of RNG approach; which 

enable to find the asymptotic behaviour of the Green functions for s ·..:..+ 0 . 

The calculation of the functions Rv,b using the perturbation theory gives 

an expansion over the dimensionless parameters s-2lgv, s-2al9b, which 

tend to infin!tY, if:s:_-;+ 0. The RNG equation shows that the powers s-
2
, 

form combinatio'ns 'of g(s) with simple asymptotic behaviour g(s) --+ g* 

for, s--+ 0. 
Notice that the approach of s --+ 0 cannot be taken literally. Indeed, 

in the developed turbulence the inertial interval is limited by an. infrared 

cutoff kmin = L-1, where L is the external scale of turbulence. So, the 

minimu~ value of sis equal to kmin/ µ ~ (Re )-3
/
4 (Re being the Reynolds 

number) because the µ-1 is of the same order as the dissipation length l, 

which is connected with L by relation, l= Re-:-314L. Therefore the maxi­

mum: values of expansion parameters s-2fgv and s-2afgb are approximately 

equal to (Re )3£/2 and (Re )3af/2, respectively. 
Near the fixed point g* the invariant charges behave like g(s) = g* + 

1 
8g(s). The linearized equations for.89 in form of Ds89i = OijD9j are 

obtained from (31). They have the solution 

8- . L. n-g . = ·· C··S 1 

' •J ' 
(35) . 

j 

~hJi-e·:cii denotbs ·matrix which diagona1izes 0-matrix , I:j is the sum 

oY,er the all eigenvalue~ Oj of 0-. matrix. If all ?f them are positive then 

8gi( s) --+ 0 and !Ji( s) --+ g; ifs --+ 0 and the fixed point is stable. 

:J4 

l~I 

Firstly, the isotropic case with all positive Oj is considered'. The 

asymptotic form of the expression (34) for s ~ 0 is determined by s~all 
s': 

(1
8
di 1 ) • \J!i(s) = exp 

1 
-;, [,j + (,j{g(s )) - ,j)] = Ajs-Y;, 

where 

{ 
[

1 
ds' } Ai= exp - Jo -;, [,i(g(s')) - ,j] . 

The s~1bstitution of (36) into (32),(33) gives 

Rv(s,g) ~ s2£-2-YiA12Rv(l,g*), 

Rb(s,g) ~ s2a£-2ri+r3A12A3Rb((g*). 

It follows from (27),(28) that av, ab are of the form 

av= v2µ4f/3k2-d-4£/3A1-2Rv(l,g*) 

ab= v~µ4f/3--y3k2-d-4f/3+-y3A1-2A3Rh(l,g*). 

(36) 

(37) 

(38) 

(39) 

For E = 2 and d = 3 the Kolmogorov spectrum of the kinetic energy 

E'f ~ k-5/ 3 holds. One can see from (28) for the magnetic energy spec­

trum that in the lowest order Rb(l, g*) ~ gi, = 0. The structure of the 

vertices in action (11) maintain this property in all orders of perturba­

tion theory. To obtain a nontrivial result Rb(l,g(s)) is t_o be considered 

instead of Rh(l, g*) and the asymptotic formula (35) should be used. It 

gives Rb(l,g(s)) ~ 9b(s) ~ 8gb(s) = s1106
, where 

0gb = -2aE + ,r + 2,; - ,; = 21:(l - a) - ,; . (40) 

Thus the spectrum of magnetic energy is in the form Eb ~ k4-d+2f(l-a)-4f/3 

as it has been obtained earlier [9]. For E = 2, a= 1 it coincides with the 

Kolmogorov spectrum. These results for exponents of kiiietic and mag­

netic energy spectrum are exact and do not include the usual corrections 

~ E2, €3 .. ·. 
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Our attempt shows that it is more convenient to use' the rescaled 

magnetic field b = b/ .jgi; than b. Then the quantity Gb =Gbj 9b is 

finite for s __; 0. Using (29) for Rb = Rb/ 9b one obtains: 

(
2aE - Ds + {3gb + L {3/Jg - 2-n + 1'3) 'Rb = 0. 

9b g 

Substitution of f3aJ 9b from (15) results in 

(-D, + ~/Jg8g + 272 - 7,) jib= 0. 

The solution of this equation is of the form 

-b 2 -1 -b -R (s) = '112'111_ R (1,g(s)). (41) 

,To calculate _Rb(l,g(s)) it is necessary to rewrite the action (11) in terms 

of band b'= b' ..,!gt, <I>= (v, b, v', b'). It yields. 

S~(<I>) ~ t [gvµ2£v3uv'Dvvv' + µ2a£v3u2b'Dbbf,'] +v' [-8iv 

+ Z1v'v2v + Z4VX1(nV)2v + Z5vx2n'v2nv - (v'v)v 

+ Z3~b(b'v)b + Zsgb.X1b(n'v)nb + Z99hA2n(nV)b2 (42) 

+ Z109hA3n(bV)nb] + b' [-aib + Z2uv'v
2
_b 

+ Z5uvx3(n'v)2b + Z1uvx4n'v2nb + (b'v)v - (v'v)b] . 

Now, the nonzero quantity .Rb(l, g*) can be calculated in perturba­

tion theory with action (42) (without anisotropic terms). The vertex 

v'(bV)b, related to Lorentz force (b'v)b asymptotically for s - 0 does 

not contribute and may be neglected. Thus the magnetic field does not 

influence the velocity field dynamics and behaves like a passive _admix­

ture. From (41) it follows that the magnetic spectrum Eb preserves the 

previous form. , 

In the anisotropic case among the eigenvalues (21) of the 0- matrix 

there are two negative values. From the O - matrix structure one can 
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prove that the negative eigenvalues contribute only to 8gi = 8>.i (i=l,2,3) 
in (35). The main singular part of these charges increases as s-l.Ol41£ for 

s ~ 0. HowJver they '.ire included ii( action ( 42): with the fuultiplier 9b· 

Hence the, asymptotic form of functions Rv ,b ( 1, g( s)) contains the prodhct 

of invariant charges 9b( s )>.i( s ), which is proportional to s<0 g1-:-LOl41£) = 

s(1.3o-2a)£. For a < 0.65 the exponent is positive and th~refore all >.­
vertexes vanish in infrared range. The same result is obtained if rescaled 

charges· .t = Ai9b with redefined ,6-functions 
: . . . I ; 

(3 -. = _\- (/3)..i + ,6gb) 
>., ' \ . , .. 

· Ai '9b 

and with corresponding fi-· matrix are. introduced. The minimum eigen­

value of o· ":'.hich de~nes the stability of the fixed 1point equals to O;n; .~ 
(1.30 - 2.a )E. _ Thusthe Lorentz forces becom~ infrareq impodant for 

a> 0.65 in anisotropic.case, whereas in isotropic .case they become im­

portant for a_ ; 1. rn: .It m,~ke; a significant diff~rence between isotr;~ic 
' ; .,., ,,, ' .- ,;_ , l •,•' 

and anisotropic MHD because ''physical". value a = .1 belongs to the· in~ 
, . ' ,· ! 

stability range of a in anisotropic MHD. 

The magnetic fixed point will briefly be investigated~ The invarian:t 
,., ' ' .. • ~ '/ 

charges g(s) an~ u(s) tend now to zero as 9v ~ s0 u. ·, u ~ s0
u (Oav = 

2E( 4a, - 1); Ou = 4w, see ( 24)). This fact complicates the . analysis of 

functions Rv,b(l, g( s)); because u occurs in denominator~ of perturbation' 

series. In, this case it is convenient to introduce rescaled fields b = b/ ..,ju, 
V == v/u, b' = b'..,/u, v' = vi, <I>= (v,b, v', b'.) and time i = ut. Taking 

into account the integration over. the time then in new variables action 

(11) looks like 

S~(<I>) =. t[gvµ,2£v~_v'Dn~I t 9bµ 2a£v~b'Dbb£J + v' [-UO£V 

+ Z1v'v2v;+ Z4VX1(n'v)2v + Zsvx2n'v2nv ('43) 

u (v'v)v + Z3(b'v)b + Zs.X1b(n'v)nb+ +Z9.X2n(nV)b2 

+ Z10.X3ri(b v)i:ib] + f>'' [-aif> + z2·vv2£ 
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+ Z6VX3(nV:)2h+ Z1vx4nv'2nb + (bv')v-,- (vv')b] . 

itfoHows fro~ (30),(l._5) .t?-a! the functi~n _kb-~ IJ,h/~ satisfies the equa-

tion 

(2a~~n.+ "jifl,a, ~?1-1, + ;,) R" :o, 
; j ) ,. • ' ,9 ,' .·\' . 

.1: 

which has the solution 
,· :··. J' ... 

_kv,b( s, g) = S2afir, 1 -lir,2 -l ir,3_kv,b(f, g( S )) ,'.::::'. Ji'l -1 A2 -1 A3s 12*_kv,b(l, g*)', 

where the relation (22) h~s ,been used.' The quantities _kv,h(l, g*) may 

oe calculated in perturbation theory with action (43). Having in mind 

that'')'2* = 0 for d = 3, the spectrum of magnetic energy is' in the foim 

Eb ~ k1- 20c .' This result has been obtained fo; isotropic c~se 'in [9]. · 
.·· In the anisotropic case 0- matrix has some eig~nvaltles with negative 

real part·· (24). · It leads to an increasing anisotropic part· of invari~nt 

charges. Action ( 43) implies that th.is increase is nbt compensated with 
decreasing charg~s 9v ( s), u( s) for s ~ 0. . . . - . 

6. ·· · Conclusions 

Usingthe·RNG approach it has been shown.that small anisotropic terms 

(~ ai)'in the 'random forces two-point correlators play the role -of cor­

_rections in 'the kinetic regime only for a < 0.65:. fa the interval 0.65 < 
a< Lf6 these anisotropic forces give corrections only at strongly limited 

values of their amplitude: CYj ~ · s~f;l,30)f, where Smin ~ Re"-314. For 

the magnetic regime the same situation occurs when a > :l/4 and the 

restriction is CYj ~ s';;.~!a~. In case. of the fully developed turbulence the 

relation Re'~ l impliei ~min << 1. A qiiantitati~e 'an'alysis is requir~d to 

find ·more precise restrictions. on ~- •ff the restrictions are not satisfied 

the lineariza~ion in the anisotropic terms is not .valid even for CYj ~ l 

and 'they must be consider~d as relev~nt terms: Jn th~ kinetic regime 
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this relevancy is probably connec.ted only with Lorentz force terms since 

namely their increase for a -t 0.65 that leads to. the kinetic fixed point 
destabilizati'o~.' 

Therefore in MHD turbulence the critical regimes stability is sensitive 

to small departure from isotropy what i; quite a different case from usual 
turbulence [11, 12] 
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AppendiJ.C I: Evaluated propagators con~ 

taining anisotropy parameters 

The anisotropy is considered as a higher-order eff~ct in the. propagators, 
' ·, I •, 

which has in momentum - time (k, t) representation the following form: 

~i;' (k, t) 

~ l?b'(k t) 
,JS ' 

~;/(k, t) 
~;_:(k, t) 

exp(-vok2t)0(t) {[1 .:_ X1011o(kn)2t]Pjs '·' ;; 

X20Vok2tPj1n1nmP,ns) , 

= exp(-,1~uok2t)0(t) {[1 _. X3011a·uo(kn) 2t]Pjs 

'X40.vouok2tPj1n1nmP,ns) , 

~;;' (-k, -i), ~J;"(k, t) = ~YI" (-k, -t), 
1 . = -cgvova2uo exp( _;,vok2 jtl)k2-2(-d 
2 ' . 

( [ 
(kn) 2 

· · 2 · (kn) 2 ] 
X 1 + n1--;;z- - x10(l + Vok I t D-,;z- Pjs 

+ [a2 - x20(l + 11ok
2 If D] Pj1n1n111P,;,s), 
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~},!'(k, t) = !cgbovluo2 exp(-vouok21tl)A?---2ac-d 
2 -

( [ 
(kn)2 · · 2 (kn)2] 

x 1 + a3~ - X3o(l + vouok I t I)~ Pjs 

+ [a4- X4o(l,+ vouok2 It I)] Pj1n1nmPms), ··,. 

where 0(t) deno~es usual step function. The propagators ~}';' (k, t), 
~}_!>' (k, t) are retarded, and propagators ~}'/(k, t), ~};b(k; t) advanced. 

Appendix II: Cal~ulated coefficients ()J , Cj 
~~Gorning to Zj, 1i and (3j~ functions 

This section reviews constants CJ, Cj involved in expressions (16), (17). 

They were derived from divergent parts of the one particle irreducible 

fqnctions rv'_\ I'b'b a:qd rv'bb. 
Using definitions di= d + j, Uj = u + j it is s~raightforward to verify 

that: 

Cf = u [a1(dd3 + 2)+ a2d.:...2 - 2x1(d-1d4 + 7) 

+ x2(2 - 3d) + d4d_1dl / 4d4, 

C! = [a3(d2d4 - d5) + a4d5 + 2x3(d1 

d2d4) - X4d10 + d4d2d-1 - 2d4] / 4d4, 

~2 = [a1u1d1 + a2u1 :- x1d1u2 :-- x2u2 - X3ud1 - X4; + d2d-1u1]/2ui, 

c~ = [a3u1d-1 + CT4U1 - x1d-1 - X2 - X3(l + 2u)d-1 - X4(1 + 2u) 

A1U-1 + .X2(d-1'u1 - 2) - ,\3u1+ d2u1d_3] / 2ui, 

C3 = [2u1(a2 - a1 + 2x1 - 2x2 + X3 - X4) 

(,\1 + A2)d2u + 2,\3u - 2d4ui] / 2d4u1, 
b [ , . . 

C3 = . 2u1(a3 - CT4 - XI +x2 - 2x3 + 2x4) 

+ (,\1 + A2)d2(2u + 1) - 2,\3(2u + 1) + 2d4ui] / 2d4u1, 

C4 = u [ - 4a1d-2 + 2a2(d2d4d_4 + l0d4 - 12) + 4xi(3d - 2) 
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x2(3dd2d4 ~ 1_3d2d4 + 38d + 96)]/ Bx1d4, . . . 
b . . . ' . . . . . . . 

C4 = [ - 4a3d5 + 2a4{d4d2d-2 + 4) + 4x3d10 :---- x4(d2d4(3d - 5) - 6d) 
. . . . . . , 

+ 2,\1d4(d2d-1 "'7" 2)] / Bx1d4, . 

Cs = u. [ - 8~1d1 + 8a2d1 + 8x1(2d.+ 1-) 

- x2(d2d4·d_5 -t- 2.6d + 48)] ·1 Bx2d4; 
b • • 

C5 = [-:- 8~3 -_4a4d~ + 24x3 - x4(d2d4d_1 - lOd- 16) 

+ 2,\3d4(d2d_-1 ;- 2)] / 8x2d4, 

C6 = [ - 2~1u1 +~;u1(d~d-2 + 2) + 2x1u2 .•_ 

• - . 'x2u2(d2d_; + 2) + 2x3u '..... X4·ud] / 2;3ui, . 

cg = [ - 2a3u1 + a4u~(~2d.:.4 + 4)+ 2x1 +.x2d2+ 2X3(2u + 1) 

- X4(2u + l)(d2d-4 + 4),+.A1(dd2u1 :-- 2d2u2 + 2u1), 

cv 
7 

+ .X2(3d2u1 - dd2u1 + 2d - 4u - 6) - ,\3dui] I 2x:iui, 
i ·.. 2 . . 

- -u (4 + d2d_3) / 2u1, 

cf:= [ ,;_; 4a3U1 - 2a4Ul +·4x1 - x2( d2d_3 + 2) . 

+ 4x3(2u + 1) + 2x4(2u + 1) - 2,\1(2u + 3) 

2,\2u + ,\3u1(d2d-i :.,.. 4)] /2x4ui, 

C8 = . [4u1 (-2a1 - a2~2 + 4x1 + 2x2d2 + 2x3 + X4d2)+ . 

+ ·,\1(d2d4u :---- 2d4(3u + 2)+ Bu)+ A2u(d-2d4 + 8) 

c: 

e,v 
9 

4,\3ud2] / 1A1~4u1, . . . . . , .. 

[4u1(2a3 + a4d2 - 2x1 :._ x2d2 ~ 4X3 - 2x4d2) . 

- ,\1((d2d4 + 8)(2u + 1) - 2d4(6u + 5}) 

- ,\;(2u + l)(d-2d4 + 8) t '4,\3d2(2~ + 1)] / 4,\1d4u1, 

{[2u1[-2a1 + a2(dd4 + 2) + 4x1 - 2x2(dd4 + 2) + 2x3 

x4(dd4 + 2)'+ 2,\~(d2d4 - d,iu~ + 2u) + A2(d~1d2d4 

-· 2d4u + 4u) + 2,\3(dd4u1 +d4 + 2u)) / 2,\2d4u1, 

C~ = {2u1[2a3 - a4(dd4+ 2)_- 2x1 + x2(dd4 +.2) - 4x3 

+ 2x4(dd4 + 2)] + 2,\1(-d2d4 + 2d4_U1 - 4u - 2) + .A2(-d2d4d_1 

+ 2d2(2u + 1)) + 2,\3(-2d2d~ti1 + d3(4u + 3) + 1)) / 2,\2d4u1, 
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Ci'o = (4u1(-20:1 - o:2d2 + 4x1 +~x2d~·+ 2,x3 + X4di+ .)q,u(d_4d4 + 8) 

·+ A2ud~J°- '4,\;(il1d2 + 2)] / 4.\3d4~1, . · · · '• . ' . . 
b , • . , . , . . . 

C10 = [4u1(20:3 + o:4d2 - 2x1 - x2d2 _.:. 4X3 - 2x4d2) - >.1(2u + 1) 
• .: : .. ' ,•. 1, -·: • ', ,. ! 

x (d_4d4 + 8) - .-\2(2u + l)dd2 + 8.-\3(d2u1,+ 1)] / 4,\3d4u1. 
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~)KeM.sIH JI.I.I;. HAP· 
HeyCTOH'IHBOCTH .B Mr.!L-Typ6yJieHTHOCTH, 
reHepnpyeMhle CJia6o:u aHH30Tponne:u 

E17-93-429 

MeTOAOM peHopMaJIH3a:a;noHHOH rpynnhl HCCJieAyeTC.sI MOAeJih aHH30Tpon­
HOH MamnTOrHAPOAHHaMu11ecKo:u Typ6yJieHTHOCTH. IloKa3aHo, 11To Ma.n:a.s1 
aHH30TPOilH.sI YBeJIH'IHBaeT BJIH.sIHHe CHJihI JiopeH:a;a. 3TO IlOJIHOCThlO OTJIH'la­
eTC.sI OT H30TpOnHoro CJ1y11a.s1, rAe CHJia JiopeH:a;a He BJIH.sieT Ha KpynHOMaCmTa6-
Hhle CBOHCTBa Mr.!L-Typ6y JieHTHOCTH H MamHTHOe noJie BeAeT ce6.s1 KaK naccnB­
Ha.s1 rrpHMech B CJiy11a:uHOM noJie cKopocre:u. B aHH3oTponHo:u Mr,n fleJIHHe:uHo­
CTH reHepupyIOT MOAmtm:u;upoBaHHhle <<aHH30TPOilHhle CHJlhI JiopeH:a;a», 
KOTOphle npH onpeAeJieHHOH cpopMe BHenrnero MamHTHOro myMa BeAyT K He­
YCTO:Ul!HBOCTH o6bll!HOro KOJIMOropOBCKOro pe)KHMa, H MamHTHOe IlOJie 60Jihme 
He .sIBJI.sieTC.sI naCCHBHOH npHMeChIO. 

' Pa6oTa BhIIlMHeHa B Jia6opaTOpHH TeopeTH'leCKOH (pH3HKH 0115111. 

Coo6w.emte O01,e,1HHeHHOl'O HHCTHT)'Ta Sl,lepHblX HCCJie,IOBaHHM. fuoHa, 1993 

Adzhemyan L. Ts. et al. 
Instabilities in MHD Turbulence Generated 
by Weak Anisotropy' 

E17-93-429 

The model of anisotropic magnetohydrodynamic turbulence is investigated 
by a renormalization group approach. It is demonstrated that including of small 
anisotropy into the model leads to increasing of the Lorentz force influence. It 
is quite different from the isotropic case where the Lorentz force has no influence 
on large scale properties of magnetohydrodynamic turbulence and the magnetic 
field behaves like a passive admixture in random velocity field. In the anisotropic 
MHD, nonlinear interactions generate modified «anisotropic Lorentz forces» 
which lead to instability of known Kolmogorov regime for given external 
magnetic noise and the magnetic field does not behave as a passive admixture. 

The investigation has been performed at the Laboratory of Theoretical 
Physics, JINR. 
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