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I. Introduction 

The present article is based on an earlier_ one by 

Griffiths11 ~ The reason for returning to the Potts model 

there is twofold. First, we identify the symmetry of this 

colour group symmetry. Thus colour space groups12- 61are 

find the degeneracies of the respective Hamiltonian, being 

Schick and 

discussed 

mode1 111as 

needed to 

therefore 

groups of dynamical invariance. We would like to stress that this is 

a new field of application of the idea of colour space groups 

introduced earlier on purely geometrical grounds. Second, by applying 

a new method, discussed else~here17~ we find that the phase diagram 

corresponding to the present model deviates in part from· the one 

constructed in Ref.1. We also explicitly determine the invariance of 

the low symmetry phases which are once again given by nontrivial 

colour groups. Finally it is quite enlightening to compare our 

results to those that would be obtained by 

argumentation. 

standard Landau 

The material is organized as follows:in part II l~e focus our 

attention on the precise symmetries of the 

Hamiltonian
111

, while in part III we present the 

referred Potts 

results concerning 

the thermodinamical behaviour of the system under investigation. 

II. The Symmetry of the Hamiltonian111 

The usual q-state Potts model 181 is a generalization of .the 

Ising model. It represents an attractive or repulsive two-particle 

interaction between nearest neighbours. The particles (infinite in 

number> are situated on a certain lattice and each of them occupies 

one of q possible states. It is well known that the thermodynamics of 

such a system is equivalent to the one of a quantum mechanical model 

with Hamiltonian whose eigen states are into a one-to-one 

correspondence with the mentioned discrete "Potts" states. Therefore 

in what follows w~ res~rict ourselves to the quantum mechanical 

terminology. In this terms the Hamiltonian given by Schick and 

Griffiths is /l/ 

!Hn~t.ilh;ii; 1;1ih.li iiiiCT",!1'}'1 1 
filtl".~!l~IT. {1,:c.'1f..J;;itlll:'i$ · 
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Here K is the usual two-particle interaction constant and <ij> means 

sum over the nearest couple neighbours. The second term represents a 

three - particle interaction with constant L, the sum ranging over 

the nearest triple neighbours. The particles are situated in the high 

symmetry Wyckoff position (point group-. c
6

v=6mml of a two 

dimensional hexagonal lattice with- symmetry group G'.=p6m1t1. As q=3 the 

Hilbert space of the present three state model •·is an infinite tensor 
"l product of 3-dimensi•onal linear spaces. The operator Pi is a 

projection operator corresponding to the 1-th state of the ,i-th 

particle, 

P~= 
1 

. [1 E<3>eE<3>e ••• e o o]e ... '1=1. (2.) 

i-th plate 

To'simplify our considerations and -to focus on the essential 
A 

symmetries of H we impose the usual Born-Karman.conditions. Thus the 

system reduces'to a finite N-partlcle system with symmetry group 

G ~ G'/TN. As always TN is an•infinite subgroup of T, the invariant 

translat~on subgroup of G'; TN={<EIN111+N
2
12> IN

1
N

2
=N}is generated by 

T two sufficiently large (non collinear) translations belonging to 

and [T:TNJ=N. The group G is hot isomorphic to p6•• although it is 

essentially "the same 0
• To be 

G by p6••• having in mind 

short in what follows we shall denote 

that p61t1m -1:...i, G c SN , ker ¢=TN 

JGl=tG' :TNJ~12N. Even now when-the Hilbert space of the system is 

finite dimensional the symmetry group of the ~amiltonian (i.e. the 

set of operators that commute with it 191 > is.· infinite. This group 
~ 

GH' contains an infinite invariant subgrou~ U of unitary operators, 

diagonal in the basis of eigenvectors of H: It is. only the group 

GH=GH/U that is physically interesting and for .the 3-state Potts 

model GH is straight forwardly identified to be a subgroup -.of S3N" 
the The latter is the group of permutations'of 3N objects, which are 

3N eigenvectors of H. Note that "l 
Piare the projectors adapted to 

these vectors. 

Consider the group, 

w (§) SN = <S3 xs3 x ••• xS3 > @ sN· = s 3 @) ~N c s3N 

N 

2 

(3) 

! 
I 

€I 
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I 

In Eq. (3) we used the notation @ , which stands for a wreath 

produc;t
1101 

of the occurring groups. For the sake of simpl·icity 

hereafter we shall use the symbol Ac B for both the cases when A is 

a subgroup of Band when A is isomorphic to-a subgroup of B. 

The group W @ SN permut,es independently the states 

different one-particle spaces and also performs all 
into the 

possi_ble 

permutations of these spaces. Therefore the action of the group 
"l 

element on Pi is given by, 

"l ,._pi (ll 
(p1•····PNIP>Pi= pp(i) U pl U-1 

(p1•····PNIP> i (p1•····PNIP> 

p. e s 3 , i=1, ..• ,N ;p e SN; UC I >-the unitary operator 
1 P 1 , ••• ,pN P 

corresponding to <p 1,---~PNlp>. (4) 

As a consequence of Eq. (4) we obtain that, 

(p1,--•,PNIP> (p1•···•Pr,ilP' )=(pp, (i)pt•···,Pp, (k)Pr,ilPP') 

where p' Ci >=1 , ••• , p' Ck)=N • (5) 

Equation(5) is exactl_y the multiplication law of a wreath product/lO/ 

and clarifies the meaning of Eq. (3). 

In what follows we shall be interested in GH - a subgroup of 

W@ SN that leaves H invariant. The m!in reason is that W@ SN acts 

transitively on the eigenvectors of H. Thus.even though GH c GH 

the decomposition of the Hilbert space into GH-invariant subspaces 

should coincide with its decomposition_~into GH-invariant subspaces. 

These arguments and the definition of H <cf.Eq. C1ll immediately imply 

that, 

GH c W @ G c W @ SN • (6) 

Thus GH, the group of essential invariance of H, being a subgroup of 

W (§) G is therefore a P- or W-type colour group in the terminology of 

Refs 2-3. 

For arbitrary values of the interaction constants (Kand L) it 

is als~ easy to conclude from Eq. (1) that, 

GH <tS
3

xS
3

x ••• xS
3

J) (§) G c W@ G 

N 

3 

s
3

@) G, 



wher:.e [S3xs3 x.:.~xS3 J 

N ' 

diag <S3xs3 }: ••• xs3 >=«p,p,-,.,p) I.PE s
3

}. 

N N (7) 

Therefore, 

GH = S3 x G • (8) 

To proceed further, following Ref.1, we decompose the lattice 

into 3 sublattices A, Band C respect{vely. On figure 1 A ·is denoted 

by 0 , B - by • , and C by X Clearly the symmetry group of 

G = p6.-1m sublattice A - GA, has a point group identical to that of 

and a translation group with enlarged minimal translation 

They might be chosen to be, 

vectors. 

t' =t -t 
1 1 2 t'=t +2t 

2 1 2 (9) 

We find the structure of GA and fix the coset representatives of G 

with respect to GA, 

GA= p'6•• c p6•• G • 

G =GAU <Elt1>GA U <El2tl)GA 

Bypassing we note th.at, 

GB 

and 

-1 
g2GAg2 ' GC 

-1 
g3GAg3 

GAU g2GA U g3GA. (10) 

~An GB n Ge= 6 ABC < 11) 

The groups GB and GC are the invariance groups of the sublattices B 

and C respectively. <On figure 1 the . elementary eel). s of 

lattices are shown.> The group GA,B,C is an invariant subgroup 

which is a stabilizer of the three sublattices. 

G = G U g G G - • - < f A ABC O ABC, ABC - P ~l• c • Ref.11) • (12) 

We chose, 

g
0

=<m' jO>, m'=<x,2x> <see figure 1). < 13) 

these 

of G 

The order of the multiples s
3 

in W could be adapted to the 

decomposition of G with respect to GA (cf. Eq. (10)). Indeed each of 

the mentioned factors S~ corresponds to one lattice site. The sites 
j 

might be labeled by the different translantions in G. Finally we 

separate the factors in three groups corresponding.to the sublattices 

4 

.) 

! 
i 

I 

} 
I 

> 
l. 
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A, Band C. Thus we construct the group W', 

W'~ ([S3 xS
3

x ••• xS
3

Jx[S
3

xs3 x ••• xS3 Jx[S3 xs3 x ••• xS3 J) c W 

N/3 N/3 N/3 

W' = s
3

xs
3
xs

3 
<14) 

A 

The fact that the Hamiltonian H demonstrates interactions 

between particles belonging to different sublattices is a hint that 

GH c W' @ G c W@ G. This conjecture agrees with Eq. <B>, that gives 

GH for the "general position" in the. <K, L> space. Let's define M as, 

M=~K+L. 
2 

In Ref.I it was noticed 

(15) 

that when M=0 the symmetry group of H 
M=0 

spontaneously rises to GH To see what is this group we proceed as 

follows. We decompose the lattice into triangles as shown on figure 

2. Each site belongs to only one triangle and in each triangle there 

is only one site from the sublattices A, B or C. Therefore the sites 

might be labeled by iACiB, iC>, where i is the label of i-th the 

triangle: Clearly this decomposition is invariant under the group 

GABC" As [G:GABCJ = 6, there are six such decompositions. The 

remaining five ones could be obtained from the present decomposition 

applying the coset representatives of G with respect to GABC (cf. Eqs 

(10-13)). If we introduce an additional label s = 1, •• ,6 then we 

obtain an unambiguous notation for every site in each of the six 

decompositions, namely isA(isB' isC). Now the Hamiltonian might 

rewritten in the form, 

H= 

-L 

or 

H 

6 3 

!. K 
2 ~1 ~ b1 [ "l "l 

pi Api B 
s s 

s 

6 3 

III 
s=l i 1=1 

s 

6 

L LHs 
s=l i 

s 

"1 "l "l 
Pi Api Bpi C' 

s s s 

5 

Al "l "l "l ] 
+ pi Bpi C + pi Cpi A -

s s s s 

< 16) 

(17) 

be 



where the meaning of Hs is obvious from Eqs (16,17). 

straight forward to __ find by direct calculation 
A 

invariance of Hs. For M=O this is, 

M=O 
W ={(p1,P1,P1>, <p1,P2,P3>, <p4,P5,P6> 

(p2,P2,P2>, <p1,P3,P2>, (p4,P6,p5) 

<p3,P3,P3>, (pi,P1,P3>;<P5,P4,P6> 

<p4,P4,P4>' (p3,P1,P2>' (p5,P6,p4l 

(p5,P5,P5>' <p2,P3,P1 > '- (p6,P4,P5l 

(p6,P6,p6)' (p3,P2• 11 1 l' (p6,P5,p4)} ' 

wM=O ~ c3 s s3. 

The isomorphism-is given by, 

s 3 ~ cs3xs3 xs3 J , 

It 

the 

c3 {e,a,a2} ~ {(p1,P1,P1>, <p1,P2,P3>, <.P1,P3,P2>} 

is already 

group of 

( 18) 

(19) 

while the automorphisms of c 3 required to define the semidirect 

product are, 

pi P2 P3 2 P4 2 P5 ~ p6 
<a> =<al =<a> =<a> =<a> =<a> =a 

2 pl 2 P2 2 P3 P4 P5 p6 2 
Ca ) =(a > =(a ) =<a> =(a) =(al =a (20) 

In Eqs (18-20) we used the shorthand notation, 

p 1=<1)(2)(3>,p2 =<123>,p3=<132>,p
4
=<12?,p

5
=C23l,p

6
=C13). (21) 

Having in mind the invariance of Hs we see that 

M=O M=O 
6H = , W @ 6 c W' @ 6 • (22) 

In Ref.1 6:=
0

was given through its generators. Now we found its 

structure explicitly. For the reader's convenience we represent the 

introduced group-subgroup relations on diagram 1~ 

6 

t\ -
\ 

w 

:Y 
.l; 
; ' 

S3N 
u 
W @SN 

u 

W@G 

u 

W' ® 6 

u 

(S3 xs3x ••• xS3 > @ SN 

N 

CS3>:S3x.~.xS3 ) @6 

·N 

CS3 xs3 xs
3

> @ 6 

s;@ SN 

s3 @G 

6:=0 = WM=O @ G wM=O ~ c3 @s3 

u 

GH s~ :< G ..., 

III. Thermodynamics of the Three State Potts Model 

diagram 1. 

The thermodynamical behaviour (phase transitions, critical 

phenomena) of a system with Hamiltonian H (cf. Eq.<1>> is described 

by the corresponding free energy F=F<T;K,L). The direct approach 

requires the calculation of 

F = -k T ln Sp [exp <-H(K,Ll/kTll. (23) 

Unfortunately even for the usual Potts model <L=O> this is only 

possible at the transition temperature
1121

• Therefore certain 

approximation technique should be applied. One 

possibilities in the present 

renormalization group1131 It 

case is 

was realized 

of 

the 

in 

the appropriate 

position space 

Ref.1. A second 

possibility is to find the generalized free energy <Landau-6inzburg­

Wilson Hamiltonian) employing a method we shall name hereafter the 

"inhomogeneous mean field"
17

• 14! The LGW - Hamiltonian might be 

studied following one of the standard procedures. One could extract 

the main (leading) degree of freedom performing thus 

approximation1151 or to take into.account the criiical 

by means of the usual renorm group approach1161 

_the Landau 

fluctuations 

-,. 
f An entirely phenomenological approach consists in applying the 

Landau theory of phase transitions1151starting with symmetrical 

7 



arguments only. Naturally thus one can not find any quantitative 

approximation for F=F<T;K,L), but nevertheless the possible· 

qualitative behaviours of the system could be predicted. A key 

question in this case would be, what is the "symmetry of the physical 

problem". The standard procedure requires the use of the crystal 

group and the transformation properties of some physical (tensor> 

field defined on localized site functions1171 • A better choice is to 
A /7/ 

use the full symmetry of the Hamiltonian H • The latter approach 

was partly realized in Ref.1. 

We shall present the results found using the inhomogeneous 

mean field technique. The LGW Hamiltonian obtained this way is 

studied further on by the Landau approximation. A comparison with the 

results of the standard Landau theory is also given. 

In order to construct the LGW - Hamiltonian it is convenient 
. A 

to pass to new operator variables in H, 

. "1 
Mi 

.;-;-- ;;1 
-2 ( i ;;~, 

1 
E <3> <l'J •••. 0 

1 

✓z 
1 

.;:;--
i-th place 

Hi " - r. <Pi + Pi l + r. Pi " EC3l•. ··• "'2 • •• ·2 2 •3' I 
0 ••• 

0 

1. 
--
-17:' 1 

---
/6 

2 
--
/6 

i-th place 

A3 1 "1 "2 A3 1 1 A 

M. = -- <P. + P. + P.l = --- E(3)0 ••• eE(3)<l'J ••• = -- E lhlllh h 3 3 · 3 

8 

'®· .. 

(24) 

' I/ 
I 
't r 
X 

J 
·l 
l, 
1., 

\(/ 
<- .. 

, I 
I 

\ I 

l; 

From Eq.1 we obtain, 

H= 

2 

!_ <K+ ~ L> 
2 3 I I Al 

M. 
1 

A.2 -1 ...... 1. 
Mi Mj Mk 

<iJ> 1=1 

Al ,,..2 "1 
Mi Mj Mk 

"l. 
Mj 

1 
--L I· 6✓.-;:' <i'Jk> 

"1 "1 "2 
Mi Mj Mk)+ cE 

<M~ 11~ 112 
1 J k 

(25) 

Here c is a constant and .the whole term_. cE is 

we 

physically 

insignificant. Using the methods developed in 

following LGW-Hamiltonian, 

R~f.7 obtain the 

2 

~<M> ½ (K+ ~ u I I Mi,1Mj,1 
<iJ>l=l 

1 
-L\ ~ L (Mi 2M. M 
6y 6 <iJk> • J,2 k,2 

N 

Mi,2MJ,1Mk,1 Mi,1MJ,2Mk,1 M. 1M. 1Mk 2 > + kT/3 
1,' ~, '· 

Lt <✓6Mi ,2+1)x 

i=l 

xln</6M. 2+1)+(- 3h_22 M. 1- /6_2 M. 2+1lln<- 3h22 M. 1- /6_26 M. 2+1)+ 
1, 1, 1, 1, 1., 

+( 3hM_ - ~M. + llln< 3h
2

2 ~-
1 

- /6.
2
6 M. 

2
+1) - NkTln3, 

2 1,1 2 1,2 1, 1, 

M = <M1,1•M1,2•···•Mi,l'Mi,2' 000 'MN,2) (26) 

In this equation M. 
1 

and M. 
2 

are classical variables that give the 
1, 1, -1 -2 

thermodynamical mean value of the operators Mi,' Mi. They could be 

viewed as Cartesian coordinates of the states of the i-th "classical 

particle", which is in fact by construction, a whole subsystem of 

particles171• The.function ~<M> is defined into a subset ~f the space 

of all variables M. Its domain resticted to the subspace 

<Mi,l , Mi, 2 > forms an equilateral triangle and is given on figure 

(co~pare with Eq.(24)). Equation (26) implies that i(M)=i<T;K,L,M> 

invariant under transformations in the space, M, performed by 

group s
3 

x G, a result that is a consequence of 
A/7/ 
H When M=O (cf. Eq(15)) the symmetry of 

G~=O=WM=O@ G. 

the invariance 

i(M) rises 

3 

is 

the 

of 

to 

Now the main degree of freedom which depends on both Kand Lis 

to be found. If we follow the standard procedure of Landau's 

9 



approximation1151 and take interest only in the second degree terms 

in ~(M) then we shall conclude that there are only two subspaces in M 

which are connected with phase transition5. The first of these is 

<M r,1' M r,2>, 
N 

M r,1=-¼- L Mi,I ,1=1,2. 
i=1 

This subspace is "the main one" when 

M r,I transform according the 

representation <irrep) of s
3 

x 6 

2 
K + 3 L > 0. 

two-dimensional 

Ex rt, where E 

(27) 

The variables 

irreducible 

is the two 

dimensional irrep of s
3

• The corresponding low symmetry phase is 

found by minimization and is a "ferromagnetic" one all "classical 

particles" simultaneously tend to one of the Potts states, say 1. The 

invariance group of this phase is, 

.6~ = (p1,6) U (ps,6) ~c2 x 6, 6~c 6H. (28) 

The decomposition of 6H with respect to 6~ is, 

F F F ~ 
6H = 61 u <P2lg1> 61 u <P2lgi> 61 , g1=<Elu> , (29) 

and therefore tnere are three domains. 

These 

The second subspace is <M K,l, M K, 2 , M K',l , MK' , 2 >, 
N 

M K,l= + L exp<-2niK) Mi,l , 1=1,2, 
i=1 

N 

MK' ,I= -¼- L exp(-2niK' > Mi,l 
i=1 

~ 1 1 
K = <~•~•O> (cf. Ref.18) 

.. + 1 1 

, 1=1,2 '· 

K' = 6 <~,--,.,-,O> _, ~ . 
(--1~ 2 

3 ·~·0) 

.. 

(30) 

variables are the principal ones 
2 ._, 

when· K + 3 L < O, and 

transform according the four dimensional irrep Ex Kl of s
3 

x 6. Now 

the low symmetry phase turns to be an "antiferromagnetic" one which 

means that each three nearest "classical particles" tend to three 

different Potts states111• This would mean that most of the particles 

on sublattice A are for example in state 1, the ones on B - in state 

2,,and those on C - in state 3. The invariance group of this phase 

is, 

IO 

AF 
6 123= 6 Aec u <P4lgo> 6 ABc u <P2lg2> 6 ABC u <Pslg2go> 6 Aec 

AF 
U (p3lg3> 6 ABC U (p61g3g0) 6 ABC' 6 123 c 6 H • 

The decomposition of 6H ~ith 

6 . . AF 
6H = U (p. lg1)6127 • 

i=1' 1 _, 

respect to 6~~3 is, 

which means that there are six antiferromagnetic states. 

(31) 

· (32) 

When M=O (EX rt) $<EX Kl) 

6 M=O /1/ ·1 . • d .bl H , wh1 e 1t s a re uc1 e 

is a six dimensional irrep of 

representation of s3 x 6. This 

situation corresponds to.Landau's case of phase transition with order 

parameter belonging to a reducible representation in a "point" of the 

phase diagram1151 • Now the ferromagnetic and the antiferromagnetic 

phases are with the ·same energy and occur as domains of the same 
M=O 

phase. Indeed the sub~roup of 6H , that preserves the 

antiferromagnetic phase discussed above is, 

M=O 
6 123 16 ) {(p 1 ,P 1 ,P1 ABC (p5,P6,P41 6 ABC)' 

<p2,Pz,P2lg26 Aec> , <P4,Ps,P6lg26 Aec>• 

(p3,P3,P3 lg36 ABC> , (p6,P4,P5 lg36 ABC>' 

<p4,P4,P4lgo6 Aec> <p1,Pz,P3lgo6 Aac>, 

<p5,P5,Pslg2go6 ABC>, <p2,P3,P11 9 2go6 Aec>~ 

(p6,P6,P6lg3go6 ABC>, <p3,P1,P21g3g06 ABC>} 

The first column is isomorphic to 6 and therefore, 

M=O 6
123 

~ 6 U b6 

The decomposition of 

= 6 s c
2

, b +--> 

M=O "" 6H with respect to 

(p5,P6,P4 lg1) 

M=O 
6123 is, 

·M=O 9 _: . M=O - . 
6H = U g.6123' g.=<p.,p.,p. lg1> ' i=l..6 

i=l 1. l l l 1 · 

~ 

(33) 

(34) 

g7=<p1,P3,P2lg1>, gs=<p2,P1,P3lg1>• g9=<p3,Pz,P1lg1> • <35> 

Obviously the coset representatives g., i=l, .. ,6, generate the six 
1 

antiferromagnetic domains, while the remaining ones generate the 

three ferromagnetic domains. 

All these considerations were made, as we pointed out, when it 

was taken for granted that the second degree terms are the leading 

ones. However when IK +~LI « ILi this is not the case and one 

II 
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should take into account the third degree terms. A 

shows that the results that we reached are valid 

careful analysis 
2 when K + 3 L = 0 

and L > 0. In the opposite direction in the <K,L> space: K + ~ L = O, 

L < 0 and in the region around it, however, neither the ferromagnetic 

nor the antiferromagnetic phases are stable. In other words the 

absolute minimum .is no longer in the subspaces • <M r, 1 >, or 

<M f, 1 ,M ~ , 1 >,1=1,2. It flows away to differ~nt degre~s of freedom, 

passing from one to another. Definitely in this situation a series of 

incommensurate phase transitions occurs, which is a new feature we 

notice on the phase digram. The latter is given on figure 4. All the 

phase transitions seem to be of first order, at least on this level 

of investigation. This is due to the presence of third order terms in 

~(M). It is quite possible however, that if one takes into account 

the critical fluctuations, then the transitions could turn to be 

second order ones as found in Ref.1. 

To compare the results of Ref.1 and the present paper we 

reproduce figure 4 in a new form on figure 5. Already in figure 4 

we used a second set of variables K =Kand M = M instead of Kand L - -
space, obtained (cf. Eq.(15)). On figure 5 a projective 

space CT,~,~> is plotted. In other words one point on 

from the 

the latter 

figure (~/T,~/Tl corresponds to a whole line (AT,A~,A~) on figure 4. 

The region IC of incommensurate phase transitions is not given in 

Ref.1. 

Finally we briefly review the results obtained using the 

standard phenomenological Landau theory. As we already mentioned they 

crucially depend on the symmetry of the free energy and the 

transformation properties of the order parameter. Using the natural 

transformation properties of M we conclude that the only commensurate 

phases in this problem could be related to the representations Exrl, 

ExKl and ExM1 of s
3

xG. <The definition of the representations rt, Kt 

and Mt of Gare given in Ref.18.l A lattice of subgroups - possible 

low symmetry phases, could also be obtained and naturally G~ and G~~3 
are two of these. The transitions should be first order ones as the 

symmetry does not exclude third order invariants. 

In the standard modification of Landau's theory we have to 

find what are the tensorial transformation properties of the order 

parameter with respect to G. Virtually the same results as those just 

quotated are obtained if we chose the representation rs of G for this 

purpose. The commensurate phases would then be related to the 

14-

·representations rs x r1, rs X Kl, rs x Mt of G. To find these 

"nat1:-1ral" transformation properties of the order 

and the determination of rs in particular is to 

guess than a result of a well defined proc~dure. 

parameter, however 

greater ·extent a. 

Thus we see that our results agree with the phenomenological 

theory but are less_general and instead of a variety of possibilities 

consist in particular facts. This concretization .; is not strange 

havin~ in mind that we used much more initial 

· Eq. (26)), than only the ·covariance properties of M. 
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Kou;ea ti.H., Ileea M.K·.· 
"Tpexu;aeTHaH" Mop;enb IloTTca c u;aeTHoii: 
rpynnoii: CHMMeTpHH 

El7-:-90-386 

IloKasaHo, qTo cu_MMeTpnH raMHJibTOHHaHa Tpexu;aeTHOJ1 Mo­
p;enn JToTTCa ·OITHCblB·aeT_CH HeTpHBHaJibHb!MH u;BeTHblMH rpynna:­
Mll W-Tnna. Ir ·P-Tnna /nogrpynnbl cnneTeHHH CHMMeTpnqecKOH 

rpynnbl S3 C KPHCTaJIJiorpaqmqeCKOH rpynnoii: CHMMeTpliH C~v/. 
BI npn6JIH)KeHHH · Heop;Ho'pop;Ho ro cpep;He ro noJIH ._ noc TpoeHhI cooT­
ae TcTBYIOll(He cpa30Bhie · ,o;narpaMMhI. Haii:,o;eHa HoaaH cepnH Heco­
H3MepHMbIX cpa30BblX nepeXO,IJ;OB. 

Pa6oTa BblITOJIHeHa B fla6opaTopm1· TeopeTnqecKoii: cpHSHKH , 

mun1 • 

. Coo6me1me' 06'LeAHHeHHoro HHCTHzyTa .RAepHLIX uccneAOBBHHH. )ly6aa 1990 ·· 

· Kotzev_J.N.; Peev. M.K. 
Three State Potts Model with, Colour 
Group Symmetry 

El?-90-386 

Nontrivial colour groups of W-type and P-type (sub-··· . 
/ groups of the_ writh product of S3 arid C~v) are found to 
requisite for describing·. the invariance of a three state 
Potts model. The corresponding phase diagram is construe-:: 
ted using the inhomogeneous mean field approximation. · 
A series of incommensurate phase transitions is newly 
found. 

~ The.investigation has been,performed at the Laboratory 
of Theoretical Physics, JINR • 

.. 
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