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I . INTRODUCTION 

Establishing the existence of non-translational-invariant 
Gibbs states describing sharp interfaces is an interesting and 
nontr i via l problem in the theory of phase transitions . It is 
known that the ferromagnetic Ising model in two dimensions has 
no such states / l • 21 , while for three and more dimensions the 
contrary is true 13.41. The absence of sharp interface in the 
two-dimensional I sing model is due to the existence of large 
fluctuations in the system, which make the two phases - when 
brought into contact - to spread one over the other on a thick-

L 1/ 2-'(. . f 1 h) 1 " ness _ L 1S the 1nter ace engt ,resu tlng 1n zero mag­
netization profile 1 1.5/ • On the other hand, the fluctuations 
cou l d destabilize the interface in the three-dimensiona l I sing 
model and a roughening trans i tion a t TR< Tc(a) has been conjec­
tured 16.71 • However, the onl y models for which a r oughening 
transition has been established rigorously are either SOS mo­
delslBl or models with a pinning potential of the sort studied 
by Abraham 19 / . Thus, thermal fluctuations play an extremely im­
portant r ole in the phase separat ion and it is well known that 
they are control led by the symmetry of t he Hamiltonian as well 
as the lattice di mension and the range of the potential. For 
systems with cont i nuous symmetry, the fluctuations are expected 
to increase and there is a phenomenological argument 1101 accord­
ing to which the interface should have a diverging width. We 
adress ourselves in this paper to disproving the existence of 
a sharp interface for isotropic D-vector mode l s and their sphe­
ri~al limit. In order to suppress the fluctuations and thus 
favour the localization of the interface, we considered interac­
tions of the Kac-Helfand type / ll / • Moreover, we try to pin t he 
in terface near one boundary, by lower i ng there the coupling as 
was done by Abraham /91 fo r the two- dimensional Ising model. 
Despite this, we found that fo r al l temperatures the interface 
is not localized even nearby the distorted boundary; its width 
is of an order of the thickness of the sample on the top and 
bottom of which we imposed "mixed" boundary condi tions. In 
this respect we have explici t ly calculated the magnetization 
profile taking full advantage of the simplification induced by 
the long range character of t he interactions. In t urn, the know­
l edge of the profile a llows obtaining the leading asymptotic 
term, as t he number of layers , M ... 00 , of the free energy shift 
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induced by t he mi xed boundary conditions relative t o the homo­ D-vector order parameters. In particul a r , t he y -0 limit of the 
geneous ones. It turns out t ha t this shift behaves as 8"2 .Y .l/ M2 free energy per spin and per spin-component exists by standard 
( instead of q. l /M in the presence of a shar p i nterface), a s is arguments /14 / and is given by the absolute minimum with respect 
phenomenologically expected /12 1 • Here 0 is t he angle between to Ii i = If! :{i (; RD l ~i~MI of the function: 
the spin on the uppe r and l ower boundaries. The coefficient Y 
i s the so-cal l ed helicity modulus . If one accept s the 0 _ 2 model 1 M 
as describing s upe r fluidity, Y is related to the super fluid J({3, I~I, t{ll - 2M "j: , Ilj ~I ~jdensity . In the models under consideration here we obtain Y (I. 3)
equal t o t he squared bulk magnetization . We would like to M u 

- (BM)-I :1:no t e tha t t he re sults obtained for the D-vector mode l ho l d 1 
1= 1 ~((3llj:, J'J 5) +~,II),

even i n t he spher ical limi t and have been previously announced 
in the l etter / lS / • As our method relies on establ ish ing a cer­
ta in isomo r phism (very likely hol ding only when long r ange in­ whe r e 
teractions are used ) between the magnet i zat i on prof ile of the 

-1 1/ 2 o-vector model and that of a liD-vectoria l s pherical mode l II ~(llxll) _ D log f dSexp[D •. S] (1. 4)

(which under appropriate limits becomes t hat cons idered i n /1S/ ), 
 Ils1l 2=D ­
there will in fact be no need to study separately the s pherica l 
limit. is the free energy of one spin in the external field Dl /2x ,and 

The iso t ropic D-vector model with Kac- Helfand i nteractions has the properties ( i) - (iv) listed in App.A. Taking into account 
can be described as fol l ows. Consider a slab consis ting of M that ~ has a linear behaviour at infinity (I~'I< 1) and that the 
cop ies of a r ectangular array ACZ d-1 of " spins"; the energy matrix J, Eq. (1. 2) , is strict l y positive definite, one conclu­
~f a configurat i on 1~lr (; RD: 1 1 ~ lr ll ·- O. r (;A, l Si S M I des t ha t t {~, I hl . · ) attains its mi nimum at a fi nite distance. 
1S taken as: Since :F i s an even func t ion, f(f3. I hi . · ) i s differ entiable on 

ROM, and hence its mlnl mum po i nts ar e among i t s s t ationary
(y) d-l M point s , i .e. , among t he so lu tions of the system:

J(M. A ((~ Il Y 
:1: p (y I r - r ' 1):1: Jij s S. ­_ ir _J r 2 r . r~GA l,j = 1 

MUM( I. 1 ) 

M 1/. 
 5I= 'J '({3 11 :1: Jlj ~j + h , 11).( :1: Jij~) + h i )( 11 . :1: J 'j ~ j + h , II , ( 1. 5)

j~l - - j~l - - J~! 1 _ ­- :1: :1: o ~ ,~ 'r rGA i= 1 1 ~ i ,J ~ M. 

The mi nimum point Ie- I is intimate l y related to t he magnetization1where p : Rd- .... Ri s a posi t ive def i n ite functi on such that prof ile. This first- part of t he paper (together with the lemma 
fp (x)dx= l , the scaling fact or y > 0 controls the interac tion on convex function in Append ix B, Part I I , which seems to be 
r ange, new , and t herefore of independent i nterest) develops the tech­

niques requ i red for solving Eq. ( 1.5). 
J'j cr 0lj + 011-) I,! i,j ~ 1..... M (,::: 2) ( 1 .2 ) 

and 0 112 ~i is a homogeneous magnet i c field act i ng on the i th 2. THE LAYER MAGNETIZATI ONS AND THE MINIMUM POINT 
layer. To descr i be the phase sepa ration, we shall eventua l ly 
t ake al l ~ i =0 but ~1 and h),( in terms of which we describe the We have seen in Sec . I that the model under consideration 
boundary condit i ons, Namefy, consider the spins in two extremal has a mean-field character and thus solving it r equires f inding
layer s, i zt. O and i=M+l.fixed along two different directions e 1 the absolute minimum of the function f ({3. I h I • . ) defined by
and ~2; moreover, allow a different coupling JO•1 < I a t one bo'lm­ Eq. (1.3 ) . We are however interested in the phase separation1

dary; then!! 1 = :To .l.!!1' 11M~ J M,M+l .!:.<lI1!.!1I = Jo.1' II!lMIl = 1). 

The model und er consideratlon i s the l imit as y '" 0 of the 
mode l defined by the Hamiltonian (J . I) i n the thermodynamic li ­
mit A-.oo, and it i s an inhomogeneous mean field model with M 

phenomenon, what requires studying the magnetization profile 
across the slab thickness . This is equivalent to the detailed 
characterization of t he point at which the absolute minimum of 
f is attained . To be mo r e precise, suppose ( ((3. 'In l. ·) attains 
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,<I h l)the absolute min imum at a unique point , where moreover 

the Hessian matr ix a2f l a{la aej/3 i s nons fng~lar ; then the layer 

magne tizations , at the giv en /3 and h : 


- lIg -I (M) 
!Ii lim lim <D IAI ~ S ,> \ 

y. o A .... 110 J1.r;;A ~t y , . 
(2. I) 

= - lim lim M V r (M) (f3. I h \) 

h y, A ­yH A~~ ­

are nothing but PI ='; ,(Ihll · « >~~ and r;j; denote res pective ly 
t he Gi bbs sta t e and lree energy defined by the Hamiltonian 
(1 . 1». Indeed , t he minimum is attained on a so lu t i on of the 

system (1 . 5). Since the Hessian ma tr ix is nonsingular, for all 

Ih 'l in a neighbourhood of I h I. the system (1. 5) ha s a unique 
solution '; (\h 'l) in the neighbourhood of '; (Jh \). which depends 
di ffe rent [ abl y on fb'l and is the uni que point of absolute mini­
mum o f r(f3.1 b 'I . · ). (for the latter fact . remark t hat t he minimum 
point is always in the compact II( II < I t i = 1, ... ~ MJ a s is 
seen fr om Eq . ( 1. 5» . Thus r(f3.Ih~l ~ ';(\h ' I )) is differentiab l e a t 
I~ ' I = I)! I . Rememberi ng tha t r~~A (~. Ib >] ) - are convex o f I~' I and 
converge fo r A ~~. n 0 to f( f3. [h 'I.'; (\h'l)). the assertion 
foll ows from Gr i ff ith's theorem / H/ . -­

In t he next proposition we s hal l exh ibit a convenient domain 
f or Ihl on which the s i t uat i on above takes place and s ui t ed for 
des c~ibing phase s epara tion. We start wi th a few defini tions. 
Let us f ix e (;; RD and def i ne : 

_T = _ x. _e > 0 I • e Ix G- RD: 
(2.2)

-lot M 
'll = II x I = (x ..... x ) \; T , ~ x,' e > 0 I 

e ... 1 ...M 8 i _ 1 - ~ 

where 1: stands for the closure of 1). For lb * ' = lh*, ... ,h* IG1J 

. h h*. e= 0 d e f ' - - 1 - M ,
Wl t ,we lne 

-1­

t.t 
e; . = IIhl: b ~ ~ a h* +a e. 1 < i< M. a . \;R. a. ~ O l. (2.3)

h ... ... t j= 1 ij-j 1- - - Ij 1 

Proposition 2. 1. Let lhl<;'ll, and f3>O be given. Then . the 
abso lu te minimum of f({l, -fhl,.) -; Eq. ( 1.3), is attained at one 
and only one point , ';(Ih l ) . - Moreover: 

(i) f(\~I) (;g)~ anl is the unique so l ution in T~ of Eq. ( 1.5); 
(ii) ';(\hl) -is differentiable on 'll,; 

( i ii ) nere exists lim';(\hl) for Ihl:; Ih o l. I~I (;&~on 'll!. 
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Proof . We proceed in several steps: 

a) The points of absolute minimum of r are in t~. 

b) Eq. (1.5) has in g)~ one and only one solution. 

c) The Hessian matrix of f is nondegene rat e at (~';(\hll . 


d) The existence of the limit in (iii). - - ­
a) For any IhI (; 'lit and I{I (; RDM one can write 

~ , - ~ ', + a, ~. 5, -~; + a i : • i = 1, .... M. (2 . 4) 
t.t 

where ~ ; · !-£ ; .~-=O;obviously at-?,O, 1::: i ~M and ~ a, > 0 
, - 1 

Let us denote by a , a C;; RM the vectors o f components a I' a res­
l 

pectively. Accordl'ngfy, f(f3. I~I. If I) can be written as: 

f(f3. I~I.I { I ) - K(I{, I) + g (l~ ' I , I~ ' I; a. a) . 

where 
M 

K (I'; 'I ) - (1 /2 M) ~ J .; , .; , 
- '.J - 1 'J - ' - j 

M M 
g(l h' 1. 1'; 'I ; a . a) - (112M) ~ J. a . a - (11M) ~ <I> (Ja + a ) . ) 

- 1.j = 1 Ij 1 j i= 1 t ... ... 1 

the functions ",,(.) being defined by: 

"' , (x) = f3-I'J (,B v' k ~ + .2). k . =lIlJ.;' +h 'l.II. l <i<M. ( 2.5)
1 ... ... 1 - ­

The set 1"',1 1 < , < M sati s fies the properties (i)-(iv) in App. A 
and hence the remma stated there can be applied to see that 
inf gOh'I.I( 'I : a .a ) is realized at one and only one point 
a - ... ... ­

~-(\.; 'I) > O. Considering now a point Ie I at which f (f3. I ~I • . ) 
attains t he abso l ute minimum, it is obvious thatinfg (lh 't,I,*' I;a. a) 

a - - - ­

is attained at a*, where f~*'1 ,fa* I represent the decomposi­
tion of I{OI. cf.- Eq. (2.4 ).- It foIlows that !!. > 0, i. e . I';·I \;~eM. 

b) We can restrict f rom now on the domain of al l the lunc-­
tions entering into Eq . (1.5) to f = I'; (; TM: '; ~ 11';.11 < 1 
1 < i < MI and define If;: f ~ RM by: _ ,!!'_I 

-1 ,, -1
If;i(~I)=f3I J ' ('; ,) 1(,. i = l ..... M. (2.6a) 

As for any solution'; of (1 .5 ), '; .= 'J ' (f3 I1(J (+h ) . II 
tem (1 .5) i s equiva reJt on f to: I - - 1 

, t he sys ­

[diaglf;(\';I) - J] '; _ h. (2 . 6b) 
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- - -

where diagy deno t es the Mx M diagonal ma trix 8 .. Yj . Now, if 
?:. G(ar ) > (3 -1 and thus y* (; ~. Accounting that by the de finit ion1('1 C;; f s a t i s fi es (2. 6b ) , the matrix [diag.p(l(~h - J) t rans­


f orms the strictly positive vector a* i nto the posi tive v ect or ofy', 1; ~ 2 = (j I(y .' ) ana i nvoki ng (2.7), it fo llows that y' sa­


a "'0, so it is a stric t l y pos itive definite matr ix (see, e. g. , t isfie s-
I 
(2. 12) .lBu t Th has onl y one stationary po int, ana 

- - !le i . .
ref. ) . Then, Eq. (2.6b) 1mpl1es: t he refore 1 ~* I <.;",- l ly· r . Fur ther we s hall consider ano t her so­

lut i on 1£",'1- and- note tha t nece s sar ily .p (I( "1) = y ' . Then 
1;,2 = [(diag.p(l('Il-J)-l h ) 2 i ~ 1. .... M. (2 .7) Eq. (2 .6b ) wi ll provide 1;** = (diag y· - J)=I~ -={' . -, - , 

c) The Hessian ma t rix of r a t 'the point I; c 1; 0 hI) is: 

In order t o prove that Eq . (2.6b) has e xactly one so l ution ~ 
in f, we shall try to find a change of variables under whi c h 
(2.6b) transforms into the extremum cond i tion f or a certain 
strictly c onvex different i able f unction. For this aim, define 
a: [0. 1 ) ~ R by : 

0 (x 2 ) _ (3 -1 ~ ,-I(x)/x (2.8) 

and r emark that 

.pI (1( 1) - 0((1
2 

), i- i •...• M. (2.9 ) 

Keep ing i n mind t he proper t ies o f ~ (see (i) -(iv) in App. A) . 
one can see that G is s trict l y increasing, continuous and t rans ­

1f orms [0, 1 ) onto [tJ - , eo), besides, G is differ entiab l e and 
(a - I )' > 0 on ({3 -I , _) . If H i s a p n ID1 t 1ve of a-I , it can b e 
defined on [~ -1.0CI) , where moreover i t i s s t ric t l y convex. Le t 
~ be the open convex set: 

1iJ = I y C;; RM: diag y -J > O. y . > f3- (2 . 10) , 

and T h: ~ ~ R be the following function : 

M -I M
T (y) c k (diagy - J) .. h h . + k H(y.) , (2 . 1 I) 

b - i .j= 1 lJ - i - J j = 1 1 

where Ih I ~ 'tI e ' As the mapp ing X.., X- 1is convex on the set of 
s t r ic t ly pos itive definite mat r ices / l71 and H i s strictly c on­
vex , T~ is str i ctly convex on ~. Hence t he system : 

aT ---oil. c a - I (y ) _ [(diagy _ J)- I h) 2 c O, i = 1.... . M ( 2. 12)
iJy. ; - j }, 

has a t most one so lut i on on ~. ) 

M 

M a2f/al;;~at;jv = J lj - l: J;p~; l ~' (f3~p)J pl + 


P = I 

( 2. 13) 

,. f3P ~ 1 JI P~;2(p~l;pv [rrl~~1 ~ '({3~p)- ~ "(f3~p»)Jpj' 

wher e ~ =(JI;+ h)p and ~ ~ II ~ II . The last t erm in t h e r .h.s. of 
Eq. (2: 13) defines a &atdi of the f orm JAJ, and since ~'(x)/x > 
> j= "(x) for x ~ 0 it c an be seen that A i s positive definite . 
It remains to check that the remaining part is str i ctly positi­
ve defin i te . But ~' ( f3~ )/~ = iN (1;) when ( = ~(1 h I) and, accoun ­
t ing t hat 0/1(1; (lh l)) > J ~ 0; ft -can be easily 's ee n tha t i ndeed 
t he f irst two terms i n (2 . 13) def i ne a str i ctly posi tive matrix. 
The proof of statement (ii) i n Prop. 2 . I is thus c ompleted. 

c) We shall begin by not i n g that 'Ill introdu ced in Eq. ( 2. 11 ) 
is well defined on T f or all Ib I C;; RMD . We shall deno te by T b 
it s l ower semicontinuous extension to ~ which is strictly con­
vex on ~ (i . e . , strictly convex on the set on whi ch T h is f i­
nite) and consequent l y it has on l y one point, r Oh !) . ... at which 
its absolute minimum i s attained. When fhl ... I h* I . - 'Ib -+ T.b* uni­
form l y on compacts i n ~ and we can apply the 1emma in App .B 
(see Part II ), t o see that y(lh i) . y (lh 'I). 

Let us conside r now Ib *1 ~ l(J - , h~ -: e : 0. 1 < i <M and let e 1' ·...e 
be an o rthonormal bas is -in th; su'b'space o f -RD gene r ated oy hi7p 
1S i <_M . If I ~ I C;; &b" ­

p 

h = h " t- a e h'= kh 'e a .> O. l < i < M. (2. 14 ) 
- i - I 1--1 - i 11"",1 ill- Il ,­

.. 
If mo r eover I h I C;; & C\ 'IJ • I. a . > O. Note also that p < M . As 

h' • i = 1 I ­

y(lhl) conver ges when Ih l .(b.l, I h lc.;~ . n'\J , every limit point
- - '!. .l~,of ~( ~ ) wi ll satis f y:­

Let 1(' 1 be a s olut ion of ( 2. 6b) and l e t y' =.p (II;' i) :; 1:. 
[ diagy(lh'l) - J )a' _ 0,Then y. 1s a stationary point of Tb . Ind e ed ,-we nave al re ady ( 2. 15) 

seen t hat [di ag.p (1(' 1) - J I > o.On the- o ther hand .p. 0 1;'1>- G(I;.'2 ) > 
1 ... 1 ­ [diagy(l h ' I) - JI (" ~ h ' l ~~ ':. p 

... I-' -I-' 
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-- --

and: 

Yi<l~* I)= O(a:2+er'2) . l~i'O.M . (2.16) 

p 
where h'" =-(h.'" : 1<i <M); er',. I ~"!' e ,a· realise the decom­

-IJ. 1/1 - - _ Jl.",,1 _IJl -Ii 

position (2 . 14) of eo. "hile e* ' =(e.*' : l <i <M) . 
The proof "i 11 be completeci1,y sfit"ing -tha-t Eqs. (2 . 15 ). 

(2.16) determine uniquely e* in terms of hO. 1£ [diag y(lh*!l-J]>O. 
then Eq. (2.15) provides uniquely ('" . if however this-matix 
has the zero eigenvalue (necessarily simple with normalized 
eigenvector v>O), th en p <M, and h* · v ""O. l</J.<p . Under these 

-~-
conditions, Eq . (2.15) shows that a"'''''T1v(TJ ~O) and ~'=A/J.V+~IL 
with u (u . v u 0) uniquely determined an-d linearly lndependent.

-jJ. -Il ­
To compute TJ and All' use is made of Eq . (2.16) written in the 
form: 

-1 2 P P P 2
G (y.(Ih*l))=(~ + :EA2)v 2+2 r A u v +:Eu l · 1 <i<M . (2. 17)

1 - p.= 1 /J. 1 Jl= 1 11 ill I ~=1 ~ - ­

p 
Summing over i and using u . v = 0 , one gets TJ2 + I A~ then 

-~ - Ii= 1 

Eq. ( 2 . 17 ) becomes a linear system of rank p, which determines 

).Jl, 1 ~JLSP. 
This completes the p roo f of Pr oposi t ion 2. I . 
I n conc lusion , it ha s been shown tha t whenever the layer 

magnetic fie l ds h . are all lying in a half- s pace (f i xed bye )-.the Gibbs sta te could be essentially determined. Calcula t ing 
the l ayer magnetizations m I when I ,! I~\ is equivalent to fin­
ding the unique solution 1n ~~ of the system (1 . 5). Moreover, 
it has been shown that whenever a cer tain l imiting procedure 
(closely resembling that through which the usual s pontaneous. 
magnetization is defined) is adopted , one can determine the 
magnetizations m. even when Ihl lies on the boundary of 1J e .The 
importance of this point stems from the fact that in t he Phase 
separa tion pr ob l em the case when Ib J G a\Je , more s pecifica l ly 
when ~1 and ~ M have oppos ite direct i ons .-while the othe r magne­
t ic fields are zero, has t o be consider ed. 

APPENDIX A. 

Let I¢>j :R ...R; i _ I ....•MI be a set of funct i ons, such that fo r 
all i = 1 .... . M the following conditions are fulfilled: 

(i ) <1>, (x) = <1> , (-x), <1>1 (R) C R+ . <1> , <; e3 (R); 
(ii) <I>.'(x»O for x>O ana lim<l>.'(x)= I; 

I x ... oa I 
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(iii) <I> ;'(x»O for every x <; R; 
(iv) <I> ':'(x) < Ofo r . > 0 . 


Let us do" define ~<I>: RM. R by : 


1 1 " ~<I> (x) = - (Jx. It) - {3 - r <I> «Jx + h) ) , (A. I ) - 2 - - 1-1 1 - - 1 

where J is an Mx M strict l y positive definite matrix, positive 
with r espect t o the componentwise orde r in R M (i .e., with po­
sitive entr i e s) and irreducible, while b t; RM, b ~O and h>O . 
Then: - - ­

Lemma. The absolute mini mum of ~<1> 0B RM is attained at one 
and only one po i nt x(¢) satisfying x(ct> > O. Mor e ov er , if 
l<ii i : i=l •...• MI is another_set of functions satisfy ing.... the condi ­
tions (i)-( i v) and <1>; > <I>\,' • 1= 1 •.•• M. then o£<l» >!. (<1» • 

Proof. Let <1>: R". JiM e defined by: 

<1>.I (x- ) = <1>:I ({3(Jx _ + h) t ). i "" 1 •.••• M.__ (A.2) 

Now, since J is strictly pos 1tlve definite and ~ I have linear 
behaviour at i nfinity (see (ii» , ~¢ attains its absolute mi­
nimum at least at one point, which shou ld be among the solutions 
of the system: V:l ~CP ii J~ -JTf(x}::O . But J- JT , and J-1 exi s t s, 
hence the sys t em-can be brought to the form: 

x ~ <I> (x) (A. 3) 

showing that the s t ationary poin ts of 5¢ are fixed points of~. 
The follo"i ng pr operties of 1! " i ll be needed: 

a ) p is increasing on RM (with r espect to t h e o rder in tro­
duced above); it s f i xed points ~ satisfy Ix i I < 1. 

b) If ~~p(.'9 (or !~'i::<':9 ) the sequence pon converges "hen 
D .....," to a fixed point of ,po 

c) There exists n suen that <l>0no!: !~~ ! '" Q) C {!!: !. > 9,1 . 
In particular, if x> O,x/:.O is a fixed pOlnt of ¢, x>O. 

d ) ¢ has one and o~li o;e fixed point in the set -lx :x>O,x~ O', 
namely- e _ lim <l>0n (0) . - - - - ­

n ... oa"" .... 

Properties a) , b) , c) follow easily by inspection . For d), 
account for $~ being strictly concave on x~ O to arrive at: 

<l>i (A~ >(1-A)~).?A<I>I(~)+(I-A)<I>,(~). i-l• ...• M (A.4) 

with at l east one strict inequality; here x,y> 0, xf. y, and 
).t;;;(O . l). If x,y are moreover fixed points Of ¢,""we know by 
c) tha t ~ ,t> ~ . -As ~ ..~. one can find 1.0 .';[0.11 - and an index 
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i o c; ll •...• Mi such t hat 

Z = AO! + (1 - 1.0) ! ~ 0 and Z -AO• + (1 - A )Y =0 . 
10 10 O 10 

With (A.4) we shall have </>{z) < z and </>{z)';' z • Property c) enabl ­
es us to find n such that- 4>00(;) > 0 ,- while a) leads to z 2: 
;, pon{~ > 0, whi ch contradicts z 10 _O. 

We are now prepared to prove the lemma. We begin by noting 

that if y is an arbitrary fixed point of ¢, t hen there exists 

a fixed point~> 0 such that iy,i S~; , 1 <I<M. Indeed , let y* be 

a vector of cOinponents Yi~ iY1i . The~ one has QSl:*SP<t*) 

(accoun t that ~~O). Hence by b), P n(t*)~~ monotonously in­

creasing, {. being a fixed point of 11; thus - ~on(y.,< {. Further 

let y be an arbitrary stationary point of ~(JI' Then : 

<r -I t.f 

J¢I{!)={3 ;;I01(Y1) ' (A.5) 


where 

O, (Y) = (y/ 2) ¢I:-I (y) - ¢I o¢l·-I(y) - P.. h y . (A.6)
1 I I 2 i 

which is strict l y decreasing for y > 0 and has the property 
G; (y) ~G;(iyp . Us i ng now (A.5) we hav~ 1¢1~»j'¢I <t*.»1¢1 (~.> , where 
~ "" lim ¢OD(y*) . Thus, the absolut e ml nlmum of S""<D 15 attalned 
- R-+oo .... -­

at t he only posit ive fixed point o f ¢ , ~ . 
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0 pa3AeneHHH ~a3 B CHCTeMax C HenpepWBHOH CHMHeTpHeH. 
HaoTponHaAD-aeKTOPHaA HOAenb c aaaHHOAeHCTBHAHH Ka~a-renb~aHAa 

HccneAYeTCA rpaHH~a pa3Aena ~a3 B H30TpOnHwxD-aeKTOPHWX HOAenAX C B3aH­
MOAeHCTBeH Ka~a-renb~aHAa npH KOHe4HWX 0 H B npeAene 0-+oo. ~eTanbHO H3y4aeT­
CA npo6neHa HHHHHH3a~HH, B03HHKa~aA B peweHHH HOAenH C rpaHH4HWHH YCnOBHA­
MH, o6ecne4Haa~HMH pa3AeneHHe ~a3. 

Pa6oTa awnonHeHa a na6opaTOPHH TeopeTH4ecKoH ~H3HKH OHRH. 

C~eHMe ~eAMHeHHOro MHCTMTyTa AAePHWX MccneAoaaHMH. AY6~ 

Angelescu N., Bundaru M •. , Costache G. 
On Phase Separation in Systems with Continuous Symmetry. 
The Isotropic D-Vector Model with Kac-Helfand Interactions 

The interface in the isotropic D-vector model and Its o ..... 
with Kac-Helfand interactions, is studied. Besides the general 
of the problem and results, the first part contains a detailed 
minimum problem one is faced with when solving the model under 
conditions needed to study the phase separation. 
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