


1. INTRODUCTION,

Early diagnostics of various disturbances and changes tak-
ing place inside or close to the reactor core gives the oppor-
tunity to avoid abnormal reactor operation and accidental situ-
ations. Reliability of a diagnostics system depends on the
proper choice both of the parameters being measured which
yield'the digital image of a reactor and the methods for its
analysis. Their sensitivity on the reactor operation changes
determines the quality of the system. - P

~ Earlier investigation of random processes 11,2,3/ taking pla-
ce in the IBR-2 reactor core, show that- the character of spect-
ral densities of energy pulse fluctuations (PSD) is tightly
coupled with the current reactor state. The combination.of PSD
and spectral densities of the main sources of reactivity fluc-
tuations e.g. the moving reflectors vibrations (RSD), can be
treated as an instant reactor noise image. Then the set of
subsequent ‘instances represents the history of the reactor
states for a given time period. Each of instances can be tre-
ated as a point in the N-dimensio?al Euclidean space. As is
shown earlier by Tou and Gonzales}4/‘and'Bargielfet al./>5/,
an ensemble of subsequent points reveals the clusters structu-
re. Assuming that each cluster includes points which :corres-
pond to similar reactor operation conditions, the abnormal
(anomalous) system behavior can be defined as an abrupt change
in the position of an instant cluster center, a change in its
shape or an initiation of a new cluster. The reason of an ab-.
normal behavior can be investigated by comparing the PSD clus-
ters with that obtained for other measured parameters.

The clustering methods and methods for clusters analysis
should yield correct detection of anomalies as early as pos-
sible. The clustering algorithm ISODATA used by Tou and Gon-
zalez/ 4/, Bargiel et a1./5/ and Weiss/®/ has several deficien-
cies which obliged .one to look for a better method. It gives
adequate results rather for-static than .dynamic systems and
needs several parameters which must be fitted to.various reac-
tor.operation conditions. Considering the "rigid" clusters
structure and difficulties to investigate it;‘the.new cluster
initiation -may be delayed. Moreover, the ISODATA algorithm. .
for more sophisticated cluster forms, gives wrong results ~

- {@bacarreuia BICTEYYY (
§ anepsuk wrcaesopauad é

L - VB My awsopmgp g



' (Weiss/6/and Gowda and Krishna/7/). In the folldwing chapter,'
the hardware and software systems for diagnostics of the ab-
normal reactor operation are described briefly. The hierarchi-
cal clustering method presented first by Gowda and Krishna

~ and impoved by Dzwinel and Pepyolyshev, and other pattern re-
cognition methods of clusters analysis have been applied.

In the next chapters the system application for the IBR-2 reac- .
tor diagnostics is presented and conclusions are reported.
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2. HARDWARE AND SOFTWARE SYSTEMS

The monitoring system presented in Fig.l has been developed

at the periodical fast pulsed reactor IBR-2 (Dubna). The system

is oriented to the reactor core diagnostics and moving reflec-

tors (PO) control. Concurrently with power fluctuations, three

(or five) signals connected with the characters of PO mechani-

cal vibrations are registered. The signals are detected by the

fission chambers placed in the center of the reactor core and

on the neutron beam, and other sensors. Two minicomputers

SM 1300.01 equipped with CAMAC-standard and IBM PC-386, connec-
‘ted by the PS-232c, are used to perform data storage and pre-

processing. The fluctuations of the parameters being measured

(e.g. power pulsed energy, positions of moving reflectors,

etc. )are passed with FFT transformation into the .corresponding

spectral densities. Each of them is treated as a point in the

257-dimensional Euclidean space. The space dimension is deter-
mined by the recorded number of the spectral densities des-

crete values. The -current data being sent by SM-1300.05 and

the data basis which includes the host of images registered
“well before, constitutes the main input for the software part

of the system. It is presented in Fig.2 and consists of two

main programs called MNN and PRR, respectively. In the data

preprocessing block the current data validity are checked. -~

If they are correct, then they are saved in the data base and

added' to the host of images. For the updated set of subsequent

spectral densities the most informative frequencies (features)

are selected.  Then the Euclidean distances (stored in an array)

between N dimensional point (spectral densities) are updated.. -,
- In the following step the clustering procedures are invoked. .

The mutual nearest neighborhood (MNN) algorithm.is exploited,

slightly modified in comparison with that proposed by Gowda R
and Krishna 7/, Unlike ISODATA algorithm, one parameter;:name-
~ ly the cut-off radius Rt is fitted only (number of neighbors
- in’ the original MNN method). If the point to point distance is
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Fig. 1. The hardware system for: signal preprocessing, data storage,,cgmmuni-
cation and data processing (HD - hard disks, FD - floppy disks, PR - line
printer,TERM - terminal. :

larger than R, , 'then they are placed' reliably in. different
clusters. The cut-off radius may ‘be chosen once only (e.g. on

‘the project stage of the system) and can be modified, if ne-

cessary. The MNN algorithm signals that a new cluster appears.
It recognizes the clusters having sophisticated structures
e.g. spherical, branched, "bridged" 'and others. Because, the
MNN algorithm is hierarchical, it enables one to-observe the -

 agglomerative process from start to finish. The computational.

efficiency of the MNN method allows real time reactor control.

" However, to obtain a more reliable system, several clustering
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: a}gorithms should be applied. That is why the ISODATA algo--
r1th? can be invoked optionally for comparison purposes and
static structure investigations. The cluster analysis results

i.e. clusters centers, compactness, distances between blusters;

time characteristics and other are displayed and stored.
The anomalous effects may be manifested by either abrupt

or continuous clusters shapes changes. As it is impossible to .

“observe such changes directly, and the cluster analysis gives

poor information about clusters shapes, another method appearS"‘

to be necessary. The PRR program represents. the bulk of data .
transformation from 257 - dimensional space to two (or three) -

W

e

'fluctuations . i.e.

dimensional one. In order to preserve the original clusters
structure, two algorithms have been elaborated/°/. The first
one is based on the Niemann technique 9/ and the second on
the simulated annealing method. For the comparison and analy-
sis purposes, a classical Karhunen-Loeve transformation is
implemented too, and may be optionally invoked. A two-dimen-
sional pattern can be observed on display. It considerably
enriches information about the N dimensional clusters struc-~
ture. The PRR and MNN programs supplement each other, although
they can be used independently too. They are written in
FORTRAN 77 and have the OLYMPUS/lo/ structure. The system has
been developed on IBM.PC:-386 (387, 20MHz, IMB) clone and com-
putations are performed using both NDP386 and "RMF. FORTRAN
compilers. In the next chapter some res@ltsquvthe’éystem ap-
plication to the IBR-2 reactor are reported:

3. THE SYSTEM APPLICATION

The IBR-2 reactor' operates in the 2MW average power regime.
The frequency of reactor pulses, and the sodium flow rate are
equal to: 5/sec and 903 /hour, respectively. The basic reactor
work time period from October 1987 to January 1990 (with a

mnew version of the main moving reflector) is considered and

measurements transformed into appropriate spectral densities
are treated as the host of images of subsequent reactor states.
The power spectral densities (PSD) and the spectral densities
of the moving reflectors vibrations (RSD) (i.e. the main (0PO)
and the additional ones (DP0)) and the spectral densities of
angle fluctuations between them, have been collected and pro-
cessed. The frequency interval (0.01-2.5) Hz.is sampled in

257 points. In Fig. 3 subsequent PSD’s are shown. In accordan-
ce with Bargiel et al. two main frequency subintervals can
be extracted. They correspond. to.the main ‘sources of power

‘the moving reflectors vibrations
(0.57-2.2) Hz and cooling flow noises (0.01-0.38) Hz/3/. In de-
pendence on the sort of fluctuations investigated, either the
whole frequency interval or an optional "window'" may be pro-

‘cessed. The former is considered here. -

After a first stage of processing, the PSD’s are distribu-

‘ted into clusters and the cluster -analysis is done: Up to now

six clusters have been obtained. The substructure of the
fourth cluster (see Fig. 4) is revealed using a PRR program.

‘The. clustering procedures fail to extract it because of the:

fact  that two subclusters'are”joiﬁed and create a‘ 'crescent:
roll" cluster shape (see Fig. 4). The analysis’ of RSD’shows
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: Fig. 3. The subsequent PSD noise images of IBR-2 reactor.

that the first four clusters formation and the substructure of

the fourth one are due to OPO and DPO vibrations, respectively. .

These clusters represent a normal reactor cperation. However,
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.Fig. 4. The clusters structyre which is obtained using the Niemann trans-
formation of the N-dimensional Euclidean space into a two dimensional
one. ' B

as is shown in Fig. 5 considerable changes in the fourth clus-
ter center position are observed. In Fig. 6 a time characte-
ristic is shown, which indicates the clusters (1,2,..., M -
where M is the number of clusters) each of subsequent PSD°s _
belongs to. The new clusters initiation is apparent. The fifth
one (which is not seen in Fig. 4), signals some changes in the
reactor state. However, the sixth one which is-extracted both
by the clustering procedures and the Niemann algorithm (see ‘
Fig. 4) corresponds to some new operation conditions. Since
the formation of these two clusters is not correlated with

RSD changes,” they can be treated as anomalous and require fur-
ther extra study. Additionally, the coefficients nj and n: ’
are calculated. They are defined as follows:
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Fig. 5. The clusters centers (solid lines) computed as mean spectral densi-

ties which belong to the same cluster, The (+-) dispersion is shown (dashed .

lines).
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M number of clusters) each of subsequent PSD’s belongs to. The new clusters
initiation is apparent.

2 2 - 2
My = (%po + odpo )/UQ
2 = g2

ﬂs = /UQ y

where 01 are dispersions of PSD (Q) RSD (opo, dpo, fi) and
"sodium noises' (S), where: ) ~

fcrit

o, = S 8§, (£) v (£)'df, i = (opo, dpo, fi, 5, Q)
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f - frequency, £ . = f /2 £ = 5Hz - sample frequency, S(f) -
spectral density, Y5 (f) - gamma coherency function between the
i-th process and Q. The 2 coefficients represent mechanical
(M) and "sodium noises" (S) contributions to the power 7 Vc-
- tuations d1spers1on As is shown earlier by Pepyolyshev

vnz v 20% and n2a60% for the normal reactor operat1on. However,
in the last measurements n decreases considerably, although
n? remains unchanged. The anomalous clusters formation and
‘nz changes show that some unrecognized power noise factor is
detected. The investigations were being carried out to find.
jt.' It is most likely that the anomalous effect corresponds

to mechanical vibrations of not only OPO and DPO moving ref-
lectors, but of the whole construction as well. However, the
derived contributions of anomalous effects to the power fluc-
" tuations are minute. According to estimated external reactivi-
“ty (K) fluctuations, which cause them, they do not exceed
2+10 ~6 AK/K. The oQ/Q, o, and g estimates show that.the
‘reactor exploitation character1st1cs are not influenced. Never-
theless, tendencies to changes in the clusters character. are
continually controlled.

4., CONCLUSIONS‘

Us1ng the system presented above for the IBR-2 reactor, one
may see that the method developed is rather effective for ear-
ly diagnostics of various disturbances and changes taking pla-
..ce inside or close to the reactor core. Anomalous effeo&s, ini-
. tiating accidental reactivity:disturbances on a 10 °-10 AK/K
level, are apparent. The pattern recognition algorithms here
i.e. a mutual nearest neighborhood algorithm and clusters vi-
sualization methods, supplement each other and constitute a
useful tool for reactor diagnostics. To obtain a more reliab-
le system a greater number of parameters should be measured
and several various clustering methods should be concurrently
used. The full automated reactor control is not accomplished .
yet. Up to now the process of data acquisition and cluster-
ing has been automated only. The clustering results described
earlier are displayed, however, their interpretation depends’
entirely on the human factor. In future the d1agnost1cs sys—
tem should evolve an automated experts system. :

The presented software system is fitted.to rather modest ‘com-
putational power, although noting stands on the way to use it
~in a relatively large data set processing. The computat1onal
t1me necessary for the full process1ng of three hundreds of -
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257~ d1men51ona1 vectors on IBM PC 386 is equal to 10 m1nutes
and increases as nlong (where n is the Space d1mens1on or the
number of ‘points). The method developed, can be used for moni-
toring the conditions of nuclear reactors of different types
and other complex systems, where the data can be represented
as set of packets of discrete values  (N-dimensional po1nts)
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