


1 Introduction

It is widely known that the Birkhoff-Gustavson normal form (BGNF) expansion
works effectively to study a behavior of nonlinear dynamical systems; the Hénon-
Heiles system and Toda linear chain (TLC) are often taken as typical examples (1]
to describe such an efficiency. ’

Since a core part of the BGNF expansion is made on the polynomial algebra
[2), it fits very well the symbolic computing on computers: For example, the syni-
bolic computing program named GITA realizes the algebraic procedure of converting
power-series Hamiltonians into their BGNF [3] with REDUCE 3.3 or later versions
of REDUCE.!.

One of the aims of this paper is to demonstrate how the normalization into
BGNF works around integrable systems. Althougl one might not think it necessary
to normalize the integrable Hamiltoniar systems, the normalization of integrable
systems is worth discussing especially inn the case where they admit the trajectories
tending to singularities; the truncated three-particle Toda linear chain (3-TLC) is
taken as an example to demonstrate how the normalization works in the integrable-
system case.

The other aim of this paper is to present a symbolic computationzl approach to an
‘inverse’ problem of normalization recently posed by one of the authors (YU) with
the aim of an application of quantum studies to certain BGNF systems (4, 5, 6].
The inverse problem reads as follows: ‘Identify a class of dynamical systems which
are reduced to the same BGNF up to a certain order’. To solve it, the symbolic
computing program named GITA™ has been proposed by the authors [7], which
will be reviewed in this paper together with an application to the regularized system
of planar hydrogen atom with the linear Stark effect (HLSE) [8]. It is shown that
a class of Liouville-type systems share the same BGNF with the regularized system
of HLSE.

The aim of this talk is also to review another symbolic computing program
named ANFER (Algorithm of Normal Form Expansion and Restoration) for the
inverse problem proposed by the authors (YU and SV) [9]. ANFER is expected to
work more effectively than GITA™' does from various points of view; less steps of
procedures, less memory expenses, and so on. The system of Hénon-Heiles type will
be taken as a very simple but intuitive example to show how ANFER restores the
Hénon-Heiles Hamiltonian from its BGNF expansion.

The contents of this paper are organized as follows. In Section 2, a brief reveiw
of the ordinary normalization problem is given. In Section 3, the structures of
GITA and GITA™! for the general n-degree-of-freedom case is presented briefly.
In Section 4, the direct problem of 3-TLC is discussed to show the normalization
is effective not only for non-integrable systems but also for integrable ones. In
Section 5, the run of the inverse problem of HLSE is demonstrated to show the way
to identify a class of Hamiltonian systems which share certain BGNF Hamiltonian

!The authors are trying to implement the same procedure with Maple V
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in common. In Section 6, the formulation of the inverse normalization problem
and algorithm of ANFER are presented. In Section 7 a simple test example of the
ANFER run is considered.

2 The Ordinary and Inverse Normalization Prob-
lems

In this Section, we review the ordinary problem of the BGNF expansion very bricfly
following [2]. Let (R™ x R™ df,) be the phase space endowed with the canonical
symplectic 2-form, df, = 37, dp; A dg;, where (g, p) are the Cartesian coordinates
of R* x R™. Let us consider the Hamiltonian system on (R” x R",d#,) which
admits a stable equilibrium point in a resonance of equal frequencies. Without loss
of generality, such an equilibrium point can be put at the origin of R™ x R", so that
around it the Hamiltonian H (g, p) of such a system is assumed to be expanded into
a power series,
H(q,p) = ;Z(pﬁ qj)+ZHkqp) 1)
=1

where Hy(g,p) (k = 3,4, - ) are homogeneous polynomials of degree & in (g, p).

The conversion of H into a BGNF power series is made as follows. Let us consider
a local canonical transformation, (g, p) — (£,7) around the origin of R x R™ which
is associated with a type-2 generating function [1],

1 (q,m) qug + ZWk (g,m), (20)
j=1 k=3

where W (q,1) (k = 3,4, ---) are homogeneous polynomials of degree & in (¢, 7). On
choosing W (g, n) suitably, the H(q,p) is converted to the power series, say G(€,7),
through

ow oW
H G 3
(g, 9 - ) =G(%— ar ), (3a)
which is written in the form
_lg o

where Gx(€,n) (k = 3,4,--+) are homogeneous polynomials of degree &k in (,7)
subject to the Poisson-commuting relation,

{%?_:(TIJQ-FQQ), Gk(§7n)}=0. (4b)



Definition 2.1 Let Dy, be the differential operator
z 0 0
Dy, = 6!
9 Z ((IJ 7 (")q]> ()

associated with the variables (g,n) and let f(g,7n) be a power series or a polynomial
in {q.n).Then f is said to be normal (resp. non-normal) to D,, if f € Ker(Dyy)
(resp. f € Im(D,,).

We have the following fact [2] known well:

Theorem 2.2 For any Hamiltonian H(g,p) in the form of (1), there exists
uniquely the pair of the BGNF, G(£,7), in the form of (4) and the non-normal
type-2 generating function W(q,n) in the form of (2a), which setisfies (Sa).

Theorem 2.2 provides the ordinary problem of the BGNF expansion in the fol-
lowing form:

Definition 2.3 (The ordinary problem) Convert a power-series or a
polynomial Hamiltonian H(q,p) of the form (1) into a BGNF power series G(£.1)
of the form (4) through a canonical transformation associated with a non-normal
type-2 generating function W{g,n) of the form (2a).

In view of Definition 2.3 doﬁmng the ordinary problemn, the inverse problens is
defined as follows:

Definition 2.4 (The inverse problem) For e given BGNF in the form. ().
identify all possible power series H(q.p) in the form (1), which are normalized to
the given BGNFE through the canonical trensformations associated with the type-2
generating functions.

It should be remarked here that we will present an alternative expression for
the inverse problem posed below in Section 6, which will be a key to organize the
algorithm ANFER .

3 A Review of GITA and GITA!

Let Hyn(g,p) and Hoprlg,p) be the input and the eutput Hamiltonians. which are
expressed as

1 n
Z(Z’L + i) (6)

k=1

Hig,p) =3 HP(g,p) with HP(q,p) =
h=2

t\-’)l

where H(/L) (A=IN,OUT, h=3,4,--+) is a degree-h homogeneons polynomial in
(g.p) cxpressed as

o Qa1 3
(h) ~ (i) 3 . Ty = (].' P '])1: .
]{,\ (‘1)17) = Z Cx (“" ﬁ)(]"]/ with Ial Z o ljl Y B (T)

el jssl=h



Let Gyn(€,m) and Gour(€,7n) be the input and the output BGNF Hamiltonian,

n =3 6P with GP(En)

5=1

i (e + &0), (8)

l\’)l

where G'E\zj) (A=IN,OUT, j =2,3,---) is a degree-2j homogeneous polynomial in
(€,71) expressed as

CPem= 3 AP e, pen’ with (GG} =0 9)

la+|8)=21

In equation (9), @ and 3 are multi-indices used in the same way as in equation (7),
and {,-} is the canonical Poisson bracket associated with the position variables £
and the momentum ones 7. The coefficients /( J)(a,ﬁ), (j =2,3,--) are found
by solving the key BGNF equation

'alK)_ ow
qi aq -

Here Wy (g,n) is the generating function of the form (2), which should be identified
together with G»(&,n) as the solutions of (10). We will not get the identification of
Wi (gq,n) in detail here ( see [2, 3] )

Let us denote by P, the space of degree-f homogeneous polynomials in 2n vari-
ables with real coefficients, which can be identified with the vector space RV(%8,
where N(n,£) indicates the number of degree-¢ monomials in 2n variables allowed
to exist. Then denotm such a correspondence by 1, : P, = RM™8 we associate
the vectors, cA ) and ¥ ’ , with H, and G, by

Hi( (10)

é(/\h) = (! H® ) e e RV(A)  ang ,y(?J) (ngj)) € RN(n,Zj), (11)
respectively. Further, using i, we express the differential operator D (5), restricted
on P; by the matrix M(e acting on RV 1,0 D = M® oy,

After the preparatory work done above the hth order part of Eq. (10) is put
into the series of algebraic equations,

“(h) A/[(h){_(h) + q)(h) (é(/\h_l)a 5 )éf\z))} (-] = 37 4: o .)7 (12)

for ¥ 7 (/\ = IN,OUT) (2, 8], which are just the equations solved by GITA. Note
that ¥ (A = IN,OUT) turn out to vanish [8].

We are now in position to present what GITA™! computes: Let us recall the
inverse problem posed in Section 1, which is put in the following: ‘For a given Hn,
identify all the possible (or a part of) Hoyrpsubject to Gyn = Goyr up to a certain
order’. Since Giy = Goyr can read Jim = 390 (h = 2,3, --), GITA™" solves the
series of equations, :

— h— .
M(h)é(OI)JT (h) M(h)q)(h)(_( U’11)1 ) )E(OI)IT)} (] = 3; 47 o ')) (13)



for Q;‘()JT, where 7‘;,\) are determined beforehand frora Ay through GITA {i.e. (6)-

(12)). In the subsequent Sections, we demonstrate how GITA and GITA! (ue.
(6)-(13)) work in REDUCE 3.3 or later versions of REDUCE in the direct preblem
of 3-TLC and in the inverse problem of [ILSE.

4 Truncated Three-Particle Toda Linear Chain

Let us consider the example of an integrable system: three identicsl particles cn the
line governed by the Toda Hamiltonian [10]. The original Toda Hamiltonian can be
reduced to the two-dimensional one:

H = —(P1 +p)) + 5 {exp §)+exp (n) +exp (O} (*40)

~ ‘
= fﬂh+[¢]2; n= \/_Q1+J g2 =—2\/§f12, E+n+ (=0 (14b)

It is easy to verify that the Hamiltonian system (14) possesses additional integral of
motion (see Fig.1) in the form

1= 595~ 38) + (o~ Vipa) exp (6) + (5 + Vips) exp (n) ~Imrexp (0). (19)
Note that the ansatz g = v6z, g2 = VBy, p1 = V6o, P2 = \/5py and H — 6H
brings the expressions (14) and (15) to the same ones as in the book [11]. As the
Toda Hamiltonian has the Ci, symmetry its power expansion is deterinined fully
through the two invariant functions f = ¢} +¢5 and g = ¢fg, — 3¢5 . Below the first
power terms of the Taylor series for Hamiltonian (14) are written:

31 1 1 1 1
H—g=30 )+ 5@+ @)+ 7lae - 30) + 5l +¢)’

4
\/(_3 1 1 509
+5e(0 + 63)(gla -39+ 180[(q1Tq1) +2(q}‘7qz—§qg)2j+--- (16a)

or \/_

3 1 1.1 1 6
H-S =P+ pd) + of + =g+ =124 L fg 3
i R R iy~ AR T A 180(f +2¢°)
24 3 2\ .
90\/_f 15120f(3f +16¢%) + ... (16b)

Thus, it is seen that any truncated Toda’s polynomial series generates a generalized
Henon-Heiles Hamiltonian. Here a surprising situation arises: while the full Toda
Hamiltonian (14) is integrated, its power expansion truncated in any finite degree
presents a nonintegrable system 3-TCL.

In some manner this phenomenon may be explained by the behavior of the neg-
ative Gaussian curvature{NGC) domain on the respective potertial energy surface
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Fig.1. Exact integral of motion 3-TLC (15) at E = 1.25.
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Fig.2. Approximate integral of motion 3-TLC(17b) myer = 3. spmar = 6.



PES of the Hamiltonian (16). The NGC domain on the PES indeed emerges if the
highest degree (1,n0.) in the truncated series (16) is an odd number and, on the
contrary, if the highest degree is an even number then such NGC domain does not.
appear at all. The emergence of the NGC domain is linked with the saddle points on

the PES. Morcover, if we take into account more and more terms in the expansion
(16) then the NGC domain moves upwards on the PES and in the case of the infinite
series the NGC region vanishes.

Below we have constructed the Birkhoff-Gustavson normal form and the ap-
proximate integrals of motion for some truncated Toda’s Hamiltonians in order to
understand a dependence of the structure of phase space on the inclusion of highest
degree polynomial Hamiltonian (16). As an example, we present now the normal
forms in the sixth s, = 6 approach all but which are obtained for the different
highest degree of Toda’s series from the value n,,,, = 3 (Henon-Heiles’s Hainilto-
nian) to N = 5. These Birkhoff-Gustavson normal forms are expressed below in
the action-angle variables and are obtained with the aid of the GITA procedure:

= \/2>1,,cos(¢,,), = \/TL,sin(qﬁ,,), (v=1,2).

Nmaz = 3y Smex = 6.

7 7

! —I2Ycos(262)

GO T2
— D — 1 Iy— I’ — L2+ ——I3 -
(1296 108°! 36 5i8a 2 T qEpe T Tag’2
155 7 35 7
P — —I, + VA - 212 +21 (17a)

7388871 1087} 5184 1296 2 1442 1

Nmer = 4, Smaz = 6.

22 1 11 1 1
G\ = (513 ﬁﬁfz 91]2 - 1—6-511122 - 513 3612)003(2(152)
1 11 5
13 Bty ) ALY ) ¢ S ; —-12 12 I
Toazt T gl g il — gl — gl + 3l + 20 (180)
MNmax = 57 Smax = 6.
1
(—'13 — ﬁ]zlg had -9'12 — 511122 432 IQ)COS(2¢2)
32 5
"'274"3"11 - IBEI% + 8—11112 129612 12 + 12 +25 (19a)

The second integrals in the corresponding approx1mat10n are also obtained by GITA
procedure up to terms of degree sy,q, as quadratic form [3]

1
1(2)(5[3maz], T][Sma:c]) = G(E[Smaz]>n[sma1]) - Z E(EE{SmaI] + nf[smaz])~
vr=1,2
To obtain the integral in the original coordinates, GITA expresses the final variables
(€, 1) = (&[Smaz), Mo[Smaz]) In terms of variables (g, = &[2],p, = 7,[2]) making
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(Smaz — 2) coordinate transformations v = 1,2; s=3,4,5,..., Spar 0 accordance

with eqgs.(10)and definition of the generation function via coefficiens W(®{¢[s —
1], 7{s})

R R - )

As an example we present the integrals { see Fig.2-4 ) in the explicit form :

Ninaz = 3, Smaz = 6.
-
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36fI2‘h 18\/64241 15552‘11 (190)

The above integrals (17b)—(19b) and corresponding Poincare sections are presented
in Figs. 2-4. One can observe how the sequence of these sections step by step tends
to the limited section of the exact Toda integral (15) which is shown in Fig.1. Note
that the approximate integrals of motion will describe well theoretically the regular
phase trajectories similar to other generalization of the Henon-Heiles dynamical
system [12]. In this way one may expect to find additional criteria of a true choice
of BGNF structure related to exact integrals.

5 GITA ! and the Inverse Problem of HLSE

GITA ™! consists of a core part and a subsidiary part. The core part is derived from
GITA [3] and the subsidiary part contains the procedures characteristic of GITA™ |
both of which are put together in a single file. The procedure list and the input
data (the input Hamiltonian) are loaded at the beginning of running GITA™! .

As an example of program fulfillment, we take the inverse problem of ' HLSE. Let

the input Hamiltonian H;y be
1 8 '
Hin(g,p) = 2(101 +0h+qf +a3) + 3¢ (gl — 43), (20)

the Hamiltonian of regularized system of HLSE [8]. The input BGNF Hamiltonian,
Gy, for Hyy is calculated up to the fourth order to be

G m) = (2 + 2+ n2 +nd) (€ +n? — 2 — nd), (21)

where ¢ is a parameter. The vector 7( ) in equation (13) is hence fixed by the

coefficients, 7§2(a1,a2,ﬁ1,,62), of G i~ through (10). It is worth noting that all
these preliminary calculations can be made by GITA.

The GITA™! starts with generatm% the field P, to describe the output Hamilto-

nian HO(),Q all of whose coefficients COUT a, ) are unidentified. Next, egs. (6)-(12)

with A = OUT are proceeded in GITA™! to calculate GouTu all of whose coeffi-

cients, 781()”(04, ), expressed in terms of co4UT(a B), are unidentified. On equating
Gn with Goyr in GITA™! | eq. (13) takes the following form:

3¢5(0,4,0,0) + ¢0(0,2,0,2) + 3¢5 1.(0,0,0,4) = —8e, )
3¢5hr(4,0,0,0) + (2,0, 2,0) + 3¢20..(0, 0, 4, 0) = 8e,

where the coeflicients, c(OUT(kl, k2,21, ¢), not listed in (22) are set to zero.
Applying the subroutine SOLVE in REDUCE tc equation (22), we have

).0(0,0,4,0) = u(4), : .2(0,0,0,4) = u(2),
cShr(0,4,0,0) = (~3u(2) - u(1) — 8¢)/3, cS‘UTm 2,0,2) = u(1),
cShr(4,0,0,0) = (~3u(4) —u(3) +8¢)/3,  c5h(2,0,2,0) = u(3),
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as the solution of equation (22), where u(z) (¢ = 1,2,3,4) denote the unidentified
constants ‘arbcomplex(z)’ introduced automatically in SOLVE.
Finally, we identify the output Hamiltonian to be

HSr(g,p) = w(@)p} + u(2)pf + u(3)d3p? + u(1)e2p}

1 .1 ) (23)
+ 3 {~3u(4) —u(3) + 8} q; + 3 {—3u(2) ~ u(1) — 8} g5,
which admits Gy given by eq. (21) as the BGNF. Note that if all the u(¢) vanish
in eq. (23), Hoyr becomes identical with H;n given by (20).

On setting u(2) = u(4) = 0 in eq. (23), Hoyr becomes

_14+2u(3)¢ 5, 1+ 2u(1)q§p2

Hour(q,p) = 3 Py + Z 2

1 1
+g%+ 3 {-u(3) + 8¢} gt + g2 - 3 {u(1) + 8¢} g5.

Surprisingly, Hoyr turns out to be a Hamiltonian admitting the separation of vari-
ables, which provides an integrable system accordingly. Although it seems to be
incidental that we encounter such integrable systems after GITA™! | one may ex-
pect to find a class of integrable systems whose Hamiltonians reduce to a given
BGNF Hamiltonian.

6 The Inverse Problem and Algorithm of ANFER

To pose the inverse problem appropriately to the ordinary problem given by Def. 2.3,
we look at equation (3a), the key equation of the ordinary problem, in more detail:
Let us regard —W (g, n) (see (2)) as the non-normal type-3 generating function [13]
associated with ihe canonical transformation, (§,7) — (g, p) through the relation
, , , .
LA R 4]
q

Then equation (4) can read that H(g,p) is restored from its BGNF serics G(£,7)
through the canonical transformation associated with the non-norinal type-3 gener-
ating funetion —W(q, 7). Hence we pose the inverse problem as follows:

Definition 6.1 (The inverse problem) For a given BGNF in the form ({)
identify all possible pairs of the power series H(q,p) in the form (1) and the non-
normai type-3 generating function,

S((b TI) = —Zanj - Zsk(% 7’): (Qb)

=1 k=3

which satisfy 55 55
H(q,—ga) =G(‘55,n)~ (3b)
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Since we usually dealt with the BGNF polynomials of even order, it would be
better to restrict the inverse problem to the following form:

Definition 6.2 (The restricted inverse problem) For o given BGNF,
G(&,n), in 2pth order polynomial, identify all the possible pairs of the 2pth
order Hamiltonian H(q,p) in the form (1) and the 2pth order non-normal type-3
generating function S(q,n) in the form of (2b), which satisfy Eq. (3b) up to the 2pth
order.

Remark: For anv 2pth order BGNF G(£,7), 2p is the highest order up to which
both H(gq,p) aud S(, ¢) can be identified completely.

We present an algorithin of solving equation (3b), part of ANFER , up to 2pth
order, where G(€,7) is a 2p-th order polynomial in BGNF to be inverted.

Like in the case of solving the ordinary problem [2], we have to deal with a highly
combinatorial problem of picking np the homogeneous part of degree & (3 < & <
2p) from cquation (3b). To settle this problem, it is of great use to consider the
composition of canonical transformations as follows.

Let us define a series of canonical transformations,

or (€77 07) 5 (€0, 0) with (€, P = (gn) (r=304000),

associated with the type-3 generating functions,
S (M) plr=1) Zg}”,]](’ Do S (€D, Dy (r=3.4,-- ),

where S, is the homogeneous part of degree r of the generating function S{q.%) in
the form (2b). Using the {¢,}'s we have the following Lemmas:

Lemma 6.1 The composition, ¢, 0 ¢._y 0 --- 0 ¢s, (3 < 1) of the canonicel
transformaltions, ¢s,---,¢r, is generated by the type-3 generating function of the
Sform

g(r)(f(ﬂ (2) Z Zf(km (p) _I_ZS() (%) T 1)) (24)
k=3 \j=! y
where (E8) n=) (s = 3, ,7) on the 1. h. s. of (24) ave regarded as the funetions
of (0", E7) through é3,-- -, br-
Lemma 6.2 Let HY (M o), be the power series determined by

HO(E, _?_S_(Q) =G 98 )

aem ) T O\ g 1 (r=3.d.--). {25)

Then up to vih order, HY)(q,p) is identical with H(q,p) determined by (2b).

With account of Lemma 6.2, solving Eq. (3b) up to 2pth order amounts to solving
equation {25). Since equation (25) is put together with Lemma 6.1 to imply

HDo g0 0¢y =G (r=3,4,-),
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we see that the H"’s satisfy the equations

Ny OST _ as»n
HOE, ) = H V™) (r=3.40) (260)
with
HA(E®,n) = G(eD,n), (265)

which are the basic equations of constructing ANFER .
We proceed to sclve equations (26a) up to r = 2p now. Equating the kth order
homogeneous part (k = 2,3,---,2p) in (26a), we have

HP(ED,7770) = B0 (€0, 7t (270)
fork=2,---,r— 1,
HO(ED), D) = (D,,S,) (€7, 7 =0) + HE-DEW, n=0)  (270)
for k =r, and
HE(ED, 1) = BV (€0, nr=0) 4 0 (60), n0 -1 (27¢)

fork=r+1,--,2p. The O (£, -1 in (27¢) is the homogeneous polynomial
of degree k (k =7+ 1,--:,2p) given by (3]

(g(r) -1y
o 5 a 1)
(€t ‘») ((55(_'"7’) He_r=2)ja)

1 Kas
|a| 1 377
& (55m) #-nm)

dg (£ nlr= 12y on ~(r=Del (£ plr=12)

where (-] denotes the Gauss symbol, and & = (ay, -« -, @,) is the multi-index with
nonnegative-integer valued components associating the notations,

n aS,- a BST 3] 85’, an
) == a-’ = —_— .. ;
=S (%) =) (5)

[+ ay Qn
(5] ()" ()", )

on om on,
() -2z (o) - 2
o) o dgx\on)  onft ong

In ANFER , equations (27) are solved recursively from r = 3 to r = 2p as fol-
lows: Let us assume that H@® ... g0~ ang §G) ... 561} (je, S5 .--,5,_)

F’J

(£ pyir=1)) (28‘1‘)

)
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lave been identified already. Then it turns out that equations (27) are closed for
H,E.r) (k =2,--,2p) and S,. Since equation (27a) means merely an incrementation,
we start with solving equation (27b). A key of solving Eq. {27b) is the direct-sum
decomposition induced by the operator Dy -1y (see (5)) of the vector spaces of
kth order homogeneous polynomials of (€7, 7("~1) denoted by Vi (£, 5 =D);

V(69,9 D) = Ker( E") ntr- 1)) @ Im (Dg(r)) nr= 1)) (29a)
where
(k)
DE") glr=1) = Dery i) V(e -1y (290)
Accordingly, decomposing H) and HE 1 as
(r—1),N (r)
H(r—-l) — H(T—l),N 4 }](T—l),[ ( Hr € Ker (I) (r=1) fl('”l)) ’ )
HE € Tm (DG omn)
(r),N
H® = HON L g, ( HON € Ker (D) 1) )
HO € Im (DE, 1)
we can rewrite (27b) as a pair of equations:
Hﬁr),N (5(1~)7 n(r—l)) — Hﬁr—l),N(g(r}) n(r—l)), (30(1)
and
HOI(ED, 700) = (DG ooy + HEDE, 700 (300

Equation (30a) obviously identifies H{" to be equal to H,(T_)iN. In contrast with
(30a), a pair of unidentified functions, H{" and S,, exists in Eq. (30b), so that we
cannot get rid of an ambiguity in the identification; we identify

H : chosen arbitrarily as long as it is in Im (Dgz) n”‘”) , (31a)

and

(HEM = HE=DN). (310)

S (€0 ptr 1) = (Dé?%,,,(r_u Im(D(r)))

Once one has solved (27b), H (k=17 +1,---,2p) are identified by (27¢) with
simple substitutions.

After repeating the process described above from r = 3 to r = 2p, H®)(g,p)
thus obtained identifies the inverted Hamiltonian H{g,p) (see (2b)) up to the 2pth
order. In ANFER , the above described process (24)-(31) has been implemented
with Reduce 3.3 or its later version. '
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7 Example

7.1 Introduction

In this short note we solve the ordinary problem for simple test Hamiltonian,

K(q,p)= %(p2 +¢%) +4° (32)

The homogeneous 4th order term of its BGNF is obtained by the direct way. The
inverse problem is solved also following the algorithm ANFER . Through out this
note, numbers of the variables are reduced as far as such a reduction causes no
confusions.

7.2 The Ordinary Problem

Since we would like to convert K into the BGNF up to the 4th order, it is convenient
to denote by K, (k = 3,4), the kth order part of K

Hiylg,p) =4*,  Kilg,p)=0. (33)

Let us further assunie the type-2 generating function W (g, n) and the BGNF G{£,7)
to be in the power series form,

0
W(Q: '7) =qn -+ E VVk(q’ T)),
k=3

and

Glgn) = (P + ) + 3 Galé,m),
2=2

where Wy, (resp. (o) stand for the homogeneous & (resp. 2£)th order parts of W
(resp. G).

According to the algorithm of BG(Birkhoff-Gustavson)- normalization, what we
have to solve is a system of equations?,

Gslg,n) + DgaWs = Kalg, m), (34a)

and

Galg,n) + DoaWa = Ka(gm) + 5> 52— ——*
a(g,m) + Dy Wi olg,m) + 7 on 3 e

1 0W;, 1 Wz, -
5 3a ) =5l an )? = Kilg,p) (34b)
for both G and W, where
Dyy=q2 — 2
“1=9%n " "o
2G5 vanishes from the definition of BGNF
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On introducing the complex variable z by
z=q+1%), Z=¢—1

cquation (34a) may be rewritten as

1 . .
20 — ZTO)W;3 = 5(23 + 3222+ 3270 + 2%,

with 5 5
a - — K] - —
‘ oz’ g 0z’
so that we have
— v, n) = _i 3 2% 932 58 5
Ga(&m =0,  Wilgn) = ~5, (*+9:7 — 022"~ 2°). (35)

We now proceed to the solution of (34Dh). Using the relations

0 = 7] =

2=+ Y —ia-D
Ba d+ 0, o i@ - a,
we have
04 _ oW i, L, OW; 1y e, 2 .
=0 e ol o), Treot@oemaT. (0

Hence equations (35) and (36) are combined with equation (33) to put equation (34b)

into the form i
G“(Qv 7}) + ]-)q,nLVll = I\’.i-,

where

Ky —52% 4+ 12277 - 302%2% 4+ 12:3° — 57,

a 32(
Since Dy, Wy cannot be normal we have

7.3 The Inverse Problem

In this Section, we solve the inverse probleimn for the harmonic oscillator Hamiltonian,
the BGNF for the Hamiltonian I given by (32). Let H (g, p) and S{g. ) be the dih
order polynomial Hamiltonian and the 4th order type-3 generating function of the

form 1
H(g,p) = 5(p'z +¢%) + H3(g,p) + Hylq.p)

and
S(a,n) = —qn — Ssla, n) — Sa(q. ),
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where Hy (vesp. Si) {k = 3,4) stand for the homogeneous kth order parts of K
{resp. ). The inverse prablem is the problem of identifying all the H whose BGNF
1= identical with the harmonic oscillator up to the 4th order.

We apply the algorithm of ANFER (24)-(31) to the present, case: Following the
aotaticn of Section 6, we deiiue the starting Hamiltonian H® to be

H{"(g,m) = %(712 +¢%).  HP(gn) =0, HP(gmn) = —%223?
Then at the stage of r = 3, equation (27h) is solved as
HON - H:Ez),l\" _ ng) =0, HO - H® =0,
Hés)’l: chosen arbitrarily in I'm (Dé:g’:n‘”)’ ie.
H g n) = 012% + 2% + 0027° + 6,75 (37a)

from (31b)

% '
\

-1
(3 Yy 3 i 3), J
Sz(t,( ),T}(?’) = (Dg(g),n(z)l]m(,)“))) (Hé o H§2) )

we have c _
z
Ss(g,m) = i (3123 + ¢92%Z — Gp27° — 5123) , (370)

where ¢; (j = 1,2) are complex numbers arbitrarily chosen, and & their complex
conjugate. Accordingly, we have from(27¢) at k=4:

oS . .
Ezi = —i(c, + 02)2% ~ 2i(cy — Ca)2Z + i(E) + 82) 7,
0S
3;]3 = (c1 ~ o)z + 2(cy + )2z + (& — T)7%, . (38)
aH(3)
6; = i(3¢; — c2)2* + 2i(co — To)2% — i(3Ty — G

where H§2)(q, 7) = 0, and Hﬁs)(q, 77) turns out to be ng) +e§3). Using the definition
of @ff’:

o _ 95 oH?  8s538HY 1 (853)2 1 (353)2
4 A -y Y -y LA
2

T 9p Bq_(?q on 5_5;7_

we have
4

H‘fs)(q,n) =2(—cf ~ ejep + ¢2)z
+4(—e1e + 2018y — T)2%Z
+ 4(28,¢; — ©1T — 9Cp)2Z° (39)
+2(~3 ~ 716 + 037

1
+ (6C1€1 + 6C262 - Tg)zz'iz.
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Substituting equations (37)-(39) in equation (27b) with r = 4, we have the following:
HON = g B chosen arbitrarily in Im (D) o)
4 =g, 4" y RORONE
The non-normal part of HF) denoted by H® can be chosen to be arbitrarily non-
normal, ¢.e.,
n = -
H{™ (q,n) = h2' + fp2°2 + Fo22* + [, 7,

where f; and f, are arbitrary complex numbers. In contrast with this, the normal
part, denoted by H§4)’N, is determined uniquely to be

15
H(4)’N((], T]) = (66151 + 6oty — '—")22?2.

16

To summarize,
H(g,n) = H? + HP + B + 5O,

we see that all the 4th order polynomial Hamiltonians of the form
1 3 IRE, S |
H(g,n) = Dlidas (clz + 27 + Co2Z° + G Z )

+f12' + o257 + fo22® + F17

1
+(6C131 + 6¢yCy — 1—;)2222] + Oy, ) (40)

share G = (1/2)(n* + €?) as the BGNF up to the 4th order, where c1,02, fi, f2 € C
can be chosen arbitrarily.
The type-3 generating function S(g,7) is identified up to 3rd order?,

S(g,n) = —qn—i(cglz + 2 z-—czzzz— Ez ) + O;.

7.4 Restoring Test Example

We wish to show that the Hamiltonian K defined by equation (32) is in the form of
equation (40). Indeed, setting

6121/8, C2=3/8, fl=f2::O7 (41)

in equation (40), we immediately obtain K. Further, equation (41) is put together
with equation (35) to show that W(g,n) is equal, up to 3rd order?®, to S(g,n) with
(41). Thus the normalization of K into G, the BGNF, and the restoration of G to
K are completed.

3To identify H up to 4th order, it is sufficient to identify S up to 3rd order.
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8 Concluding Remarks

We would like to make a few remarks on the peculiarities of the realization of
GITA™!. (i) In generating the field P; and equation (13), we have used REDUCE
to implement the combinatorial algorithms and the list processing. (i) As is seen
from the algorithm (6)-(13) presented in Section 3, GITA™! is proceeded by tracing
back the procedures of GITA in principle. Since ANFER might have the performance
features different from GITA™! , we may expect that GITA and GITA™! can be put
together with ANFER to provide a unified symbolic computing program for various
calculation around the BGNF expansion and integrable models in future.
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