


o I-INTRODUCTION
”Computers and: data communlcatlons networks are essentxal elements
of hlgh energy: physics research... The diversity and sophlstlcatlon of‘
“HEP’s computmg facilities and network must also increase if the potentlal
for new physxcs dlscoverles by future, experlments is to be reahzed” T
“An ESisa knowledge -intensive symbolic computer program that solves
problems of a hmlted domaln normally requlrmg human expertlse Some
‘of the: common relevant ES characterlstlc are: to mampulate and reason
.+ about symbohc descrlptlons, ‘solve difficult problems as. good .as., human V
experts, reason: heurlstlcally, function.. w1th erroneous data and uncertam
'Judgement rules, _1nteract w1th humans; ir “approprlate ways, contemplate
“multiple’ competmg hypotheses sunultaneously, ask and motivate. 1ts ques-
tions and'justify its conclusions..'” . o :
The goal of this study is to develop a; frlendly user computer a1ded'
: assistant (COMEX) desngned to-define computers: needed for High Energy

Physncs : computlng usmg blackboard architecture;and. quahtatlve model.

! This expert system requn‘es an IBM AT personal computer or compatlble“
w1th no less than 640le RAM: and hard disk.: [ Faoid iy
<-During the development of our model the main. 1deas descrlbed 1n~the
' -\consulted papers from. CERN USA and Sov1et Umon about this toplcs‘
: had consxderable 1nﬂuence et s .
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| II- HEP COMPUTING BACKGROUND {‘

1L 1; G NERAL ELEMENTS AND THE REQUIREMENTS
ESTIMATED FOR HEP COMPUTING

f% - R TRy """N'Rﬁ )
The problem of plannlng for HEP experlments is: not only ﬁnanclal and
o mdeed much of the 'discussion concentrated on:the; mlsmatch between the
“* computer resources, the orgamzatlon and the. requu‘ements of processmg
‘ Cla551cally ‘we can d1v1de the HEP computmg mto the followmg maml
tasks or steps:’ -
~“1- MONTE. CARLO GENERATION AND PROCESSING OF‘MONTE :
CARLO EVENTS :
~There are a number of tasks in. the process of analy51 g HEP data whlch
Sl use Monte Carlo’ simulation., One of -them deals with the: predlctxon
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of those partlcles that w1ll be observable, accordmg to a’ glven 'theoret:i'r o
icali model. tOther tasks deal with the response of the detectors in the |
P 0 measurable partlcles thh different characterlstlcs ‘When

‘ical ' mo del.

, :hzillyslz:)st has a set of measured events, and he wishes to 1nvest1gate an
y concerning the productlon of these events, then the’ strongest: test o

requlres that a. Monte. Carlo. simulation should be performed which gen-‘

. erates raw data, according to the theoretical model, in the same format

: talsletrllatr used f((;r real data acquired from the experiment. These data: are’
processed and analysed in order to demonstrate. that the’ measured~ 7

- and simulated data“ are statlstlcally 1nd1st1ngu1shable

i ‘in‘a glven sample ‘One of-the main challenges of HEP: computlng w111 be

enough to do s1mulat10n ‘For: example, we could use a'model of the ' HEP

ex erlment
m:n Ry that allows‘each’ experlment to generate;each year, twice as
y ‘Monte Carlo events as they acquire real events..

, Generall .
sxmulated than’ real events are needed in order to understarid th)e,, er::'?)f'z“'

- Of these events,
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» one half would ‘be produced dlrectly in team DST format (approx1mately o

S r2)(305((1byt;esl/e;((e]r(l)tié}:vhlle the other half would be in- raw data: format( ap-
,, mately ytes/event), and would have t T
! o be passed through the <" -
: analys15 programs in’ “order. to: generate the DSTs. The average pro%:essl::'» :

; Ime COl.llCl be ln tl]e range Of 60 80 Secollds pel‘ eVellt fOI‘ tlle gellel‘atlon .
b

: be1ng a balance between the 300 seconds more that a full:simulation. typ-': ;

1cally takes today, and ‘the times for »
4 or ”fast” Monte Carlo
= 2 }&tCQUIRING AND' COMPRESSING THE RAW. DA’Iz‘Anerators
It is the task of: the teams dealing: with' the online systems to Amak\e

““amount of "backgr 2
ground whlle ensuring that:no ”interesting”. events are

',dlscarded in‘a biased way . This process; . normally called “data;, vaUISl-

St
: lon”;"is complex and -difficult.:There are,. however, two “choices to: be:

‘available for .
a further. process1ng a sample of events contalnlng -a minimum -

“made here .
which will have a significant influence on the ofﬂme processing: . <

~a) the technology selected for recording the.raw data is, obvxously a.very

- st
| 2t:;r;gocfazlld1date to be chosen for recordmg information at all subsequent
he experiment’s data processin
g; and b):the decision on wl
8 whether
; ‘?‘a: 211(1)2 tI:(I)érIl)st;a).(ll a dedlctateddlnlgh speed link between the online computers
. periment and‘the computer center.;It has
.a'stron
Z: thel feasibility of generating the master DST: in mmearzreal ; tfn:empaCt
tOtaeglr‘)loel,uwe C?UId atssulme the experiments will succeed in keepmg the
me’ of events that:they record down to t
| the volume'of tl
events. The accumulated: volume:of e o the
| raw.data would be 400.G
- beginning.of the ¥ [yies ot the
‘period;:and 4000. Gbytes at the end Th
e aver
the'Iraw data for each: event would be in: ‘the range of 100 250. I?lf;ttselsze o
e I‘u(:lI(I:lonrrglpar?islst thj raw data, we should take into account the poss1b1hty
Ll er / compress pass, .after, acquiring th
to generating the master DST i e data, et
, in order to remove back d:
"~'compress data from certain. detectors eound events to:
: and to, apply callbratxo
For: example, at least a factorof 4. would ‘be needed in order I::‘:;::;tls‘i:li

S
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. heav11y on; computers and the

' a event ‘or'2°M events with‘50'bytes of data each

a pass worthwlnle "Ifa ﬁlter/ compress pass is carrled out in real near -
time at the. experlment then it will have llttle effect on the computmg
resources needed.. On: the other hand, if the raw data are moved ito. a
computer centl'e to run the ﬁlter/ compress programs, and we assume

“that-5 sec/event processmg time is. requlred and that the data from one

beam period is completely processed beforel the next one starts, then the

- power, processor requlrements‘ are stlll rather in the range of 15 MIPS in

the first'year, .5 5 MIPS in, the second year and 1 MIPS in the last one.
3- GENERATING AND MAINTAINING THE MASTER DST .
When an, event has been captured by the onllne system, or generated
by a: ‘simulation program, it must be processed to. produce a concise sum-
mary of all of, the information, (DST for Data Summary Tape) that is likely
to. be nseful 1n “the subsequent phys1 s analy51s “The, master DST, is the
reference copy from wlnch ‘all othel DSTs are derlved ;.The experlments
are, studvlng carefully the 1nfor1na on that “will need to be retamed in
the maste1 DSI‘ It w111 in genel'll be nnp01 tant to be Vable to carry out
some reprocessmg on these data, smce ‘the’ cost of. havmg to re access the
raw data in.a random way 1s llkely to be’ plohlbltlve on any large scale
Economlc factors w1ll 1mpose the use of two- level’ storage lnerarchy for
handlmg thls huge volume of summ i'y”data Tl {phase of the processmg
from,raw to master DST that’ w ften cons1dered as’ the 'main batch
productlon load mvolves heav QPU and I/O Lr qu1rements Generally
each experlment would have, ‘W rldw1de, 100 300 collabor ators workmg
! ”jSlClStS would be worklng in‘about 15'°-
'30 small teams, each of them W rkmg on an area ‘of the p11y51cs analy-
sis. A conmderable proportlon of these teanis ‘operates ‘offsite. The" team
DST formats w111 normally contain a set of data extracted from the master
DST c01151st1ng elthe’ ‘of a snbset of the events or. ofa ‘subset of summary
data for each event When the sxze of this team’ DST exceeds a; certaln
threshold it wxll be necessary to. spht tlie’ team‘DST into a full team ‘DST
and a condensed team DST. Each 1nd1v1dual phy51c15t ‘working on'an anal-
ys15 wxll ave a personal set’ of sumMmMary: data selected from the team DST
and deahng ‘with events of 1nterest named personal DST Generally at tlns
level most of the data ‘tamed will: l)e 1nteract1vely selected components
(or P n- tuples”) ‘of the ummary data S : e DI o '
" For example, prowded that the expernnents can’ really manage to
keep the! volume of the data maintained in ‘the master DST: down’to 20
Kbytes/events ('the'average size of each event on' the master DST would -

" be in the range of 10-120 Kbytes) then the overall volume of each’ experl- '

ment’s. master DST would be about 20 Gbytes at the end of the ﬁrst year,.

-~ 80 Ggytes ‘at the end of the second year ~and 200 Gbytes at. the end’ of the
“last one. We could also estlmate that the personal DST has a volume of 100

Mbytes, correspondlng to roughly 200K events; w1th 500 bytes of data per
Smce the time for phy51cs
wo ld be lmnted to some 3000 hom s/year tlns processmg capac1ty needed

. - e
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to generate the DST in near-real tlme w1ll be: potentxally avallable, out-'
side, the beam perlods, to.re-run the processmg roughly twice. The time
to process one event from. the raw data to the master DST stage “could ’
be estlmated in the: range ‘of 20-40° sec,and the time to’ fully simulate’an’
event mlght be’ reduced to 60-180 sec“ It is p0551ble to generate ?fast?.
Monte Carlo events in tlme of 0325 sec.. Usmg the 30 sec processor tlme
estimate and the average data taklng rates for' events during beam periods..
of 330 events/hours in the first year, 1000 event/hours in the second one . X
and 2000 event/hours in. the last: one, it can be seen that the requ1rement' =
~ for the processor power. is 3 MIPS"' 8MIPS and 16 MIPS respectlvely. . 8
4-ACCESSING THE DSTs o S j
In the selectlon of the’ computlng resources needed to access the sum-
mary data, we must take into account two main’ factorS' a) the’ extremelyi
long batch JObS whlch run through the master DST i in ‘order to generate:
“team DSTs, whlch are y in turn, processed to generate personal DSTsi.
and b) the: lnteractlve workload of the individual phys1c1st Because’ ol":
the processor resources and long real tlme needed to run the batch jobs'it
wnll be 1mportant for the experlments to optlnuse thelr workmg methods.
v Very long batch JObS w111 be needed to select information or event sub-
sets from the maste DST,"and t'o"ﬁnalise'physicsfahalyse fBecause of the

on orgamsmg thlS access It is recomm ndable, that the heavy sea ches :
through the; DSTs should be ‘carrie ut’ usmg batcthobs (whlch uld::
be: generated on, the workstatlon) rumung on a. mamframe. : Thesé: DST :

Y i

, data must be, ,_managed automatlcally, and it’ would’ b :_hlghly de51rable for‘
all of the sub t. ] DSTs to be held on ‘dlrect'access st"\, ‘age. For,example,i
some. tests show, that. maklng thef s 0 » ong the! -

'events ina- master DST: requlres about 20 40 mmutes of processor tlme. ‘

_per, Gbyte, correspondmg to a processmg_tlme of -ab :
" W1th each event The far more comp]ex rlterla neede‘ “fo

: average som.e 25 30 Kbyte/se lfor Veac
. physxcxst 1s allo‘ d. t )

’For. comparlson the CERN computer‘Center“w
€ of about 1_50‘Gbytes of d1sk space, “and he tot

~can; 1: : .ual'physlcr -
a v1ew ‘to understandmg and extractmg the phySlcs 1nformatlonifrom the
EVents. The* activities involved-are many, and i m 3 ramlng,
Vdata ﬁttlng,JSlmulatlon ‘of: phys1cs prOCesses s consnderatlon Jof: detector
and analysns Pl‘Ogram responses, event scanmng, assembly of‘graphlc and oo

rrrrrrrr

. OT; supermlnls of 4 MIPS supportlng 40 users”. [3]

' cessing) will ‘be: likely essential.
: computlng for HEP - experlments should be carried:out’ offsite.” The true"
: decentrahsatlon of HEP -processing will not take place ‘unless high band--
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textual results to generate publlcatlons, and so forth Takmg mto account
the relatlve merlts of malnframes and: workstatxons for carrying out these
tasks ‘we now have a’consensus,about much better’ functxonallty and’ per-

,formance of workstatlons, and espec1ally from the much 1mproved Work- :

ing environment'that they prov1de for the program development, program’
testing, and graphics; areas which are clearly,. crucial for this aspect of HEP
computmg Workstatlons offer a'good deal of ﬂexlbxllty to the HEP exper-
iments since they can, at’ rather short notlce, install more, and adjust the
mix of” 51mple and advanced graphics, capabilities that .they obtain, while

- remaining with:a range. of compatlble products. -For interactive phys1cs

analysis,”. Personal Workstations with a capacity of 1MIPS are considered
more cost_effective than big ; malnframes of 30 MIPS supportmg 300;users.

II.2- HEP NEEDS FORADATA COMMUNTCATIONS NETWORKS Lo

~,; s §okiigl

”Networkmg between computers at the experlment at the Computer

" Center in each HEP laboratory is essential for the functlonmg of the

field”.[1] Computer networks . must provlde phys1c1sts w1th the follow-

ing functions: a) termmal .access, toi remote computmg resources; . b)

" ‘electronic mail; “c) file: transfer between any two computers; d) remote

job entry and;output retrieval; ¢) automatic: updates;-and: statis’ report-
ing, between remote; program hbrarles -and databases, f):and mterprocess‘

To. transfer; ]arge volumes (Gbytes)-of :dataat - hlgh speedl(up to:1
Mbytes/sec) between the data acquisition computers at the . HEP. pit- and

the computers (where the experiments will carry ‘oiitithe subsequent pro--
i Generally: a: s1gmﬁcant fraction of- the

width communication- channels are in“place.: While’ 64 Kbits/sec connec-
tions may be sufficient for individual 1nst1tutes, all. powerful reglonal cen-:
tres almlng to, take a.major role in HEP: processmg w111 need connectlons ;

&

runnlng at least at-2; Mb1ts/sec A o

‘i s &

III— THE QUALITATIVE MODEL OF EXPERIMENTAL DATA
PROCESSING AND BB - ARCHITECTURE IN THE COMEX i

Since much of HEP analysis is a continuing multi-user developmental
activity, a general computing facility will not be effective unless it .pos-
sesses ‘a wide variety of productivity - enhancmg features as fast interac-*

. tive response, large memory space (real and virtual) per. user, adequate ﬁle’zj

space,: multlprocess services. for 1nd1v1dual users,, systems managements,*
and process monitoring tools avallable to many users, networklng, graph-

J



ics facilities ‘and: hIgh prec1s10n computmg Among the many elements of
the HEP computing env1ronment, personal workstatIon will: revolutlonlze‘

th(;_ physicists" worklng methods as . theIr power Increases and theIr cost
fal s/ : : %23 e ;

The foll de .

e fo ow1ng lssues are, cruc1al for the HEP experImentS'* A

' a) Will this processmg be performed in near-real time:? ‘

will:be processed‘

“ at'the eomputers belongmg to the experlment ‘at’ (or
close’ ‘to) ‘the computer center; at the: personal workstatlon or at’ regIonal

/ individual 1nst1tutes* ‘and which" hnks A communlcatIons bandWIdth will
‘be used ? ‘¢) Do the'raw data have'to be recorded using the same storage .

medium as the master DST: (the degree of media: compatlblhty) ?..d)”
Wlll it-be necessary. to’ re-process-the raw! data, ‘and 'where ‘would such
re-processing be carried out ?-and e): Will'it be I.ecessary to cons1der the
computer resources that already exist in the Institute or outside ?
In figure 1 we can see a general view of the COMEX Computer Alded
kASSlStant des1gned to deﬁ ne computers for HEP experIments.

-DATA PROCESSING PLAN ‘AND ORGANIZATION PER EXPERIMENT o
-REQUIREMENTS PER TASK OF : PROCESSOR- POWER MAIN MEMORY :
DATA STORAGE DATA MANIPULATION a.m‘l COMMUNlCATION/LlNKS

ey ;, L i’ 4
~QUALITATIVE MODEL .. -HEURISTIC: KNOWLEDGE - -EXPERIENCE

-STRATEGIES FOR SELECTION OF: PROCESSORS, DATA STORAGE, OI‘HER I/O‘
- DEVICES, LINKS / NETWORK DATA PROCESSING ORGANIZATION AND PLANNING ’

Lxe

_.‘

“GENERIC MULTILDVEL CONFIGURATION Y+ EXPANSION .TIME SE RIES DATABASES -
PER YEAR/LEVEL : . + LA
: SHENEI : : QUALITATIVE DESCRIP’llON
.- .COMPUTERS BELONGING TO THE EXPERIMDNT’ S DAI‘ABASDS :
.| “COMPUTER CENTER MAINFRAMES ’
+ -PERSONAL WORKSTATIONS , i "} BN CUE i
.. ~COMMUNICATIONS LINKS/NETWORK L PROCESSORS
e S T AND
4 L DEVICES DATABASES
: R i + 5 ; :
FISAL MULTILEVEL CONFIGURATION PER LEVEL/YEAR | ¢__,.| TEMPORAL DATABASES
-UNDER COMPUTER AIDED ASSISTANT CONTROL . P ——
-USER SELECTION # «i:% = S R :

Flgl‘ 1.‘Ge'neral view of tlIe COMEX Computer Aided Assistant
F

e QUA‘LITATIV,E MODEL "'

wmh:)the mathematlcal models, numerical or analytlcal calculatIons (thch
! € referred to as quantItatlve reasonmg) are made. A mathematlcal

**b) “Which tasks :

J

; solutlon or. result is, obtamed thch in some way models the actual be-

haVIour of the system. Durmg the last years work has been carrled out. on
the develop ent of quahtatlve models of HEP experImental data’ process-
ing systems. In these the mathematlcal model is replaced by. a’ ‘structural
descrIptlon of the system. Quahtatlve reasoning is'used’'to provnde a be-
hav10ural descrlptlon whlch reﬂects the actual behaviour of the system
itself. In our proble" we combme the mathematlcal and the qualltatlve
model in order toe lently use thelr propertles. QuahtatIve and quantI-
tatlve approache t modelhng are deplcted in ﬁg 2 [4] ‘

MATHEMATICAL o
SOLUTION © "

= MATHEMATICAL )
" MODEL umuerlcal / anahtycal

‘ * ropre £

“EXPERIMENTAL"
i DATA PROCESSING
SYSTEM

S}

by g e
w3 hahen ey L
LV S S T A

N : Lo AR
s e repre-ente(l lIy S ) )
L § represents (if “iiriil

.-

" BEHAVIOURAL®.
. DESCRIPTION !

e STRUCTURAL: %
#* " DESCRIPTION

o ullalitative B

reasomng

i Flgure 2. Quahtauvc and qu.mhtatlvc appl oachcs to modelmg
M 8

The use of a qualltatlve. reasonmg rather than a quantltatlve approach
was: necessary to make inferences on the | bas15 of llttle mformatlon (in such
cases a quantltatlve approach would not be feaSIble), in order to be able to

Lexpress Justlﬁcatlons in approplate termS' and. where complet‘ i

‘information
necessary for quantitative modellmg Is unavallable or unobtaIn ble,,

.it is tog complex to be used usefully, or where it is lrrelevant to ‘the ] pur-

: pose’ of the modellmg exercl ,The uncertalntIes in all estImates of HEP
-computmg requIrements are based at least on the followulg factors. a) In
experlmental physlcs it is, Imposs1ble to plan for the computlng requlre—
ments_of the HEP. experlments in too much detail, "because’ many thmgs
may change between the begInnIng and the end of the experIment Includ-

’ ’_ ~ing ideas. about data rates, detector performance, accelerator schedules,
_and. the phys,‘_s top1cs of cruc1al Interest b) 'The rate of accumulatlon of

: events is hkely/t ncre ses1gnIﬁcantly between the begmnlng and the end
of .t the perlod and here w111 be a steady growth in,the number of events
'accumulated (whlch governs ‘the’ size of 'the ‘master DST) c) The place»‘

) --"where the various computing tasks should be carrled out is always open to .

dlscussmn. d)” Some of the' estimates appear so lugh that the researchers

'\?makmg them have been tempted ‘to understate some expansmn factors
Lo which’ experlence tells us will ‘b requlred' :
U feedback As. researchers start to understand some of ‘the’ problems of
’ ,;kdealmg w1th the data they may want to take dlﬂ'erent approaches. Qual-
- ltatlve reasomng operates on structural descrlptlon of the experlmental

e) The system is_ not-without

RN
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of the system as’'a whole is described through the mteractlon of compo- l
nent behavnours propagatlng through the connectlons The representation L j
of systems through structural descrlptlon are characterlsed by:their cen- :
tral empha51s on components, processes, or constramts of the model that .
descrlbe the’ process to define a multllevel computer system requ1red ‘and
. the HEP experlmental data’| processmg R A :
" The quahtatlve ‘model incorporated-in. tlus expert system whlch also‘ B
‘included heurlstlc knowledge, was ‘used as a reSource for reasonmg about' .
situations i in, whlch heurlstlc rules useful for solvmg coimmion problem cases < i~
‘. were. madequate. The modelhng of knowl,edge in'a task-mdependent form e
“to provxde ‘the bams for reasoning; from. »first - pr1nc1ples ‘was resolved :
, w1th the use ‘of. task. speclﬁc expertlse. Furthermore} the use of heurls-‘. <,
tlc knowledge was needed to guide- recourse to first; :
experlence falled [5] In the qualltatlve models of experlmental data pro-’r

A B ‘ : co L R E T

S ‘ﬁg 3)

'; ':per physncs and the dlSk storage requlred RUERUEY

"‘The HEP" experlmental data processmg can be d1v1ded in six main tasks
or steps. a) acqu1rmg ‘and compressmg the raw. data, b) Monte Carlo gen-
eration, c)‘processing of Monte Carlo ‘events, d) generatmg and maintain-
ing the master DST, e) accessing the DSTs, f) -and extracting the physics:
Generally, in a‘multilevel’ organization of experlmental data processmg,
the computers belongmg to the experiments are used to: acqunre and com:
press the raw data and the' computer center mainframes are used to’ gen-
erate and process Monte Carlo events, generate and' maintain the master
DST, access the DSTs and to provide a part of the processmg requirements

: correspondmg to the extractmg the physics. - The personal:workstations
are generally used to prov1de the interactive workload ‘and to extract the .
phys1cs. For COMEX' system, in’ every level we can perform ‘every task or

al ‘part of it Only‘the restrictions are based on the loglcal user conceptlon
. { ‘of the task distribution on the multilevel data processmg system. For each-

'variable of model, the user can take optionally the:expert values that as-
/. sign tradltlonal values taklng lnto account other varlables correlated (See

[ THE COMPUTERS.BELONGING TO THE EXPERIMENT |

'SHOULD BE USED TO PERFORM THE FOLLOWING TASKS:
ACQUIR_ING AND COMPRESSING THE R.AW DATA
MONTE CARLO GENERATION * -
PROCESSING AND MAINTAINING OF MC EVENTS
'GENERATING THE MASTER DST '~ Tk
ACGCESSING THE DST’s ‘=i su 0 ‘ §
EXTRACTING THE PHYSICS ; : ~
DEFINED BY THE EXPERT SYSTEM'

ﬂmuhuNh{

] Enter numbex(s) of value(s), WHY “for’ mfoxmatxon on the 1ule, QUIT to
| save data enteled or < H > for help -

3 ‘( oo Fxgule3 Vi
,’.[‘he lnput ‘data are: i il NS

40°1) “Time series: per. task. (thelr lengths are, less than ten years due to
3 ,technologlcal and price. reasons) correspondmg to .the;processor: pOWer
needed’(See fig. - 4), the- :average size and.the minimum.segment: size of
files, the accumulated data- volume, -the.data transfer rate.required,: ‘the
Znumber: of physnclsts ‘and -teams, : the: dally average mteractlve workload

INPUT REQUIREMENTS OF CPU POWER in MIPS per TASK

.YEAR ACQ&:COMP MONTE CARLO ~ PROCESSING GENERATION - ACCESSING - bxu{AC’I‘
TR RAW DATA : GENERATION ‘MC EVENTS - "** DST"'*
~1989 R ui 1600 - 5.0 e
1990, 2, 1480 120
1991 C 960 < a4

“>'UPDATE ANOTHER YEAR? (Y/N): Y~ <7 777

Stg .

. Figure 4.




To mput these data a spec1al ‘module was developed that offers two for— :
mats : the first oriented to the physicist terminology based on the number'

of events and runs; and the second oriented to users with elemental knowl-
edge about computers.. Wlth ‘user friendly interactive menus. (see fig.5),
this module - additionally . “offers per experiment the followmg facilities: -to

» d1splay the histogram and tendency of the time series ; ~to input the com-

“key. (See fig.3).

puter resources that already exist; -to update (including delete and append
functions), erase and:copy the time:series; -to update (including - append
and delete functions) the processors and.devices databases (that describe
the processor, external data storage media/units, other 1/0 devices and
network characterlstlcs) used to select the multilevel computer. conﬁgura—
tion; -to access to the Main Menu of thé Final Configuration Module; -and
to compare the time series and COMEX result database, correspondmg to

different experlments. It; also includes a help optlon that descrxbes the :

main hypotheses and strategles used in the model. R TR

. MAIN MENU
DESCR.!PTION

OPTION

'-INPUT TIME SERIE DATA UNDER HEP MODEL
_STANDARD INPUT TIME SERIE DATA"}
-INPUT .EXISTING COMPUTING RES URCES
-TIME SERIES HISTOGRAMS " -
-UPDATE THE TIME SERIES VALUES

" “UPDATE COMPUTER DATABASES
-COMEX RESULTS DATABASE .
-CHANGE THE EXPERIMENT
-HELP - '

CoNow RGN

=
- .

- -QUIT TO EXPER.T SYSTEM -

.O

SELECT ONE OPTION'

Flgule 5 oy

"2)- Qualltatlve description of the experlmental data processmg model

"that is obtained from the user answers during the running of the:COMEX
. expert system based on'user frlendly menus. If you wonder why: the system '
needs to know the information it-is requesting, ask it by typing:WHY,, in-

stead of making a selection from the list of values and press the [ENTER]

- for data acquisition or program execution, numerical and. strlng variable,

I

‘and rule editor program. The knowledge base consists of IF - THEN -
ELSE productlon rules ‘with probablllty/conﬁdence coefficient. There are
ext condltlonv.

two main types of cOﬂdlthﬂS' text and - mathematical.
is a sentence that may be true or false. The condition i is made’ up of two

_This-COMEX systen1:was developed. using’ an.€xpert
system shell with forward and backward .chaining, external program calls .

parts, a quahﬁer and one or more values. The qualifier is usually the part

. of the conditiéon up-to'and including the verb..The values are “the! poss1ble
completnons of the sentence started by the qualifier. The ch01ces are all

the possible solutions to the problem among which the eixpertrsys_tem will

i

- 10

.-lnput values for: updatmg purposes.

decide.. The goal of the expert system is to’ select the most hkely ch01ce«
based on the data lnput or.to’ prov1de a list ‘of possible choices’ arranged
in order of llkellhood The cholces can’beritem; actions, etc.dependlng on
the. sub’problem. The system keeps track ‘of the probability of all possible
solutlons and d1splays a hst of ‘all’ poss1ble solutlons arranged in order’ of
probablhty ‘The user can- check to see what eﬁ'ect a partlcular answer had
on: the conclusmn usmg change -and rerun” command ““You" may then
change any ‘of your’ answers and - rerun the system w1th the rest of the
answer held constant (See Fig.6): - : fr

£
N

RULE NUMBER: 121 = ’ S Ty BRI R mO R

{1) THE COMPUTING FACILITIES OF THE COMPUTER SYSTEM WILL INCLUDE
COMPUTERS BELONGING TO THE EXPERIMENT + COMPUTER CENTER MAINFRAMES
+ PERSONAL WORKSTATIONS ¥ COMMUNICATIONS LINKS or COMPUTER CENTER .
MAINFRAMES + PERSONAL WORKSTATIONS. + COMMUNICATIONS LINKS

THE DATA PROCESSING ORGANIZATION OF THE HEP, EXPERIMENT IS BASED ON
! . THE RESOURCES IN THE INSTITUTE WITH MEDIUM SIZE NUCLEAR EXPERIMENTAL
H FACILITIES or THE Rl:,SOURCl_‘S lN THE lN'\'l‘lTUTE \VlI‘ll SMALL SIZE

i E)\PERIMEN’I‘AL FACILITIES i LTI

andr (3)

and (2)

FOR CARRYING OUT INTERACTIVE COMPUTING TASK:WILL BE USED MAINLY: - ! 7
COMPUTER TERMINALS or COMPUTER TERMINALS AND PERSONAL \VORKS’I/‘A’I,‘ION’:‘(V h

abe - ,THE DECENTRALISATION OF HEP PROCESSING SHOULD BE MADE USING
FLEXIBLE ACCLSQ WITH ML,DlUM DATA TRANSFER RATE Cll:\NNELq
(64 Kbits/sec) -+ - 3

: IF lme # for deuvatlou, <K > - known (lata < ( > - dmnes or - pw\ or next nnle,( J > - Jump,
<H>- help or< ENTER > ‘Lo continue: ‘

‘“Fig'ur(‘ G

1 :The COMEX system takes into account the’ annual cost decrease factor t
;per device type in ‘his calculatlon and the error percent m‘the mput data
whlch ‘affects the level of certalnty in the results.-

Durmg the runnlng, if necessary, the COMEX system asks about and

: offers to the user the facility to input:"- the'data correspondlng to the i re-

sources that‘already exist for expernnental data processmg, < the adltxopal'
requlrements ‘needed*to" ‘perforinin- near-real’time after data tal(mg the
generatlon and maintenance of master DST “and: ‘the additional’ require-
ments derlved from terminal’ / workstatlon proportlon and the interactive
workload when they were not- taken mto account at the initial data mput :
To’do this s; the: COMEX systenr dlsphys per year ‘and’ task, the time series -
values correspondmg o the ‘accummilated data volume, the: average size of
files the lnuumum segment in® wlnch the ‘files' can be" ‘divided, ‘the disk -
storage requ1red "and“the: processor power needed and requests the new

ey

The varlables of ‘the miodel ‘are: -




1) For the strategy of termlnal/workstatlon dlstrlbutlon -
The number. of phy51c1sts and teams, the. hours of dally mteractlve
workload per, phy51c1st the average in hours of the dally termmal £ work-
station: workload, the proportlon of the termlnal and workstatlon assngned
to each level and the, ploportlon of grapluc termlnal / workstatlon for
each level. The termmal /- -workstation dlstrlbutlon algorlthm deﬁnes and
dlsplays the. termlnal / workstatlon conﬁguratlon per level and, year; (in-
cluding which of them should be graphic or not). The user can chance all

the calculated values lncludmg the additional processor. power.and . data,

storage that the interactive workload represents, -and take: 1nto account
these values for the following calculations and decisions. : ST

- . REQUIREMENTS OF CPU FOWER in MIPS per TASK . ¢

PROCESS.

YEAR RAW MC SR GENER. - ACCESSING EXTRACT. TOTAL
- DATA GENER. '~ MC EVENTS - * DST .- DsT ’ PHYSICS ++CPU

11990 <L ’1.0 . : 480" 120 :32.0 L :36.0 - - 8.0 137.0

(',. T AR A ,1

—> TO MODH‘YING THE EXPERT PORCENT LOAD‘TABLE < .

PORCENT TABLE FOR THE YEAR 1990 e

15;, _ ,40,

2380 320 v S 40 ..

| -EXPERIMENT s -
- | COMPUTERS 100.0 00 .- C0.0 xR 00, 0.0 0.0 L
| -COMPUTER S o
CENTER - : SRR X RS 100" 7 1000 1000 - 1ooo ~1238
PERSONAL T . R IR R TIE s
WORKSTATION 00 - 00 R X ,‘ 0.0 Lo 00 763
’ DISTIUBUTION OoF CPU AND MAIN, MEMORY - ) s
“YEAR EXPER.IMENT COMPUTERS cc MAlNFRAMES PERSONAL WORKSTATION |
S T MIPS. . MBYTES. MIPS . ,- MBYTES _ . MIPS  MBYTES . rpi7 s
L1989 ’ 0.5 ' 4.0 66.0 16.0 ° 81 0
T7:19%0 2107 PR 40 s iy 129.9. - +16.0 - Treys 6.1 . 407 -
. 1981 )

—-> DO YOU WANT TO CHECK THE lNPUT DATA AND PERCENT LOAD DlSTR.IBUTlON TABLE 1 (Y/N) Y-

ST Tt R e e e

Figu ve7

media-and.units- selection:

-.For each task : the accumulated data volume, the average s1ze of ﬁles, )

the minimum segment size of ﬁles, the disk space required.and. the proces-
sor.power in MIPS. The average data transfer rate,:the cost, medla volume

and other technical unit characterlstlcs, data manlpulatlon, number of ter- )
' minals ‘assigned to.a level:and interface type. requ1red for the processors:

selected for each level are.also considered. Based:on the processor power

and main memory requirements per tasks, the tasks distribution per level,’

and the percent of each task that must be- performed in.eachlevel; the

s

12

2) For the strategy lof sequentlal and dlrect access external data storage‘

b

COMEX system usmg a percent cross table (see ﬁg 7) determlnes per year
the g processor power and’ main’ memory requirements in each level. At the
: begmnmg, the’ COMEX system assigns: expert.values to the percent cross
table’ taklng into account the tasks distribution per’level and the interac--
tive’'workload. The user can change these implicit values accordlng to his"
criteria: Similarly,‘taking into’ account the task distribution per level and -
the data - storage requlrements per ‘tasks, the COMEXsystem" computes W
and dlsplays per level ‘and year the accumulated data volume, the average:
size of files, the' minimum segment size of file; the disk space requiréd and
the data: manlpulatlon (' media  mounts - per ‘hour):-: Optionally the ‘user:
can adjust these calculated ‘values (see fig.8), that will be considered as:
mput data to the optimal data storage scheduler- algorlthm It selects the;'
external data storage medla and unlts per level and year.: ~ c ‘

IR U s gl g

‘ “TO UPDATING THE B
DATA STORAGE REQUIR_EMENTS TABLE in. Mbytes

: AVERAGE" 'ACCUMULATED. 'MINIMUM
TR lesEi iy i ies L GIZE 5+  DATA:VOLUME » ¢ SEGMENT
bORTHE YEAR 1989 Coa '

* DISK. “DATA |-
),STORAGE; ;MANIVPVU‘LAT‘I(_)N»_ o

‘-COMPUTERS IN:

200,00 4000000

THE EXPERIMENT . 00, 100000.0

COMPUTER’' CENTER : HER BT Ty

‘MAINFRAMES  200.00° *1740000.0 - +:100.0 7 ;- -, 100000.0

-PERSONAL ... T s

WOR.KSTATIONS ’ * 50 ! 1000.0 00 T 0.
Figure 8.

3) For .the strategy of processor selectlon v
The optlmal scheduler algorlthm determmes the processors to use per4
level for each _year of the time serie dependlng on: - the previous selection
e Vof the personal workstatlon/termlnal conﬁguratwn and the external data |

;bcesso expansmns, the coprocessor expans1ons the number of channels,f .

, data transfer rate of tl1e channels, the minimum"and max1mum mamv

memo.ry slze, the. memory expansmn snze, the word/reglster length and :
h costs) ' : :

akmg mto account mamly, the prev1ous selectlon of the termmal/personal :

: workst lon conﬁguratlon, the multllevel structure and ‘the graphlcs re-

e qmrements per. tasks It mcludes the deﬁnltlon of the fo ¢
e mput/output data rate gl

;‘per dev1ce and level )




‘ ks selectlon AR <
F the strategy of: llnks and networ .
5T)he (()JrOMEX systemdefines; the data: communlcatlons network based
n the multilevel structure,.the orgamzatlon of:the processing, the volume
2f data handling, the data’ storage, the processor power, the dat'1l mamp;
ulation, the functions: that.the computer network must prov1de P 1ysnc1s
" . <
‘ channels.. . .1,
nd the bandwidth communlcatlon c :
Wlt'}];lfe COMEX system always combines the selection crlter:ia depend;lg
f model as:a ﬁlter condition in the
: lues assigned to.each variable o
zl)lst,arlmmmlzatlon algorithm. In:each step, the user can ad_]ust the partilal
esults - - Finally ‘the-user. can. change}he prellmlnary conﬁguratlont e; .
l’med by the COMEX expert system under, the computer aided assis ag
control or without it.( See. fig.9 Main Menu of the final con;*f.igut;atlton rln:)le;
' ‘that_offer the facili )
Both include user friendly .interactive menus
tl(l)ellpdate , append and delete records on the COMEX result’ databaslti
(that-storages the multilevel computer system configuration); to contsuk '
the processors and devices databases; to recalculate the cost;)gr :ltem dat-;‘
tion:factor and quantltles modified; and. to
ing into account ‘the deprecia ; ledy andl to.
1 the processors, the exter
display or print per year and per leve .
st(s)l')ag}e merdla and units, and other I/O devices ( mch;dlng i”)rmterls,tdlg1
defining their format; resolution,.
s, displays,; plotters and scanners
ll:[z)zlt/,outprllt rate, and graphlc fac1ht1es), their recommened quantltles.

and their costs with subtotal per year and level.’ The partlcular technl-, ‘

cal. characteristics of each processor, external data storage medla/lil.llllts
and othér I/0 devices are taken into account during the processmg of the
COMEX result database based on the structure and content of t 1e pro—’
cessors and devices databases. S .

wEed

_. MAIN MENU OF FINAL CONFIGURATION MODULE

OBPTION " #iT ©d i U DESCRIPTION®

- FINAL CONFIGUR.ATION USING COMPUTER A{(I‘)i})DQIS)SIASéI‘SAIg;ANT G
" FINAL CONFIGURATION WITHOUT COMI'UTE o €3
.- CHECK AND CORRECT THE TOTAL COST PER IT! . .

L LIST THE COMEX RESULT DATABASE

“‘7Q",\f: f;tQUIT~ B O Z"if‘

: »;>‘SELECT ONE OPTION : -

Figure 9 :

III 3- BLACKBOARD ARCHITECTURE IN fTHE COMEX SYSTEM

o

rule based ESS'aI‘e

its of 'typical
The baslc programmlng Comp°“e“ yp and input} out-

knowledge base, reasoning component (mference engme), -
l_put and control facilities. The ‘knowledge-base ‘consists of conceptual ta:)(r
. Onomlc relatlonshlps and rules which have been extracted from one

14

iva schedulmg KS, which’ malntalns an agenda -

several experts COMEX BB system essentlally cons1sts of three compo-‘,
o nents: blackboard data structure(BB) knowledge sources(KS) ‘and control,
»’modules(CM) ‘Blackboard - systems en1phas1ze the use of multxple coop-
. erating sub”ESs, or: knowledge sources. Each of ‘then’exainines a global .
" solution database, called the blackboard for intermediate relevant results. -

The purpose of the blackboard is'to hold computational and ‘solution’ ‘data .
needed and- produced by ‘the KS:-The blackboard was segmented into

L d1st1nct levels of abstractlon Each lndependent KS ‘then’ volunteers to

‘make a contrlbutlon, and the potentlal ‘actions of ach are prlorltlzed by_

" The problem-solvmg data are thus kept in global database, the black- "

' board ‘whose data are. hlerarchlcally orgamzed In the COMEX black- -
‘board structure, the solutlon space is organlzed mto one or more apphca— "
“tion dependent hlerarchles called layers The ob_]ects of the solution’ space

: iare input- data, ‘partial solutlons alternatlves and final solutlons ‘and coh-"
'}L'_trol data.  Each knowledge source ‘uses’ the 1nput data from a partlcular :
: layer of the structured blackboard and places its ﬁndlngs on another layer "

“above or below: The knowledge needed’ to solve t.lllS problem 'was par-
“titioned into- several dlfferent knowledge sources taklng 1nto account the "
: models of HEP computmg, computer archltectures ‘data storage and links

strategles Interactlon between the KSs takes place solely’ through changes

~on the blackboard Dach KSi is actlvated only ‘when'certain COlldlthl'lS ex--

ist_on the" blackboard ‘and is’ thus respons1ble for know1ng ‘when' it~ ‘can

- 'contrlbute to a partlal solution . Slnce the KS can be arb1trarlly complex
H_and dlfferent in ‘their internal operatlon, the most approprlate problem ;
g solvlng approach was nnplelnented at any processmg ‘level.” Each'KS i 1s.a -

small knowledge based problem solver; and its’ 1nternal processes have only :
local effects, rather than causing potential interactions with the rest of the
system.. The KS responds opportunlstlcally to changes on the blackboard.

A set of control modules’ monitors these changes and uses’ various kinds )
wof 1nformat10n to determine the focus of attention (FA), i.e., which'KS to

‘ process next whlch partlal solutlon 1sland on. the blackboard to pursue, _
.or. whlch KS to apply on whlch blackboard ob_]ect (BO) In ‘the actual 5
-;COMEX nnplenlentatlon ‘the control lnodules are lncorporated as.a part.
of knowlegde base and‘the assocnated external program calls for data ac-.

qu1s1t10n or program’ executlon The problem solvmg act1v1t1es occur in~

.. the follow1ng way: a): A'KS makes changes on:the blackboard and these i

‘ changes are monitored by’ the control unit: b) Based on the new solutlon :
_state, the KSs volunteer, the1r contrlbutlons c) Wlth the lnformatlon from -
. "(a) and (b) a control module selects a. FA which is a KS, or a’ ‘BO, or ‘both.
.d). Dependlng on the selected FA, an approprlate control module prepares :
: for its: executlon if FA = KS, then a partlcular ob_]ect is selected to serve -

as a trlgger, if FA = BO ‘the'KS'i 1s executed w1th the BO as- the trlgger, :

3 and if FA = KS & BO the KS 1 is executed w1th the BO as the’ trlgger. :
A The problem solvmg behavnour of a BB system is determlned by the KS




,wappllcatlon strategy encoded in the control modules. Basncally the control
modules determlnes the blackboard regxon to focus on and the partlcular
; KS to work on that reglon.

TV- FINAL REMARKS

The ﬁnal remarks are )
/ 1), It s, lmpoSSlble ‘to plan for the computlng requ1rements of HEP
‘experxments in too much detail, but the assumptxons and estlmates used in
“this work: have been accepted by the ma30r1ty ‘of the speclallsts consulted
 These ar"'e, of course, differences’ between 1nd1v1dual experlments, but the
,"’agreements are more strlkmg than the dlscrepancxes .
o 2) The. qualltatlve model mcorporated as components of. COMEX ex-
wipert system contrlbuted ‘to_increase .the’ problem solvmg ﬂex1b'lity and
:better system robustness through support for more than'one typ  of, prob-
.lem solvmg act1v1ty, and to prov1de 1nterpretatlons of observed be 'akux
‘of .the. experlmental data processmg system and as, the basns of causal
explanatlons e - ST NY ;
:-3)The. blackboard arclutecture was a usefull tool for solvmg tlns com-

- plex task and reducmg the lmplementatlon tlme

' :Uare user. frlendly

'''''

o o4). In;. practlce, the results obtalned using tlleV'C'OMEX system were
,acceptable and. permlt to, snnulate and compare dlfferent model solutlons
‘_"dependmg on. the user. crlterla Tlle 1nteract|ve and explanatory facllxtxes

New facilities of the‘COMEX system

g develqp.edr parh?}%!?ry*t B
«;k;'the extensmn of the knowledge bases R T P
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