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LONG WRITE-UP 

I . INTRODUCTION 

In recent years a good deal of attention has been paid to 
the classification of integrable nonlinear evolution equations 

d 1 u ( ) u1 ::F(u,u1 , ... ,u ), u.•--.-. I 
n • dx-• 

Different criteria of integrability are used for classifica­
tion of equations (1): the existence of nontrivial symmetri-
es /1,2/• conservation laws 181 , prolongation structures /4/, In 
this paper we shall describe classification method based on 
the concept of formal integrability /5/, the latter is one of 
the strict formulation of the concept of L-A pair/6/, The demand 
of formal integrability puts strict limitations on the form of 
the right-hand side of (I) and allows to find all the evolution 
equations possessing nontrivial Lie-Backlund algebra and infi­
nite series of nontrivial conservation laws. Among them there 
are equations interesting from the physical point of view due 
to their soliton solutions, e·.g., KdV equation. 

Lately the classification of formally integrable evolution 
equations problem is solved for the third order equations of 
the form u1 "'u 3 + f( u, u 1 , u2 ) 17 I . A higher order equations 
classification demands tedious computations. To carry oqt them 
automatically we sti~gest the program FORMINT on the language 
of computer algebra system PL/1 - FORMAC 181, The program a llows 
one to check up the conditions of formal integrability, to 
obtain the equations equivalent to those on the F· function, 
to find the nontrivial elements of Lie-Backlund algeb~a (sym­
metries), to compute the conservation law densities. 

In the second section of t~is paper the basic concepts and 
results of the formally integrable system theory are given. 
In the third section the solving algorithms for the innumerated 
problems are briefly described. In the forth section one can 
read the description of the program FORl1INT. In th~ fifth, 
terminal, section the examples of program usaee are given. 

2. THEORETICAL BACKGROUND 

Equation (J) is called formAlli integrable if there is the 
formal series 

I 
r.... I 

i=-oo 

i 
aiD, a. ,. a.(u,u1 , ... ,uk ), 

1 1 i 

meeting the .operator relation 

L 1 - [ F• , L ] "' 0 , 

r- ·-IJc·:- . 
tl}lt::; 

_ 6'-i:..u , 

. lo 
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where F,.. = I. .JLE... oi _, 
i=O д-ui 

Lt =[ · dd ,Lj, -1-=~(DiF)-дд • 
t t 1 ·Ui 

Conservation law -density ror t'he 
function Р ( u, u 1 , ••• , uk) such that 

d • 
-Р E-lmD. 
dt ' 

equation ( 1) is called the 

(4) 

The notation E-lmD means that :the left-hand side expression is 
а gr.adient (i.e., whole derivative with respect to х ) • If 
P.E-ImD, then the co'nservation law is called trivial. 

, Lie-Backlund al-geb.ra .for (l) is the set -of functions 
H(u,u 1 , •• ~,um)such that , , 
н. F- F,.. н= о . . ; ~ . : ~5) 

Algebra i:s called nontrivial if it contains the elernents (sYrп­
rnetries) different frorn ·u1 and F. · 

Тhе followihg theorerns esta·lilish the conne·c.tio'ns between 
the concepts introduced above. 

Theorem 1. If tne equ~tion (1) has the infinite Lie-.Backlund 
algebra,then it is foтmally integraЬle/ 51. 

Theorem 2. If the equation (1) has the infinite series of 
nontrivial conser;vation _laws ,then it is forrnally integraЬl.e /7/ . 

Theorem 3. The formal in.tegrability of ( 1 )' is equivalent 
to its property of the conservation law infinite series of the 
following type /S/ 

~ R. 6lmD, 
dt 1 

where 

i=-1,0,1,2,3, •••• 

R_1 = Res(L-l), -l R0 = Res ( L Lt ) , 

i 
and Res ( ~ а i D ) = а _

1 
• 

1 

(б) 
1 

R m= Res ( L m) , ш = 1, 2, 3 , ••• :(7) 

Theorern 3 allowsone to solve the classification proЬlern for 
forrnally integraЬle evQlution equations of the order n with 
the accuracy up to the transformations of the form u(x,t)= 
= ф{v{x. ,t)). The proЬlem is being solved according to the fol­
lowing scheme. 
1) Derivation of all the equations for which several first con­

ditions (б) are done (prirnary classification). 

2) Checking up the higher conditions for the equations derived. 

3) Testing of the equations obtaine'd for the property of non­
trivial syrnmetries. 

4) Derivation of the Backlund transforrnations which connec t dif­
ferent equations of the list obtained. 

4 
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In the next section solving algorithms for the proЬlerns 1)-4) 
and their irnplementation in FORMINT are briefly described. 

3. ALGORITНМS 

3. 1. Te·sting conditions of formal integrability 
То test the formal integrability conditions (б) for the 

given equation (1) is necessary primarily to express the 
densities Ri in terms of explicit function F(u,u 1 , ••• ,un) .• It 
can Ье easily shown that 

R _
1 

= ( F ) -1/n 
n ' Ro = .Fn- 1 1 Fn 

where Fi = ; F ,and densities 
. u i . . 

low1ng recurrent relat1ons on 
m m i 

L = I. а; D 
i=-oo 

а -(F )m/n. 
т- n t m=1,2,3, •.. , 

0+ n) ----n 
iln 

( F n) . D-1 [ ( F ) 
а; = _____ n___ n 

i=m-1,m-2,m-3, •.. , 

...., 

(8) 

Rm can Ье derived from the fol­
.t 

the coefficients of the series 

(9) 

с . 1 d n+1-1 +-а ] а . =О dt n + 1 - i • 
1 

where cn+i-1are the coefficients of on+i-l in the coппnutator 
[Lm,F* ], an+i-1"'0 while i>m-n+1 and the integration constants 
in (9) are suggested zeros. The recurrence relations (9) may 
Ье ohtained from (3) wich is valid not only for L but also 
for Lm. dR . 

Then one has to check up that S = --1- E-lmD. The relevanL 
dt 

al ~o.rithm based 
,S(u,u 1 ,. •• ,uk) 

dR. 
1) s:.., --1 

dt 
:t) К: = ord S 

on the linear dependence of gradient 
on the highest derivative uk is given below. 

3) if А 1. О then STOP (checking up the linearity coшlition) 
дu2 

k 
4) S:=S-D (~-dUk_ 1 (reducting the order of S) 

5) if S '=О t~:~ go to 2). (10~ 
If S expressions contaih arbitrary constants or implicit de­

pendencies on u, u1 , ••• then the work of algorithm (10) doesn't -­
stop on step 3 but continues after putting the 4erms in S non­
linearly depending on uk equal to zero. The algorithrns descri-
bed above are completely irnplernented in FORМINT. 
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3.2. Primary classification 

Primary classification of evolution equation (1) is done 
according to the scheme described in 3. 1 save for the form of 
F(u,u1 , ... ,un) is completely or partially unknown. One can 
get differential equations on F. expressing several first den­
sities in terms of F according to (8), (9) and putting the terrns 
in S nonlinearly deгending on u~ equal to zero on the step 3 
of algorithm (10). As one solves these equations he can clear 
up the form of F. As а result one can obtain the list of concre­
te equations (1)for which several first conditions (6) are done. 
Тhе most tedious part of computations of this stage-derivation 
of -the equations on F can Ье carried out Ьу the computer . 
through the usage of various procedures of FOIOПNT (see example 
2, sec.5). As for solving of . these equations it must Ье done 
Ьу hands. 

Evolution equations, derived from the several first condi­
tions (6) are then checked up using FOIШINT code Ьу the next 
conditions of formal iцtegrability: as а result the part of 
the equations is thrown away. Further investigation of the 
equations left includes finding their syrnrnetries and Backlund 
transformations connecting different -evolution equations (see 
below). 

3.3. Syтrnetries 

Research algorithm of the syrnrnetry H(u, u1 , ••• , u·m) of the 
given order for the equation (1) is based on the following 
relations /5/ 

.д.!L",ai, 
дui 

i=2,3, ... ,m. (\1) 

where ai are the coefficients of the series Lm.0ne can find 
H(u,u1 , ••• ,um) with the accuracy up to addition of the arbitra­
ry function h(u,u1) Ьу, expressin$ ai through F according to 
(9), checking the compatibility conditions for the system (11) 

аа 1 даj 
-----=0, 
дuj дui 

i. j • (12) 

and in case they work Ьу integration of (11). After that one 
must substitute the result into (5), obtain equations on h and 
solve ~hem. In this important special case when 
F·",un+f(u,u 1 , .•• ,un_ 2 ) 11 - 4/ equations (11) are valicf for 
i =О, 1 ,2, ••• ,rn and Н can Ье obtained Ьу simple integration 
of ( 11). 

The algorithm described is completely implemented in FOIOiiNT 
except solving the equations on h(u,u1).Note that according 
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to theorёm 1 the nontrivial symmetry property of ,the investiga­
ted evolution equation woтks as а solid argument for its formal 
integrability ~s there is no example of the evolution equation 
with nontrivial but finite Lie-Backlund algebra. 

3.·4. Backlund transformations 

Backlund transformation from the evolution equation 

v1 =0(v,v 1 .... ,vn) (13) 

to equation (1) is the transformation 

V=ф(u,u 1 , ••• ,um), m?_·l ( 14) 

for wich the relation 
. • n 

ф* F = G ( ф, Dф , ••• , D ф) (\5) 

wo~ks. Derivation algorithm for Backlund transformations is 
based on the following fact. Let R i ( u, u 1 , ... ; u~) , 
ri ( v, v1 , ••• ; vf) Ье conservation law densi ties for the equations 
(1), (13) respectively and let them Ье in nonlinear dependence 
on u~ and vf. (One can easily represent them in such а way 
Ьу adding suitaЬle gradients). In case the transformation (14) 
exists the following relations 

m=k-1, ( 1f>) 

· ri(ф,Dф, ••• ,D 1 ф)-Ri(u,u1 , ••. ,uk)~ImD (17) 

take place for all i such that f?. 1. One can find the order 
of transformation (14) (or the absence of the latter) Ьу compu­
ting several densities Ri ,ri with the help of FORМINT and 
obtain equations on ф function applying algorithm (10) imple­
mented in the program to the left-hand side of (17), the lat-
ter evaluated for the simplest Ri, r i. · . 

It should Ье mentioned (see/10/ ) that the formal inte i ra­
bility of the evolution equations derived from the finite 
number of conditions (б) is proved Ьу Backlund transformation 
of these to the known formally integraЬle equations, e.g., KdV 
equation or its higher analogues. As for the equations non­
transformaЬle to the known before, the strict proof of their 
formal integrability presents а separate proЬlem . 

4. PROGRAМ DESCRIPTION 

FORМINT program with the user cornmands together is of the 
following general structure 
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FOIOПNT: PROCEDURE OPTIONS (ЧAIN) ; 
FORМAC - OPTIONS; 
OPTSET (EXPND; INT) ; 

<INITIAL ASSIGM1ENTS> 
<F-PROCEDURE DEFINITIONS> . 
<user program> 

END FORМINT; 

The program include& thirteen function procedures of the 
F PROCEDURE type actual parameters of which must Ье FORМAC 
expressions. То call this function procedures one uses the 
statements of the form 

LET( <var> = < procname > ( < arg 1 > , < ar~ 2>, ••• ,<arg n>)); 
Through this command the function procedure <procname> value 
is assigned to FOIOfAC variaЬle<var>.A brief description of 
the FORМINT function procedures is given below. ТЦе formal na­
rameters with the same meaning for different procedures will Ье 
noted similarly. So, symbol S denotes expression S(u,u1 , ••• ,uk); 
symbol ORDS denotes n'onnegative integer equal to ordS(u,u 1 , ••• ,uk) = 
К ; F is the right-hand side of the evolution equation and N, 
М, К are nonnegative integers in all cases. VariaЬ1es u, u 1 , u2 , •• : 

~hould Ье represented in the program as U0, U 1, U 2, .... · 

4. 1. Procedure DX(S, ORDS) returns the value of 
ord S 

DS = ~ 
i=O 

е. g.' 

дS --u aui i+ 1' 

DS(ШI*U2, 2) .. U0 "'U3 + U1"'U2 

4.2. Procedure DT(S, ORDS,F,ORDF) returns the value of 
ord S 

~ = ~ ( Di F) -~ , 
dt. i=O д U i 

е. g.' 

DT ( U 0 * * 2 , 0 , U 3 + 3 "' U 0 "' П 1 , 3) .. ~ "' U 0 "' U 3 1+- 6 + U 0 "'* 2 "' U 1 

4, 3. Procedure DEPPART(Y,Z) returns the value equal to the 
suщ of the У expression terms, the latter not depending on the 
variaЬle Z, е. g .. , 

DEPPART( Z*A+ SIN( Z) +В, Z) ... Z*A.+ SIN ( Z) 

4.4. Procedure TRUNC(S~ ORDS, М) returns the value equal 
to the sum of the S( u, u 1 , ... , uk) expression terms, the latter 
not depending on u i , i >М ,е. g., · 
TRUNG(U 1 + П2 + U3 + U4,4,2) ... U1 + U2 
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4.5. Procedure INT(Y,Z) returns the value of ( YdZ. 
In case Y=~(aiZ+bi)c1 

, where ai, bi, ci are the arbitra-
1 

ry numbers or expressions not depending on Z, the explicit 
value of untegral returns. In other cases the result is unspeci­
fied function INTEG. (Y,Z) with the following differential rule 
defined in the program 

д -INTEG. (У, Z)-+ У 
дZ 

Example: 
INT ( ЕХР ( Х) + Х *"' А + 11 ( Х - 1) , Х) -+ 

'\ 

INTEG.(EXP( Х), Х) + Х **(.А+ 1)/(А + 1) + LN(X -1) 

4.6. Procedure INTU(S) returns the value of (Sdu where the 
expression S may contain t'he unspecified functions G(T). (Uф) 
and their deriv~tives. Before the call of INTU it's necess~ry 
to assign nonnegative integers to PL/1 variaЬles NF and ORDG 
initially equal to zero. NF must Ье equal to the number of G(1) 
functions ('1 = 1-, Z, ... , NF) and ORDG is the order of the highest 
derivative. 

Example: 

LET( S = U0 + DERIV ( G( 1). ( U0) * G( 2). ( U0), U0)); 

NF = 2; ORDG = ' 1; 

INТU(S) ... G( 1). (U0) * G(2). (П0) + V2 *П0 **2 

4.7 Procedure SUBSt(S) returns the value of expression S 
in which unspecified functions G(I). (Uф) are replaced Ьу the 
expressions given before. The number of replacements must Ье 
assi gned to PL/1 variaЬle NS which is initially . equal ·to zero. 
The expressions which s1юuld Ье placed instead of G(I) functions 
(1=1,2, •.. ,NS) should Ье assigned to FOIOfAC variaЬles SUB(I), 
the symbol }::( going before Щ~ in the expression. 

Example. Let S Ье the expression from previous example. 
NS=1; LET(SUB(1)=SIN( ~ Uф)· ~ 
?UBST(S)-+ U0+SIN(Щ~) * G(2)(1~ (Uф)+G(2). (Uф)*COS(Uф) 

4.8 Procedure INTX(S,ORDS,Н) ret:urns the value of D-1S, where 
S = S- TRUNC(S,ORDS,Н). In the 'procedure algorithm (\0) is 
implemented. If the structures nonlinearly depending on the 
highest derivative uk arise in the third step of the algorithm 
they are substracted from the integrand and printed as 

ZERO = < nonlinear structure > 
One can obtain_the equations on the arbitrary parameters or 

functions inside S or contradictionary' equalities meaning that 
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.. 

S~ ImD if one makes the right-hand side expressions equal to 
zero. 

Example: 
INTX(U0 *ПЗ +А *U1 ** 2,3,0)-+ U0 *U2- 1/2 * П1 ** 2 

ZERO = А * U1 ** 2 .... 

4.~ PFocedure NLPART(S,ORDS,M) returns the value of expres­
sion S = S + DQ, where S has no linear terms depending on u. , 1 
i >М and Q function is unambiguously deterrnined in case of the 
execution of algo.rithrn . (IO),wbich is irnplernented in ·the proce­
dure. In а special case, when S~ImD and М=О, zero value is 
returned. 

Example: 

NLP:ART(U0 *U4,4 ,0)-+ U2 **2 

4. 10 Procedure CFCOM(M,N,К) returns the value of the coef­
ficients of ok in the 'commut.ator [F* ,Lм] . for the N order 
evolution equation with an irnplicit right-hand side 
F(u,ui•···•uN). The result is expressed in terms of coefficients 
ai of LM series, partial derivatives Fi and their gradients 
which are presented in the program as 

Dj ai -+ A(I ,J), Dj Fi -+ FF(I,J). • 

Example: 

CFCOM( 1, 3, 1)-+ -А( -1,0) * FF( 3, 1) -2 * А(0, 1) * FF(2 ,0) 

-А( 1, 2) * FF( 2, 0)- А ( 1, 1) * FF( 1, 0) + FF ( 1, 1) *А( 1, 0) 

• -3 *А(- 1, 1) * FF( 3, 0) ·- 3 * А(0, 2) * FF( 3, t)) - А( 1, 3) * FF ( 3,0) 

4.11 Procedure CFL(F,ORDFMM,К) h~lps to cornpute ам _•ам_ 1, ••• ;аk 

(K~M)coefficients of LM=. I air)' (M~I) series using recur-
t=-oo 

rence relations (9) for the evolution equation with right-hand 
side F. The coefficients ai computed are assigned to FORМAC 
variaЬles А(I,ф). The value ~f М is returned. 

Example: Computation of L series coefficients for KdV 
equation 
u1 .. u 3 + Зuu 1 . -
LET(DUM = CFL(UЗ + 3 * U0 * U1,3, 3 ,-1); 
PRINT OUT(A(3,0); А(2,0); А(1,0); А(0',0); А(-1,0); 
А(3,0)= 1 . 
А(2,0)=0 
А( 1,0) = 3 *U0 
A(0,0)=3*Ul 

.А(-1 ,0) = U2 + 3/ 2 * U0 ** 2 

10 

1 

4.12 Procedure CONDS(F,ORDF,MI,М2,SW) helps to compute den­
sities Rtd 1 , ••• ,R 2 (Ml::;M2) determined Ьу (7) and to check up 
the cond:~.tions о~ formal integrability (б). The densities Ri 
cornputed are assigned to FORМAC variaЬles RES(I~ and put to 
print. In addition when S~~=l а suitaЬle condition (б) is 
checked up for each Ri (if SW # 1 this process doesn't take 
place). If any of the conditions checking doesn't work the 
following relations on F are printed as 

ZERO = < expression > 
The value of М2 is returned. 

4.13 Procedure SУММТR (F,ORDF,M) returns the value of М 
order symmetry for the evolution with right-hand ·side F if 
such symmetry exists and zero otherwise. Тhе symmetry can Ье 
cornputed explicitly or in terrns of unspecified function 
H.(U0,Ul). In the latter case the equations on Н are printed as 

ZERO = < expression > 
If the evolution equation has no М order symmetry, the rnessage 
is printed 

NO SYNMETRY OF ORDER М 
Exarnples of using procedures CONDS & SУММТR are given in 

the next section. 

5. HOW ТО USE FORМINT, EXAМPLES 

5. l. Checking up the Conditions of Formally IntegraЬility 
for Equation u t.::2! 5 ~ 1 

LET( DUМ = CONDS(U5 + U0 *tJ1,5; 1, 9)); 

RES(1) .. 0 

RES(2) =В 

RES( 3)"' 3/5 *U0 

RES( 4) =В. 

RES(5) = 0 

RES(6) • fJ 

RES(7) = 2.1/50 *U0 **.2 

RES(8) = 0 

RES(9) = 9/25 *U1 ** 2 

ZERO = 9/25 * П1 ** 3 

Contтadic-tionary equality 
2
9
5 

u~ = О resulting from checking up 

condition (б) for i = . 9 rneans that the evolution equatiqn is 
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not forrnally integraЬle despite of the hypothesis of 
the work 131 • 

5.2. Primar Classification of Evolution Е uations 
~~ = F u,u 1 ~ 2 ~:t;.__ __ _ 

The program to obtain the ordinary differential equation of 
d . . -1 / 3 

F3 using the condi tion dt R_1 = DQ_1 , where R_ 1 = ( F 3 ) is 

given below. 
LET(R = DERIV( F .(П0 , Ul, U2, П3), П3) **(- V3); 

R = DT ( R , 3 , F. ( U 0, U 1, U2, П3) , 3) ; 

R = INTX ( R , F , 3) ) ; 
Result: 

<i)3 ( 4) 7/3 
ZER0=(-20 / 27 F .(П0,U1,П2,П3)/F • (П0,Пl,П2,U3) 

(42) . (43) 
+ 5/ 6 F • ( U 0 , П 1, П2 , П3) F • ( П 0, Пl, U2 , П3) 

4 
/ F( 4

).
4

/
3 (U0,Ш,П2,П3)-· V6 F( 4 ~ (U0,U1,П2,П3) 

/ F( 4J.I/ 3 (П0,П1,U2,П3)) U4 3 

We get an ordinary differential equation оп ~ making the above 
expression equal to zero: 

9 F3333(F3 )2- 45 Ji'з F 3 зFзн+ 40 (FЗ3)3 =О. 
This equation has the following general solution / ll / 

2 -312 F3 =(pu3 + <Iuз + r) . , 

where p,q, r are the function-s of u ,u 1 , u2 • 

5.3. Computing of the 5th Order S~rnrnetry for Calogero­
Degasp_e_r-i_s_-F<-'kas Equat ion 1 1,2/ 

1 3 ( u Ь -u) u1 = u3 -В u1 + ае + е u 1 

LET(F = П3- U1 **3/ 8 + G( 1). (П0) *U1; 

SUB( 1) = А * # Е** ~П0 +В*= Е**(- ~U0 )); 

NF = 1; NS = ~; 

PRINT _ OUT (Н ( 5) = SYMMTR ( F , 3 , 5 )) ; 

Н ( 5) = U5 + 5/3 А В TJl + 10/3 А П2 U 1 # Е Ufl 

12 

+ 5/3 .А U3 11 Eu~ + 5/8 А U13 11 Е U.б- 10/3 В U2 U1 11 Е-US 

+ 513 В UЗII E-Uif ~ 518 В U1 3 -1# E:-Uif - 5/8 П3 U12 

+ 516 A"'l U1 ## Е2 ЩJ + 5/6 В2 П1 # Е-2 U0 - 518 Ц22 Ul 

+ 3/128 U1
5 
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TEST RUN OUTPUT 

EQПAТION DU 1 DT = F 

F = U5 + 10 А В U1 ##Е Uf + 5 А П3 ## Е2 Ulf + 15 А U1 U2 # Е2 Ulf + 5 В U3 

##Е-Ulf + 5 П3 U2- 5 UЗ П12 - 5 U1 U22 + 5 А2 U1 ##Е 4 Ulf + 5 В2 U1 

# E-2Uil + u1s 

COMPПТING CONSERVAТION LAW DENSITY RES(5) 
CНECKING CORRESPONDING INTEGRABILIТY CONDIТION 

RES( 5) = -25 А В U12 # Е U lf + 5 А В2 - 5/3 А Ш4 # Е 2 Ulf + 3 0 А U2 2 

# E2 Uif- 5/3 В П14 # Ji:-U0 + 15 В П2 2 11 E-Uif + 5 А2 В 11 E 3Uif-

50А2 П12 #E 4 Uif+513 A3 #E 6 Uif_20B2 П12 #E-2 Uif +513В3 

#E-ЗU1f -25U12 П2 2 -5U32 -5/3Ul6 +25/3U2 3 

.. 
COMPПТING SEVENТН-ORDER SУММЕТRУ Н 

.Н= U7 + 28 А В П3 #Е Ulf + 70 А В Ul U2 #Е Ulf + 14 А В U13 11 ЕЮ+ 70 А . 
U3 П3 #Е 2 UIO +56 А U3 Ш2 # Е2 Ulf + 35 А U4 U1 #Е 2 U0 + 7 А U5# Е 2 

Ulf +112AU1U2 2 #E2 Uif +28АВ2 U1+42 ·AU13 U2#E2 Uif +7В 

U3 U2# Е- Ulf_7 В U3 U12 #Е- Ulf -7 Б U4 U1 #Е- Ulf + 7 В U5 #Е 

i:r 

13. 
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- Ut' ... 14 B ui U22 # r u,e + 14 U3 U4- 14 U3 U12 U2 + 14 U3 U14 

-28U3U22 -28U4U1U2+7U5U2-7U5U12 -28/3U1U23 +28A2 

B U 1 # E 3 U .6 + 14 A 2 U3 # E 
4 U tJ + 98 A 2 U 1 U2 # E 4 U .6 + 7 0 A2 U13 

# E 4 Ut' + 28/3 A 3 U1 # E6 U~ + 14 B2 U3 E- 2 U.6- 28 B2 U1 U2 # E 

-
2 U.6 + 7 B2 U13 # E- 2 U.6 + 28/3 B3 U1 # E- 3 Ut'- 21 U3 3 U1 

+ 28 U13 U22
- 4/3 U17 
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