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I. UNFOLDING PROBLEMS AND INTEGRAL EQUATIONS 

Unfolding problems arise in measuring the density u(~ of 
some quantity x when only the distorted (smeared) distribution 
of x can be observed, x may be one dimensional or higher dimen
sional and x may be a random variable or a certain physical 
quantity which can be described by a density function u(~. Since 
the principles of the problems which are considered here are 
always the same independently of the dimension of x, in the fol
lowing, for convenience, x is always considered one dimensio
nal and taking values between 0 and I. 

A common unfolding problem is the following. Let x be a ran
dom variable with probability density function u(~. In a great 
number of cases a real measurement of x does not yield an ideal 
sample of the x -values from the density u(x) but one has dis
torted values y with a density function v(y) where the distor
tion is caused by some measurement noise w which is indepen
dent of x and which has the probability density p(w). This si
tuation leads to the well-known problem of the solution of the 
convolution integral equation of the first kind. 

Very often, however, the independent noise model is not ge
neral enough such that more complicated equations than the con
volution one have to be solved. First of all the measurement 
distributions can depend on x such that p becomes the function 
of two variables and the equation relating the distributions 
u,v and p generalizes to the Fredholm's integral equation of 
the first kind: 

1 
v(y)=Jp(x,y)u(x)dx, O:s;y:::;1, (I) 

0 

where p (x,y).:;;:Ofor 0:::; x, y :::; 1. Secondly, it can happen that no 
y -value is measured even if an x -value occurred. This fact 

may be expressed by the function 
1 

A (X) "' f p (X , Y ) dy , 0 .~ X S 1 ( 2 ) 
0 

for this, in this case, the inequality 

0 .5 A (x) .5 1, 

holds. The function 
experimental device 

0,5.x.:::;1 (3) 

'A is called the acceptance function of the 
repre&en-ted, ·in ·our· c<lse-by p (x,y). Suppose 
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•' I } 



that 

.A(x) .< 1 (4) 

for all the x in some interval in [ 0,1]. It then follows from (I) 
to (4) that 

1 1 1 
f v (~) dy • f f p (x,y) u(x) dxdy • f .A(x) u(x) dx.< 1 (S) 

0 00 0 

if it is assumed that the order of integration in the double ~n
tegral in (S) can be changed. The occurrence of this inequality 
also ~auses problems in practice. 

Two more problems can be considered. The density v can only 
be measured with some error and often the function p is not exact- ' 
ly known. For instance, in high energy physics, either p can 
only be estimated by :t-ionte-Carlo. simulation or due to compu-
ter cost, for ari assumed u0 the corresponding Vo can be estimated 
only. Another well-known problem comes from the fact that the 
problem of solving (I) for given p and vis an ill-posed mathe
matical problem. That means, for small changes in v large changes 
in u may be caused. Many different proposals to solve equation 
(I) have been made ranging from series solutions over least squa-
re solutions to regularization. Since there is no unique method 
which solves the problem in general, sometimes different methods 
may have to be tried. This implies that it is important to have 
different methods available. 

In this letter an iterative method is proposed whose conver
gence properties have not yet been proved mathematically. How
ever, numerous cases of a limited class of equations (I) with 
measurement noise on v and p have shown that good results may be 
obtained in practice. 

In section 2 the class of equations (I) is given to which 
the iterative method is applied together with the iteration 
scheme. In section· 3 numerical examples are presented. 

2. THE METHOD OF CONVERGENT WEIGHTS 

In order to construct an iteration for solving Eq.(l) the 
following assumptions are made to define the class of equations 
to which the iteration is applied. 
(a) The kernel function p(x,y) is non-negative and continuous 

(b) 

2 

on [ 0,1] x [ 0,1] except possibly isolated integrable singula
rities. 
The acceptance function ·A {x) is positive on[0,1] 

I 
0 .< :A ( x) • f p ( x,y) dy , 

0 
O~x~l. (6) 

. . 
I 

''I 

(c) 
1 

g (y) .. f P ( x,y) f ( x) dx ;> 0, 
0 

0.,$ Y$ 1 

for every integrable positive function f(~. 

(7) 

(d) For a given v .. v(y) which is assumed to be positive and con
tinuous on [0,1] the integral equation 

1 
v (y) .. f p (x,y) u(x) dx, 0 $. y .::; 1 (8) 

0 

has a unique continuous solution u .. u(x) for 0$. x $. 1. 
(e) 

1 1 1 1 
ff p ( x,y) u ( x) dx dy .. f f p ( x,y ) u ( x) dy dx . ( 9 ) 

0 0 0 0 

Before constructing the iterative scheme a consequence of the 
above assumptions will be discussed. Suppose one has a series of 
iterative approximations I u(i\x) IQ' (' of the exact solution u(x). 
Using Eq.(7) one can calculate v 1 \~ the iterative right-hand 
side 

1 ( ') 
v (jl (y) • f p (x,y) u 1 (t)dx, 

0 
O$.y$.1. (I 0) 

Introducing o(jl (x), the difference of u(x) and u(jl (x), the follow
ing equation can be found 

[ 1-
1 1 ( ') 

rnr(Y)] v(y) • / p(x,y) 8
1 

(x)dx, (I I) 0_5y$1, 

\vhere 

(') (') 
8 1 ( x) • u ( x) - u 1 ( x) and ( j) v (y) • 

r (y) • v(il(y) 

Eq. (II) .froves that constructing a convergent to the unity se
ries I r (J 10 tinder the assumptions (c) and (d.~ one will have 
a convergent series of the corresponding lu(J 'I~ with the limit 
u""- u(x) being the solution of Eq. (8). 

Forming such an iteration at first we transform the original 
equation to one having a normalized kernel. It is easy to do 
via introducing the so-called importance function 

z(x). A(x)u(x). 

It then follows from (1), (2) and (6) that 
I 

v(y)• f q(x,y)z(x)dx, O,sy.~l. 
0 ' 

(12) 

( 13) 
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where 

q(x,y) ,.. p(x,y) 
A(x) 

' 

and q(x,y)is normalized to the unity. Eq.(13) has the property 
of normalization 

1 I 1 1 
I v(y) dy"" I I q(x,y) z(x) dxdy- I z(x) dx. (14) 

0 0 .0 0 

This normalization may have a regularization effect on t~e ite
rative solution, so Eq. (14) is used as a motivation for re
questing to satisfy Eq.(14) by all theiterants.This requir~ment 
implies the following form of the iterational equation. Choosing 
a starting function u(O)(x)one can calcul~te r(Ol(y) as 

r (O) (y) 2i1..L 
v (0) (y). 

O.$y.$1 

and z (O)(x) as 

z(O) ( x) .... ~A (x) u(Ol(x), osx~1 

and then the further iterants z (j)(x) will be given by 

(j+l) 1 (') ' ( ') 
z (x) == I r 1 (y) q(x,y) dy. z 1 (x), 0 5 x ::; 1 , (I 5) 

0 

where equations (7) (13)were used andu(O)(x) was supposed to be 
arbitrary but satisfying assui?pt~ons (a)-(d). , ( ') 

Eq. (15) 'has two characten~st~c·'features. All the 'z 1 (x) sa
tisfy the normalization requested for the exact'solution z(~ 
by Eq. (14) and the definition of q(x,y) in (13) guarp.ntees .the 
convergence· of .z<il (x) in t):le cases when r (j) (y) :.., 1. The 'reaso~ 
of choosing the name the Method. of Co,v.vergent Weights (MCW) for 
this iteration was the centxal role of the convergence of the 
series r<P to the unity. The ratio r (j) 'is', ~~ll.ed a ,weight be
cause it guarantees as a weighting func.tion the satisfying of 
the normalization (Eq. (14)) until the series of z(il has not 
been converged. 

The basic equation of the iteration can be transformed to 
the following one 

4 

(. +ll 1 (j) (j) 
u 1 (x) .. f r (y)q(x,y)dyu (x), 

0 
O.~X.$1 ( 16) 

f 

l 

) 

which is equivalent to 

( j + 1) ( ) ( 1 cr ( j) ) ( j) ( ) U X ... + .J ,u X, ( 17) 

where 

(j) 1 v(y)-v<il(y) 
~ • I --(-.)---- q (x,y) dy . 

0 v J (y) 

• • • cr (j) • 
One can see that the mult~pl~cat~ve operator .J depends on ~ts 
arguments via an integral of the relative error of the it~rative 
right hand side 

Bu- Bu (j) 
. ' 

Bu 

1 
Bf- f p(x,y)f(x)dx . 

0 

Eqs. (16) and (17) are equivalent in the case of exact values 
but in their numerical realization Eq.(l7) has advantages giv
ing higher stability against the rQunding errors and those of 
the discretization of the integrals. 

3. TEST CASES 

Two test cases will be presented to demonstrate the conver
gence and the stability of the MCW. Both the cases are created 
on the analogy of real physical experiments. 

Case I 

In this te?t case we demonstrate the solution of the one
dimensional smearing problem by the example of a purified nume
rical model of a real experimental problem/ 1/.The problems aris
ing from the finite .experimental resolution and the imperfect 
acceptance of a real experiment we modelize by a Fredholm's in
~egral equation of the first kind: 

h 
vt(y) •. f pt(x,y)ut(x)dx, (TI) 

a 

where 

a=4, b,x24 

2 
u t ( x) - 1600/ x 

2 
3 

2 
Pt (x,y),. [:A-B(5-x) - 2. Ck exp {-Dk(x-~) llx 

k:l 
5 
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• 

2 
x exp{-E (x-y) IF 

:A = 1.2 

{ 

1 for x .< 5 
B "' 

0.0023 for others 

ck,. o.4; 0.3; 0.2 

Dk .. 5; 5; 1 

J{k- 7 ; 9 ; 13 

E. 10 

F • { ~ 
for I x-y I < 0.08 x +0.88 

for others 

and the right hand side v (~ 
ration (see Fig.!). t 

6 

~ 
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Fig.!. Functions ut(~ and 
~ (~ for the Case I. 

is given by str;aightforw~.rd integ-

We have chosen SO equidis
tant coarse mesh points for dis
cretizing of functions of one 
variable. The pseudo-experimen
tal errors of the RHS we had 
from the fol~owing expression: 

v.-vt(x.)(1+8. p), 
I I I 

(T2) 
i -1.2 .... ,50, 

where: ei are equaf"iy distributed 
random numbers from the interval 
·[-1,1] and P•O.OS. 

The" possible errors· of the 
kernel function we have modeli
zed in the following mahner: 

Pi,k "'Pt (xi'yk)(1+8i,k p), 
(T3) 

i, k --1,2, ... ,50, 

where 

----· 
p • max {0.5·, (1 + P-/li-ki) 1. 

·) 
"• 

} 
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Fig.2. Fluctuations in the 
iterated solution in the case 
of +5% .error in the RHS and .. 
+(S+so)% error in the kernel 
£unction. 
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Fig.3. Changes in the stabili
ty of ,the iterated solutio~. 
applying smoofhing transforma
tions to the kernel function. 

The discretization of Eq. (TI) has been provided using the Simp
son's quadrature with 20 fine mesh intervals in each coarse one. 

The resulting quadratic system of linear equations has been 
solved by using the MCW and the standard Seidel's method, the 
later used for comparison. 

For the purpose of illustrating the application of the MCW we 
tested the convergence in the id~al case, i.e., wit~ errorless 
p t(x,y) and vt(~ but having the errors of the discretization 
(Fig.!). We started with a trial function u 10 ~constant. There
lative error of the iterant was found to converge to ~ithin +0.5% 
in 7 iterations. The stability of the iteration has been proved 
in 1000 iteration steps in which case the iterant reminded in 
the +0.5% error corridor. 

Modelizing the experimental errors as formulated above we have 
got the following results. In the case of v and Pt the result 
from I iteration is shown in Fig.2 by full line, while fhe case 
of v and p is illustrated by triangles. The parallel computation 
by the Seidel's iteration leads to a solution with fluctuations 
in a range of +100% for the case of v and p. 

The stability of the MCW can be improved by two transforma
tions of the basic equations both having smoothing character. At 
first one can transform the discretized system of linear equa-, 
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tions to the normalized one multiplying by the transposed mat
rix of the system. As a second step one can apply a proper po
wer function (with an exponent O.<K .< 1) for substituting r(j)(y) 
by [r<il(y)]K in Eq. (16). Slowed down the iteration one has 
to choose a more realistic trial function than u<0lw const. The 
change in the stability of the MCW has been investigated in 
]·iterations choosing 

u<ol(x) ·1100/x 2 (1+2·sin(0.2x-0.8)) 

which differs from ut (x) in a range of ~ (20 +100)%. The smoothing 
properties of the above transformations for K•l/2 are shown in 
Fig.3. 

Case 2 

For the second test case we have chosen a typiGal ill-posed 
problem. Our 'test case is based on that of the monography of 
Tikhonov and Arsenin I 21. 

It can be constructed the following mathematical experiment 
on the analogy Df the unfolding procedure of irradiation's 
spectra.Suppose that the physical process under discussion le& 
to solving the following integral equation: 

b 
vt (y) "' f pt (x,y)ut (x)dx, 

a 

where 

a,.o b"' 10 

I 2 TT• X ut(x) .. (1-exp --1A(b- x) l) + B·sin(-b-) + 

2 2 
+ ~ C1c exp{- Dk(x- xk) l 

k-1 

with 

8 

:A .. 2 

B,. 0.5 

ck =6; 6 

Dkz3; 4 

Xka3;7 

(T4) 

I 
l 

~~ 

i' 

'] 
l 

ll 
'~ 

~ 

I 
I• 

J 
'' 

p (x,y) .. (1- . .2!..)y(y-x); 
t y 

( ) 
{ 

1 for z > · 0 
y z .. ' 

0 for others 

and v (y) is given by straightforward integration (see Fig.4). 
t ' 

" 
10 

~\ 

n " A 10 X(Y) 

Fig.4. Functions ut(~ and 
v t (y) for the Case 2. 
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\ 

Fig.5. Comparison of fluctia
tions excited by +5% error of 
the RHS for large-numbers of 
iterations. 

The discretization has been provided as in Case 1. The errors 
of the RHS have been modelized by the formula given in ref./V, 

13(b-a) v . = v (y. )( 1 + e. v..::. 
3 3

- • P ) ; 
1 , 1 b -a 

i -1.2 ..... 50. 

where ei are random numbers from the interval [ -1,1] and p .. 0.05. 
Due to the integral in Eq. (16) the convergence of the MCW 

is extremely slow for this test case which gives good possibili
ties of investigating the numerical stability of the iteration. 
For the ideal case(p.O) the result of 4000 steps is presented 
in Fig. 5 in comparison, with the exact solution. Choosing p -0.05 
one can see (Fig.5) that the characteristic ~luctuations of u<~ 
appear enough late for distinguishing real peaks from ones aris
ing due to errors of the RHS. 

4. CONCLUSIONS 
Introducing the acceptance and the importance functions re

lated to the kernel function of Fredholm's integral equations 
of the first kind has led to the construction of an iterative 
procedure which seems to be satisfactorily stable against the 
errors of the RHS and the kernel function. The convergence is 
controlled by the integral of the relative error of the iterated 
RHS that restricts the iteration to be recommended for solving 
integral equations with nonsmooth RHS. 

'9 
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The effect of the transformation to the normal equation as 
well as that of the introduction of a power function of the 
RHS' ratio (in Eq. (16)) is to reduce the instability of the 
MCW due to the errors in the RHS and the kernel function. Ap
plication of an exponent in the power function far from the 
unity makes the convergence slow down, so in such a case one 
has to choose a more realistic trial function than u(Olz const. 

It is hoped that, improvements in the direction of regulari
,za~ion of the basic equation will permit the method to be ap
plied in a,wide range of the ill-posed problems. 
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/I Konp;op A. Me Top; cxop;nuJ;HXCst necoa - E I 1-82-853 
HTepan;Hounan npou;ep;ypa ,IV!ll pememm HHTerpa.rrhHhJX ypannenHH 
~pep;ronbMa nepooro pop;a 

npep;CTSDneii M8TOp; pemeHmi HHTerpa.rrbHbiX ypaBHeHHH <l>pep;
ronhMa nepooro pop;a ,IV!ll cnytiaH nonoJKHTenhHbJX Hp;pa H cno6op;noro 
tinena. HTepan;uouuoe pemenHe HBJIHeTCH yp;onneTBOpHTenhno cTa6HJih 
~M npH Ua.T1HtiHli B03My~eHHH CTaTHCTHtieCKOI'O xapaKTepa. 3TOT 
liJaiCT H CaM OCHOBHOH. IIpHHIJ;HII HTepan;HH BbJTeKaiOT li3 BKJIIO"leHHH 
D a.rrropHTM liJYHKIJ;lili aKcenTanca, COOTBeTCTBYIQ~ero Hp;py liHTer
pa.rrhHOro onepaTopa. OcuonnaH tiepTa MeTop;a - HTepan;HH IIPH no
MO~H rnap;KHX \PYHKIJ;HH - .CTaHeT npeHMYli\eC<rDeUHOH IIO CpaBH~HHIO 

CO CTanp;apTHbiMH MeTOp;aMH p;JIH TaKHX HHTerpaJibHbiX ypaBHeHHH 
C rnap;KHMH pemeHH.!IMli, y KOTOpbJX KaK .!Ip;po, TaK H CB060,ll;HbiH 
tineH BbJpa3HTeJibHO Hei'Jiap;KHe, "'TO 'laC TO BCTpetiaeTCf! Ilpli peme
Hlili IIp06JieM CMe~eHHH p;aHHbiX B 3KCIIepHMeHTaX Bb!COKOH 3HeprHH. 

Pa6oTa Bbmonnena B J1a6opaTopHH stp;epHbiX npo6neM OlliiiL 

npenpHHT 06~eAHHeHHOrO HHCTHTyTa RAePH~X HCCneAOBaHHH, ~y6Ha 1982 

Kondor A. Methods of ·Convergent Weights - Ell-82-853 
an Iterative Prqcedure for Solving Fredholm's Integral 
Equations of the First Kind 

A method is presented for solving Fredholm's integral 
equations of the first kind for the case of positive kernel 
function and right-hand side one. The iterative solution seems 
to be satisfactorily stable against perturbations of statis
tical nature. This feature and the basic principle of the ite
ration itself come from including into the algorithm the so
called acceptance function related to the kernel of the in
tegral operator. The main characteristic of the method - to 
iterate via smooth functions - becomes to be advantageous as 
compared to standard methods in such cases of integral equa
tions with smooth solutions when both the kernel function and 
the right-hand side function are strongly nonsmooth, which 
is often the case at the solution of the smearing problems 
of the high energy physics' experiments. 

The investigation has been performed at the Laboratory 
of Nuclear Problems, JINR. 
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