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1. Introduction 

The stochastical nature of its results is known to confine the applica­

bility of the Monte Carlo method (MC method) in solving particle transport 

problems. The statistical situation may become especially a precarious 

one if the difference of individual results is of the actual interest as it 

is, for example, in investigation of the dependence of a ,detector response on 

variations of a giv.en arrangement, The applicability of the MC method is en­

tirely called in question if the effect to be calculated goes down to the 

order of the statistical errors of the single results. F"or example, if it is yet 

possible to calculate with an acceptable expense the detector responses in 

two a'i fferent sta~es of the system with a desired accuracy of n%, then, in 

statistically independent calculations 1 alreaay the double expense will be 

necessary to estimate only the sign of the difference ~ith the same reliabi-

lity if it is itself in the order of n%. On the ot~er hand,th~re is a po­

tential interest to utilize the f~C method in such ~ases, too, because often 

just the deta~ls in g~ometry and in the behaviour of cross-sections 

must be taken into consideration to such a degree which, at least at present, 

is attainable without too much effort by the MC method only. 

The MC method was particularly used and developed for the calculation of 

small effects in the field of reactor physics, But there the calculations are 

rendered more complicated because, in general, variations of the eigenvalue 

of a homogeneous transport problem are of interest. In this paper we disre­

gard that complication and look at difference calculations for inhomogeneous 

problems, i.e., in particle fields with a constant outer source. However, it 

should be noted that the variance problems in both cases are quite similar 

and conclusions drawn in this paper may be immediately transferred to the re­

actor physical calculations. 
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The main point in reducing the variances of difference estimates is 

the introduction of a positive correlation between the individual estimates, 

This is given to a high degree in the "l»'eighting method", There, particle 

histories are simulated only in one state of the system, let call it the 

"z-ero" state. By an appropriate ~»"eighting according to the general biasing 

scheme /1-5/ these histories are simultaneously taken as randomly selected 

set of histories in the other state - the "one" state - of the system, This 

'\veiyhting method" is applicable \1/ithout approximations only then if the set 

of all possible particle histories in the "zero" state incluoes the entire 

set of possible histories in the ''one" state. This condition considerably con­

fines the applicability of this method. But it may be successfully utilizea, 

for example, if the cross sections of the materials differ only slightly by 

small density variations in both system states. For more substantial cross 

section variations approximations may become necessary and it losses in effec­

tiveness, especially, if material zones are voided, In those cases two other 

methods are mostly used. The practically simplest method is the "correlated 

sampling", l»'here by an appropriate management of the starting random num-

bers the same histories are initialized in both system states. In that way all 

those histories \1/hich do not partake in the effect are the same in both cal­

culations. The statistical fluctuations of the difference estimates, therefore, 

result only from those sets of histories l»'hich separate in both calculations in 

consequence of the differences in the system states, i.e., they result only from 

the effective histories 111hich just cause the effect. Contrary to the "'ileighting 

method" no approximations for any -cross section changes are necessary because 

all effective histories are separately realizeci in their own system states. 

On the other hand, we have a loss in correlation just betlileen the sets of ef­

fective histories. Certainly, this method coulci be further improved, e.g., by 

keepin~ the effective histories in the "one" state so close as possible to 

those of the "zero'' state. Ho111ever, that 111ill be strongly confined because 

the joint histories are actually to realize in different system states. 

Favourable possibilities to correlate the sets of effective histories 

seem to provide the so-called perturbation source method (PSM), Here the 
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calculation of the effect is not based on two parallel, but on two sequen-

hal transport calculations e<Jch of them in one state of the system. In the 

first calculation the variations (perturbations+) of the system cause the ye-

neration of two types of source particles (perturbation particles) for the se-

cond calculation. Both types of perturbation particles then give estimates of 

opposite signs. The ~ generation process and the following random 111alk 

of the perturbation particles in the ~ state of the system are the featu-

res of the PSI'l 'llhich should give good possibilities for introducing positive 

correlation between the substractiny estimates. 

Though, all the methods are widely used in practice there is no general 

analysis of their efficiencies in the literature. Of course, a rigorous com-

parison of the methods requires the analysis as of variances as of computati-

anal expenses. This should be an attractive task for future investigations. 

In this paper a general variance analysis of the PSI"l in inhomogeneous linear 

particle transport problems is performed. This is done by an adequate exten-

sian of the adjoint integral formalism presented by Coveyou et al. for repre-

senting the variances of the event point estimator in analog ana biased solu-

tions of oroinary particle transport problems /3/. The received results enable 

as the understanding of the general variance peculiarities of the PSM as to 

draw direct practical conclusions with respect to its improvement. 

2. Uutline of the Perturbation Source Method 

Let us have a time independent particle distribution which is described 

in the phase space by a nonnegative event density E
0

(x). The particle field 

is feeded by a given first event source S0(x) ~hich may be assumed to be nor­

malized 

(1) 

[ 0(x) is given as the solution of the F. r e d h o 1 m integral equation 

+ We emphasize that the term "perturbation" in the notation of the PSf-1 general­

ly is not related to an approximation in the sense of the approximative 

perturbation theory. 

3 



£.{x-) = 5'_(:r) + {K.r!(~x)£.(x')dr', (2) 

\ll.here K
0
(x-y ) is the nonnegative transition kernel describing the transport 

process of the particles in energy, flight diredion and in the volume of the 

given system, We assume K
0 

to be nonmultiplying, i.e.,its normalization con­

stant 

(3) 

to fulfil 

1.. (4) 

An installed detector with the response function D(x) gives the counting rate 

tlo = f J)(><)£.(x)o/-i'. (SJ 

The adjoint problem belonging to the particle transport problem {C2), (5)} is 

given by the equations 

W'. M = J)(>t) + /K.(x-+xi'w'.(x~ dK' 

Ao = [J'.(x) W. Mdr-, 

(6) 

(7) 

where W0 (x) is called the value function of the particle problem {(2),(5)}/3/. 

Now we change the system according to 

> (B) 

and wait for the new equilibrium event density E
1 (x) which is given as 

the solution of 

£Jx) = S: (K) + J~()('-ox)£Jx~olr'. (9) 

The kernel K
1 is also assumed to be nonmultiplying, The new counting rate of 

the detector is 

(10) 
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\Je ure interested in the ~1onte Carlo culculations of the effect 

Performiny t1110 pnro.llel calculations with the estimutors '[; of 

pectively 1 we have IJiith 

'l =: '2.. ?. 

~i• res-

the estimator (per particle pair) of A • Its variunce Var(z) is given by 

-i 

Va.-(z) = ?;Var-{?) -Z(ov(?"rz,). 

(ll) 

(12) 

(13) 

where the variances Var(2(.-( and the covariance Cov( f, 1 2!) are defined as 

usually /6/. Good estimates of A \J/e may expect if the variances of the esti-

mators 2; are sufficiently small and if they are positive correlated. The 

latter ~s the speciality of difference calculations. 

The starting point of the PSM is no\J/ the interpretation of the effect A 
as integral (14) 

of the uifference event density 

£{;:) ~ [1- (.-) -[Jx) <1>> 

and the derivation of an equation for it. Subtracting equations (9) and (Z) 

we get 

(16) 

IJiith the so-culled perturbation source 

P(~) _ _cj(~Gr~'_,x')- KiJ('-- r~£(r1Jr< '. 
1Je point out that ec.juation (16) may Ellso be reiJiritten with K

0 
instead 

(17) 

defining the verturbation source IIIith E1 
instead of [ 0 • ThiB fact is unimpor­

l<lnt 111ith reS).ltJCt to our general derivation of the vuriance expression for the 

PSM estimator in the ne:d chavter, but it must be taken into consideration in 

pr~ctical applications. 
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Assuming that possible analytical subtractions or conversions in the dif-

ference of the kernels K
0 

and K1 have b~en carried out so that 

with nonnegative remaining transition kernels Pi(x-y) 'Ue see that E(x) is 

also given by 

t *" F(x) = [Jx) - fo~J, 
11/here 

~ 
the Ei(x) are the solutions of 

E;(;r) = P,·.M + ~t~~~Jf~Jcl~ I 
with the Pi(x) as the constituents of the perturbation source 

P{x) = P"- (:.r) - ~{x), 

f!{>t) = jl?{x'-J()£.(:.r') c/x'' 
Therefore, A may also be calculated as the difference 

A = il; - ~: 
of the counting rates 

I=!J,i. 
From equations (2) and (20) through (24) follows the general outline of the 

Monte Carlo procedure of the PSI'!( for details see chapter J); 

1) Simulate the histories of basic particles in the "zero" state 

of the system according to the source and transition kernel 

2) Generate two types of new, so-called perturbation particles 

according to the definitions (ZZ) of both perturbation source 

constituents during the basic histories. 

3) Estimate ~ by estimatiny the ~~ during the transport game 

(18) 

(19) 

(20) 

(21) 

(22) 

(23) 

(24) 

of the perturbation particles in the "one" state of the system. 
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lJenoung \1/ith rz~ the estimators <per basic particle) of the At the 

PSM estimator is given by 

and its variance 

(25) 

(26) 

The resulting variance Var( z~) lllill be determined by: 

l)the transport game of the basic particles; 

Z)the generation proc8dure of the perturbation particles; 

3)the transport game of the perturbation particles; 

4)the estimators used for estimatiny the ~~ • 

What may we expect from the approach of the PSM in general? We note 

that the sped.fic of the difference of t1110 estimates is not overcome, but 011-

ly transformed by the perturbation source. Obviously, we may expect a con­

siderable improvement in the statistic of the ~-estimate, if the perturbs-

tion source becomes a nonalternate distribution. aut also in the general case 

\1/hen the resulting perturbation source forms a difference of nonalternate 

distributions the PSI'l should be quite promising because 

is especially focused to the cause of the effect A 
its formulation 

What in particular do our hopes found on? Let us look at the estimation 

of t\ by performing blo parallel calculations each of them in one state of 

the system. Positive correlation may be introduced by an appropriate mana-

gement of the random numbers initializing the histories in both calculations. 

In that way the common part of histories in both states of the system may be 

kept identical and only those histories, taking part in the effect will, in 

general, differ after the entry in a region \1/hich \lias changed by the modi fi-

cation (8). This means that we have an undesirable loss in correlation just 

in the significant histories. Contrary to that the PSM seems to provide a 

good means to strengthen the correlation bet\1/een those histories. As in the 

previous method one complete calculation must also be performed: the trans-

port game of the basic particles. The generation and the transport game of 
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both type:; of perturbation fJurticles then correspond to that purt of histories 

111hich sepurute in both system states und contribute to the s<:~me effect ,l 
The yenerCJtion process of bott1 types of J-!erturb<:~tion particles and their 

following random w<:~lk in the sume stute of the system seem to represent fa-

vourable possibilities for introducing positive correlation between the two 
~ subtracting estimators ej and, therefore, speak in favour of this method. 

That they in fact take the decisive parts in the PSM we shall demonstrate 

in the discussion of the derived results which will be published 

in the next paper. 

3. Variances of the Perturbation Source f1ethod 

In this chapter ~e derive general expressions for the variances of the 

PSM estimator in different versions of the method. For it we want to use the 

easy adjoint integral formalism of Coveyou et al. /3-5/ for calculating the 

second moments of the estimator. Therefore, we raise some formally simplifying .. out generally nonrestricting suppositions.First, as estimators ~i we shall 

use event point estimators /4/ which are based on the event chains of all per­

turbation particles of the type i generated durin·g the lifetime of a basic 

particle. Denoting with x
1 

(l=O,l, •.• ,L) the event points of the basic par­

ticle and >Mith xni (n=O,l, ••• ,N) the event points of a generated "i" per­

turbation particle the estimators may be represented 

i~t!,i. (27) 

Here is llli(x
0 , ... ,x

1
;xli, ••. , x0i) ~ 0 the statistical weight of an "i" 

perturbation particle at its event point xni which was generated in consequence 

of the basic event at and after that has passed the event points x0i ,x1i, 

••• ,xni" As contribution function the estimators contain the detector response 

O(x}. Second, all the transitions in the phase space are to be considered as 

nonfactorized transitions, i.e., those are not devided in flights and collisi-

ons as we really do in applications /5/. 

Many different simulations of a given transitional kernel T(x-+ y) with 

the normalization constant 
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(ZB) 

may be used. In the general biasiny scheme 111e use another nonmultiplying, but 

otherlllise 111idely wrbitrary kernel T(x-y) normalized by 

Hx) ~ jr(x'->!()d:r' (29) 

To yuurantee an unbiased simulation of T(x- y) it is necessary trwt 'f(x-y)~O 

for all (x,y) 1 where T(x-y) f. 0. Then,at an event point x the biasing simulation 

procedure of Hx-y) is the following: 

1) With prob<Jbility (1-l(x)) there is no next event point, 

the history is terminated. 

2) With probability 't(x) the particle survives the event. 

The next event point is chosen from 'f(x-y)/i.:(x). The sta-

tistical \lleight of the particle is multiplied by T(x-y)/f<x--y) 

after the event at x 

With respect to the transport games especially l111o simulations are of interest. 

Those are the analoy and the EV-biasing simulations. Both are included in the 

more general survival-biasing,~here 

is useu with t(x) as arbitrary survival probability. The special choices 

"'E(x) a t(x) ana t(x) = 1 give the analog and the EV-biasing simulations, 

(JO) 

respectively. Therefore, \lie shall derive all the formulas for the IUhole class 

of survival-biasing games and only in the discussion extract the 

special cases. In the EV-biasing transport game a history must be suitably ter-

minated, e.g. 1 by a Russian Roulette procedure after the statistical llleight 

111as fallen down unoer a given minimum amount /4/. Contrary to the transport 

games the generation process according to the transition kernels P1Cx- y) 

will be dealt lllith in the general biasing technique. 

A FOKTRAN-like outline of the PSM procedure as it will be considered 

in this paper is set forth in Fig,! through Fig.5. Fig.3 through Fiy.5 shaw 

different generation procedures at an event point x of a basic particle having 
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(START) 

Choose x from S
0

(x). 

111:::1 

(1) Generation procedure at x • 

Transport game of all the generated perturbation 

* particles including the summations of the tz; . 
With probability (l - (f

0
(x)), go to (2). 

111=111 ~ G"o(x)/~o(x) 

Choose y from K
0

(x-y)/<;""
0

(x). 

x=y 

Go to (l) 

12) r{ = Z; - 7: 
Fig. 1. The PSf1 procedure 

First event points xi and starting weights 111i (i~O,l) 

are given from the generation procedure at x. 

(START) i~o 

(1) 

12) 

If wi::O, ~o to (3). .. .. 
"· = 'l ••.• 0(>.) 
"' I ~ ~ 
\iith probability Cl-~1 Cxi)), go to (3). 

111 i~111i* G'l(xi)/ G' l(xi) 

Choose yi from K1Cx1-yi)/ G')xi). 

Go to (2). 

(3) If i=l, STOP. 

Go to (l) 

Fig. 2. The perturbation transport game including the event point 

estimation. 
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(START) i::Q 

(1) llli:O 

With probability (1-Pi(x)), go to (Z). 

Choose xi from j)i(x-xi). 

wi=lll* Pi (x-xi)/(j)i(x)•'Pi(x-xi)) 

(Z) If i:l, STOP. 
i=i+l 
Go to (1). 

Fig. 3. Generation procedure (A) 

(START) 111
0

::w
1

::D 

With probability (1-p(x)), STOP. 
i = 0 

(1) Choose xi from jj'i(x .-xi), 

wi::\1/<f Pi(x -xi)/(j5(x)• Pi(x-xi)) 

If i::l, STOP. 

i=i+l 

G.o to (1). 

Fig. 4. Generation procedure (B) 

(START) \11
0

:1111::0 

With probability (1-P(x)), STOP. 

Choose x1 
from j5(x --x 1 ). 

w
1

:\il"f (P1
(x --x1

)-Pa(x -x1))/(P'(x)+j)(x -x1)) 

Fig. 5. Generation procedure (C) 

the weight 111. They will be explained in more detail in the further derivation, 

It is of importance to point out that we explicitly consider only statistical-

ly indepenoent transport games of the perturbation particles. The possibili-

ties of correlated games shoulo be investigateD for the future. Their doubt­

less usefulness, however, becomes evident in our results. 

Let us start 111ith the analysis of the event point estimation carried 

out during a survival-biasing transport game in the "one" state of the sys­

tem. For that 111e define J.._(x) to be a ranaom variable ~Vhose value is the 
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total contribution to the estimate,present and future, made by a particle 

of unit 111eight experiencing an event in dx near x /3/. At such an event 

point we have the follo111ing balance: 

Balance (I) 

Event and probability 

l) With probability (l- G-
1 

(x)) the 

history is terminated. 

2) t,Jith probability ~(.or)"~(X'-"1)JVG"1(~t) 
the particle survives and has 

Value of .{;(x) 

D(x) 

the next event in dy near y. 1J{~t) + t_(~)o~~ G;_(-\"YG:,(~t) 

From this balance 111e find for the expected value M[~(()] the equation 

This Function 

(32) 

is the value function of a particle transport problem in a system K
1 

with a 

detector U(x) /3,4/. 

Next, quite similarly we prepare the statistical analysis of the. basic 

game in the system state K
0 

including a generation process of perturbation 

particles whose histories then contribute to the estimate. Let us define ~(~) 

to be a random variable whose value is, for each possible basic particle 

of unit weight experiencing an event in dx near x, the total contribution 

to the estimate, present and future, resulting from the particle during its 

further random walk in the system K
0 by generating perturbation particles 

lllhich then directly contribute to the estimate. Furthermore, let "5(1(') 

be a random variable whose value is the contribution to the estimate, made 

by a perturbation particle which is possibly generated in consequence of an 

event of a basic particle with unit weight in dx near x. Hence, for an event 

point of a basic particle with unit weight in dx near x we may set up the 

following balance for f.('<"): 

Balance (II) 
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Event <.~nd probability 

1) With probability (1- {3=
0
(x)) the 

history is termintated. 

2) ~-Jith prob1o1bility G,N)~ K.,(lt-P1)J.~jG0 (t) 
the basic particle survives and has 

the next event in dy near y
1 

The next relation we have to find is that bet~een 

V<>luc of ~(x) 

Jr.•) + r (l) .e;(~y~(~J 
f(•J and f,.(<) . 

It is determined by the simulation procedure of the generation process. Only 

for a little 111hile, ~e digress now from the original PSf"' and assume, for 

convenience, instead of equation {21) a single nonnegative generation process, 

i.e., 

(3}) 

Here P(x.-y) is to be a nonnegative transition kernel describing the generation 

of perturbation particles caused by an event of a basic particle at x and 

the transition to its first event point y. P(x_.y) is simulated according to 

the general biasing technique ~here we explicitly write the biasing kernel 

P(x -y) as the product of a generation probability jJ{x) and a normalized 

probability density function PCx--y) 

Then we find: 

Balance (Ill) 

Hence, 

Event and probability 

1) With probability (1-P(x)) no perturbation 

particle is generated. 

Z) \Jith p•obability p6t!• Ji(X"4J)rf'f 

a perturbation particle is generated 

and experiences its first event in 

dy near y. 

13 
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~e get the equation 

and, furthermore, with definition (32) 

The expected value of the event point estimator z"' is given by 

It is not hard to see that 

M[z*J =j11[J?~;f£Mrir 
=f!M~Mcb: 
~~JJMF{x)dX' = ~ 

i.e., that 'l* is an unbiased estimator of A . 
Nolll llle direct our attention to the v<li'ionce 

ibi"lere M[t:J is the second moment and is given by 

From balance (II). 111e find the equation for 11{~)} 

111here 111e have defined a nonnegative variance function of s:-(x) 

tiith the ·help of a new distribution function f.. (jc):! tf as solution of 

(37) 

(38) 

(39) 

(40) 

(41) 

(43) 

(44) 



M[2*'
2
] may be represented in a closed form 

MG•1 = jMfJ&Jp11&J-!1{ffi~ @Jclx' +for(i~[Mclr. (45) 

Note that for the analog basic game f (x) ~E (x), 
0 0 

The second moment ~~J] is easily calculated from balance (Ill) 

M[;ttJJ=! [Plx-x'JMtsrdtir' 
pM ;o(i<-x') L' ~ J 

balance (I) 111e find the equation for M{ ~J} 

(46) 

and from 

No111 we return to the actual PSM with the double ~eneration process. For its 

variance analysis let us define f
0
(x) ( jlix)) to be a random variable '41hose 

value is the contribution to the estimate, made by a "zero" ("one") particle 

which is possibly generated in consequencerof an. event of a basic particle with 

unit weight in d)( near x. The relation of both variables to {Cx) from the basic 

game is also given by balance (II) but IIIith the redefinition 

:f(i<) = ~ (~) - $; {)() . (46) 

' As before we have 

(49) 

but no111 W(x) is the solution of equation (36) with the source term 

M[~J] = 11{tr>tij - N[!~>] (50) 

Likewise equation (37), the double generation procedure must guarantee that 

i ~ ~ 1. (51) 

Taking into account the redefinition (48) resulting in the modification 

(50) IIIith equations (51) the second moment of the PSM estimator (25) is 

also given by equations (41), (42) or (45), The quantity, lilhich yet has to 

15 



be newly calculated is the variance function Var(j(x)). Now we shall do 

this for the double generation procedures sho111n in Fiy.3 through Fig.5. 

Generation procedure (A) 

The "i" particles are statistically independent generated using the 

generation probabilities Pi(x) and transfer functions pi(x--y). We find the 

followiny balance: 

Balance (IV) 

Value of 
Event and probability f[~) J!'(::r) 

1) With probability (l-P
1
{x)) no "one" 

particle is generated~ 0 

1.1) Witt! probability (l-i)
0

(x)) no 

"zero" particle is generated. 0 

a "zero" particle is generated 

and has its First event in dy0 

near y
0

• 

the "one" particle is generated and 

experiences its first event in dy 1 

near 

2.1) With probability (l-P0 (x)) 

no "zero" particle is gene-

rated. 0 

the "zero" particle is generated 

and has its first event in dy0 

I t 

(52) 
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With that the variance function (43) may be written 

} 
(53) 

111here 

Vad f.(~i) = !1{J!&J] - Mt~J}} 

c""(tc"'>, r.~v ~ M[t(x>J.cxg - n[k({i/!1/f:rrJ} 

l~ tJ.i 
J ) (54) 

(55) 

IIIith 

i: cJ, 1 I (56) 

and f1{fi~JJ:(~g = (fo(x-x') f.~~x'~/1[kM :{{x"/]]r'clf'~ 
Generation procedure (B) 

The perturbation particles are generated in pairs using a pair gene-

ration probability PCx) but after that they will be transferred-to their 

first event points by statistically independent selecting from the distri-

bution functions pi(x-.y). For this procedure we find the balance: 

Balance(V) 
-:;; Value of_ 
~{(-) $-J..(>t) Event and probability 

1) With probability (1-P(x)) no pair of 

perturbation particles is generated. 

2) With probability i)(x)f.P'0(x-+~*P1 Cx-y1 )dy0dy 1 
a pair of perturbation particles is 

Then we get 

generated and they experience their 

first events in dy
0 

and dy1 near Y0 

and y1, respectively. 

0 0 

(57) 

i~P, i I (58) 
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and 

~eneration procedure (C) 

We may exteno the pair generution procedure (B) by using the same 

Distribution P(x-y) for selecting the first event points of both pertur-

bation particles. In that way we ;;rrive at a single generation procedure 

where the one generated perturbation particle now directly represents the 

difference of both perturbation source terms. With regard to a comparison 

with the foregoing two-particle generations it is useful to deal with this 
single generation procedure formally in the same framework, i.e.,so as 

would we have two perturbation particles with different s~arting weights, 

but with identical histories. Thus we may set up the following balance. 

Balance (VI) 

[vent and probability 
Jf';. Value of -
.J,~..~) J;_{!t) 

1) With probability (l-P(x)) no ~ertur-

b8tion is generated. u 0 

2) With ~robability p(x).-'j.i(x-y)dy tile 

perturbation particle is generated 

and experiences its first event in 

dy near y. 

From that 111e get 

(60) 

and 

(Gl) 

We point out yet the special case 111here W1 (x) is ~no111n. Then the PSM proce­

dure may be. terminated at the first events of the perturbation particles. 
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This is easily to realize ~ith the help of equations (20) through (24) and 

(31), (32) arriving at 

A -fiJ.(tJ(j.{;<(/i(r!.r)- P.(x'-x~d1d-t. (6Z) 

The representation of A by equation (62) makes clear its interpretation as 

an ordinary functional of the total first event density of perturbation par­

ticles. Simulating the latter the event point estimators 'l"! must be used 

~ith w
1

(x) as the contribution function. The variance analysis of that case 

is easily accomplished. For this end, in the balances of the generation pro­

cedures considered above instead of the random variable 't_QJ we have to use 

its mean value w1(y), We find: 

- for the generation procedure (A) 

- for the generation procedure (B) 

Mrrxa = ..1_/'"Rtv-x'luZ;.: •l', 
IlL J;(i)J f&! ifC. ... ~') IVf(X jtl.l' 1 

Cov(t(!J,!.~}=(r~~ - 9!1ll{r)]/1[!&l 

- for the generation procedure (C) 

(1[!~l= ! J'R0--x? W:~r'ld/ !J, 1 fP<J f(~-~·J tl1 I J 
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;~~ i' (63) 

(64) 

i=IU 
I J (65) 

(66) 

i=d.i 
I 1 ( 67) 

(68) 
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