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In Galois fields, full of flowers
Primitive elements dance for hours
Climbing sequentially through the trees
And shouting occasional parities.
S.B. Weinstein.

## 1 Introduction

One of the most fundamental functions in data processing is data switching (or line switching). The role of this function is essentially increasing in modern digital systems. It is well lknown that the switching speeds of computer devices are approaching a limit, any further improvement of computer throughput can be due to increasing the number of bits processed simultaneously. In a, crossbar switch every input port can be connected with a free output port without blocking. The crossbar network can provide any-to-any routing with very small delay, but becomes increasingly costly for large numbers of processors. The reason for the cost is that the switching elements, may liave to be complex, and there are $N^{2}$ of them, where N - the number of processors. There are two possibilities to make the crossbar network [1]. One is a network using dual port memories. Number of dual port memories is number of input multiplied by number of output. It is not practical to use dual port memory modules for large scale network. A crossbar $2 \times 2$ switch is widely used for the construction of networks $[1,2]$. But the cost of network is proportional to $N \log (N)$; and the transit delay, to $\log (N)$.

As noted in [3], there are no switches with reasonable cost and performance which have prevented the growth of large multiprocessor systems. The crossbar switch [4] is complicated also.

A new method of synthesis of multipoint full crossbar switches is based on the transformation of input information, considered as a binary unitary code, to codes over which simple logical operation is executed. Then this information is decoded. This method allows one to construct full crossbar switches having useful properties. One class of switches has correcting capàbilities. This method allows one to construct switches for analog and light pulses also. Two methods of the synthesis are described: switches over Galois field $\operatorname{GF}\left(2^{m}\right)$ and with correcting capability. These ones have modulo structure, small delays and simple logical structure is needed for their real-

ization. And besides, the switches have algebraic structure what makes their synthesis easier.

## 2 Crossbar switches over Galois field GF(2 $2^{m}$ )

In this section we consider the method of switches construction which is based on the properties of Galois field $\mathrm{GF}\left(2^{m}\right)$ widely used for the construction of effective error correcting codes which correct $t \leq n / 4$ mistakes in $n$-binary words ( BCH -codes) : Other areas of application of finite fields are known. The authors have shown that using the algebraic theory of BCHcodes one can construct coordinate processors and majority coincidence circuits for large inputs $[5,6]$.

### 2.1 Some rules of execution of operation in Galois field GF $\left(2^{m}\right)$

In order to make this abstract easier for the readers who are not familiar with the rules of the execution operations over $\mathrm{GF}\left(2^{m}\right)$ elements, necessary information on these rules is present below which has no claim on completeness and generality. Concrete examples are given for $m=4$. As is known, Boolean algebra is the theoretical base of modern computer technology where the discrete function is equal to 0 or 1 in the binary case. As shown in $[7,8]$, Boolean algebra is the particular case of Galois algebra. Operations in Galois algebra are determined over the main field GF(2) having two elements 0 and 1 and the extended field to $m$-th power having ( $2^{m-1}$ ) nonzero, elements which are considered as $m$-bits words of cyclic codes. The number of nonzero elements of the finite field $\mathrm{GF}\left(2^{m}\right)$ is equal to some power of its characteristics, i. e. $n=2^{m-1}$. The number of different elements of the field is called its order. All elements of the finite field can be obtained by means of irreducible polynomials which tables are presented in [9]. We have chosen the irreducible polynomials of the 3rd $\left(X^{3}+X+1\right)$ and 4 th degrees $\left(F(X)=X^{4}+X+1\right)(m=4)$. It should be noted that sign " + " will be used to denote modulo 2 additions. For $m=4$ the number of nonzero elements equals 15 . Among these elements there are four linearly independent (basis) elements: $a^{0}=1000, a=0100, a^{2}=0010$ and $a^{3}=0001$. One of these elements, $a^{1}$, is the root of the polynomial $F(X)$. Then each nonzero
element can be presented as a degree of element $a^{1}$. This means that the multiplicative group of the finite field is cyclic in character. The least positive number $n$, for which $a^{n}=a^{0}=1$, is referred to as the order of element $a^{1}$. If the order of element $a^{1}$ equals $n$, elements $a^{0}, a^{1}, a^{2} \ldots a^{n-2}, a^{n-1}$ are different. Thus, in our example $n=15$. Therefore, e.g., $a^{30}=\left(a^{15}\right)^{2}=a^{0}$ $;\left(a^{31}\right)=a^{15} a^{16}=a^{1}$, etc. Taking into account that $a^{1}$ is the root of the polynomial $F(X)$, the remaining elements of $\mathrm{GF}\left(2^{4}\right)$ can be obtained from the equation $a^{4}+a+1=0$, i.e. $a^{4}=a+1=1100 ; a^{2}+a^{1}=a^{5}=0110$ and so on. There are at all 15 nonzero elements over $\operatorname{GF}\left(2^{4}\right)$ Galois field: $a^{0}=1000 ; a^{1}=0100 ; a^{2}=0010 ; a^{3}=0001 ; a^{4}=1100 ; a^{5}=0110 ; a^{6}=$ $0011 ; a^{7}=1101 ; a^{8}=1010 ; a^{9}=0101 ; a^{10}=1110 ; a^{11}=0111 ; a^{12}=1111$; $a^{13}=1011 ; a^{14}=1001 ; a^{15}=1000=1$. It is also convenient to present the field elements $A$ and $B$ as polynomial of degree $m-1$. For $m=4$ we have: $A=A^{0} a_{0}+A^{1} a_{1}+A^{2} a_{2}+A^{3} a_{3}$ and $B=B^{0} a_{0}+B^{1} a_{1}+B^{2} a_{2}+B^{3} a_{3}$, where $A_{0} \div A_{3}$ and $B_{0} \div B_{3}$ are equal to 0 or 1 . Thus, if element $A=a^{8}$, then $A_{0}=A_{2}=1$ and $A_{1}=A_{3}=0$. Addition and subtraction operations in the field $\mathrm{GF}\left(2^{m}\right)$ are equivalent and carried out by modulo 2 addition. The operation of multiplication of two elements is carried out in the same manner as that of ordinary numbers with the difference that this operation is performed by modulo irreducible polynomial.

### 2.2 Scheme of the one-bit $n \times n$ crossbar switch

The following method for switch construction is suggested. Input bits arriving from $n\left(n=2^{m-1}\right)$ senders are presented as unitary code one-bit words which is encoded to Galois field elements in increasing order of their degrees. The outputs of the encoders are connected to the first group of the inputs of the modulo 2 adder. The addresses of the receivers are supplied to the second group of inputs according to the table of addition of two elements in $\mathrm{GF}\left(2^{m}\right)$. The outputs of the senders are numbered as 1 to $2^{m-1}$. Then the results of addition are decoded. Each decoder has $m$ inputs and $2^{m}$ outputs. The output 0 is not used and the corresponding outputs of the decoders are connected. For example, to send one bit from input 2 (position $a^{1}$ ) to receiver 5 , it is necessary to deliver the control word $a^{3}$. We get $a^{1}+a^{3}=a^{5}=0101$ at the outputs adder. As a result, we get a pulse corresponding to a logical one at 5 th output of the binary decoder. Fig. 1 gives a typical scheme of one (first in order) unit.


Figure 1: One unit's scheme of one-bit $15 \times 15$ crossbar switch

It is clear that the scheme of the encoders is very simple. They are the sources of logical one and logical zero. The delay $T$ of a switch can be calculated from the relation $T=2 T_{D}+2 T_{A}$, where $T_{D}$ - is the delay of the $A N D$-gate which is in the decoder and $T_{A}$ - the delay of a modulo 2 adder which equals the two delay of the $A N D$-gate. Then the total delay is $4 T \quad A N D$-gate. It should be noted that next approach can be suggested to construct a switch having inputs (outputs) which are multiple a degree of two as Galois field $\mathrm{GF}\left(2^{m}\right)$ has $2^{m-1}$ nonzero elements: to use the modular nature of the Galois field. For example, to construct a one-bit $16 \times 16$ switch, the $\mathrm{GF}\left(2^{5}\right)$ field can be used instead of the Galois field $\mathrm{GF}\left(2^{4}\right)$ and modulo 2 can be minimized. It is clear the switches over Galois field $\mathrm{GF}\left(2^{m}\right)$ have not possibility of errors correction. The number of control(addresses) bits needed for $N$-bit $n \times n$ switch is equal to $N \times n \times \log _{2}(n)$. One can recommend the following next irreducible polynomials for the construction of switches for $n$ $=31,63,127,511$ and 1023: $X^{5}+X^{2}+X+1 ; X^{6}+X+1 ; X^{7}+X+1$; $X^{8}+X^{4}+X^{3}+X^{2}+1 ; X^{9}+X+1$ and $X^{10}+X^{3}+1$.

## 3 Crossbar switches with error correcting capabilities

As known the error correcting codes are wide-spread used in automatics and computing technique. These codes are applied especially effectively for checking errors in memory units. As we show below the error correcting codes can be effectively used in suggested by us switches for construction a new class of switches with correcting capabilities.

### 3.1 Use of Hamming codes

Hamming binary codes are widely used in technique. It is the reason to research switch's structure in which, for instance ( 7,4 ) Hamming code, the generated polyiom of which is $g(X)=1+X+X^{3}$, is used. Then generated matrix $G$ has the following form:

$$
\left.\begin{array}{cc}
g(X) \\
X g(X) \\
X^{2} g(X) & \left(\begin{array}{l}
1101000 \\
0110100 \\
0011010 \\
X^{3} g(X)
\end{array}\right)=C . . \\
0001101
\end{array}\right)
$$

The remaining code vectors are obtained through summation of $G$-matrix strings in any possible combinations. Let us now enumerate all code vectors in order to information symbols were ascendly ordered by binary numbers [10]. Coding table which in our case is used for obtaining addresses of delivers has the view shown in table 1.

Table 1

| Code vector |  |  |
| :---: | :---: | :---: |
| N | Check <br> symbols | Information <br> symbols |
| 1 | 110 | 1000 |
| 2 | 011 | 0100 |
| 3 | 101 | 1100 |
| 4 | 111 | 0010 |
| 5 | 001 | 1010 |
| 6 | 100 | 0110 |
| 7 | 010 | 1110 |
| 8 | 101 | 0001 |


| Code vector |  |  |
| :---: | :---: | :---: |
| N | Check <br> symbols | Information <br> symbols |
| 9 | 011 | 1001 |
| 10 | 110 | 0101 |
| 11 | 000 | 1101 |
| 12 | 010 | 0011 |
| 13 | 100 | 1011 |
| 14 | 001 | 0111 |
| 15 | 111 | 1111 |

The parity check matrix which is written through the vector $h(X)=$ $1+X+X^{2}+X^{4}$ has the form

$$
H=\left(\begin{array}{l}
0010111 \\
0101110 \\
1011100
\end{array}\right)
$$

The block-diagram of one-bit $15 \times 15$-switch is slown in fig. 2 .


Figure 2: Block-diagram of one-bit $15 \times 15$-switch with correcting capabilities. D1;i)2-decoders; Rg - register.

The switch has 15 one-type logic layouts the first of which is shown more refining. The signal from the first source is passed to the strobing inputs of elements $A N D$ group, the codes of delivers addresses are passed to the second inputs of this group. The outputs of the $A N D$ elements are joined to the inputs of calculating syndrom layout. Besides information bits are passed to the inputs of decoder. Outputs of decoder 1 are joined to the set inputs of register but outputs of decoder 2 are joined to counting inputs of this register. Let us shortly see the principe of the switch's work. Let us suppose that we need in transformation simultaneously signals from the 1st source to the 15 th receiver, from the 2 nd source to the 14 th receiver, from the 14th one to the 1 st one and from the 15 th one to the 2 nd one. The signals form remaining sources equal zero. As the result we have the table of communications:

| Source number | Receiver number | Receiver address |
| :---: | :---: | :---: |
| 1 | -15 | 11111111 |
| 2 | 14 | 00100111 |
| $\vdots$ | $\vdots$ | $\vdots$ |
| 14 | 1 | 11010000 |
| 15 | 2 | 01101000 |

Let us see the signal path from 1st source to 15 th receiver on conditions that the error appeared in the 7th bit during the transmission of the address. In other words the code address 1111110 will be on the outputs of the group of the elements $A N D$ instead of the 111111 . Then the code 1000 which suits to 7 th column of the matrix $H$ will be obtained on the outputs of the layout syndrom calculation. The correction of the register value is fulfilled by means of the decoder D1. As a result, the data from source 1 is transformed through the decoder D2 without error to the receiver 15 . In the same way we can check if the other channel of the switch works correctly. Thus switch works without errors even if up to one error in each address ( 15 errors in total) appeares simultaneously. $N$ such modules are needed for the construction of $N$-bit switch. The codes of the addresses are common for the appropriate bits in this case. We can use the modified Hamming code instead of the usual code of Hamming however in this way we need in complement logic elements for implementation of a switch. We can use the binary Hamming code as it
is frequently done in practice. Such approach does not change the structure of a switch. Let us estimate the switch speed $T_{C}$ :

$$
T_{C}=T_{A N D}+2 \cdot T_{D}+T_{P}+T_{R} g
$$

where $T_{A N D}$ - delay of $A N D$-gate; $T_{D}$ - delay of a decoder; $T_{P}$ - delay of a parity checker and $T_{R g}$ - the time of a register switching. Rough estimation shows that $T_{C}=10 \times T_{A N D}$. If the scheme of the full decoding of coding words which have the error are used instead of the classic scheme, the speed of the switch will essentially increase due to increasing of the number of logic elements. Each channel has only one group of elements $A N D$ and 7 decoders. Besides, a signal at the firsi output, for instance, must appear not only when there appears the code 1111111 on its inputs, but the codes with mistakes: 0111111,1011111 and, etc. In this case $T_{c} \doteq 3 \cdot T_{A N D}$ and it is very small.

### 3.2 Use of Bose-Chaudhuri-Hocquenghem (BCH)-codes

BCH -codes are one of the most important classes of random-error-correcting codes which are known. The implementation of such codes permits one to construct switches with wide functional possibilities. Together with correcting capabilities the fast detection of appearance of a catastrophic number of errors during transformation and switching data is possible. In general the logic layout of such switch is the same as shown earlier, but the majority coincidence scheme is added for detecting a large number of errors. So far as the problem is to construct fast switches we suggest to use well-known table of methods of BCH-code error decoding [11,12].

We consider the use of such codes for construction of the switches with error correcting capabilities on the example of BCH -codes with $m=4$ and $t=3$, where $t$-set of independent errors within the block of $n$ bits. Consider the finite field $\operatorname{GF}\left(2^{4}\right)$. The generator polynomial for $t=3$ is $g(X)=(1+$ $\left.X+X^{4}\right)\left(1+X+X^{2}+X^{3}+X^{4}\right)\left(1+X+X^{2}\right)$. The parity clieck matrix of the $(15,10)$-code may be [9]

$$
H^{T}=\left(\begin{array}{ccc}
1000 & 1000 & 1000 \\
0100 & 0001 & 0110 \\
0010 & 0011 & 1110 \\
0001 & 0101 & 1000 \\
1100 & 1111 & .0110 \\
0110 & 1000 & 1110 \\
0011 & 0001 & 1000 \\
1101 & 0011 & 0110 \\
1010 & 0101 & 1110 \\
0101 & 1111 & 1000 \\
1110 & 1000 & 0110 \\
0111 & 0001 & 1110 \\
1111 & 0011 & 1000 \\
1011 & 0101 & 0110 \\
1001 & 1111 & 1110
\end{array}\right)
$$

With $m=4, t=3 m \times t=4 \times 2+2=10$ check bits are required. We also suggest to use the well known W.Peterson theorem. For any BCH(2,1.d) code and any $j$ such that $1 \leq j \leq n-1$, the $j \times j$ matrix

$$
L_{t}=\left(\begin{array}{lllllll}
S_{1} & 1 & 0 & 0 & 0 & \cdots & 0 \\
S_{3} & S_{1}^{2} & S_{1} & 1 & 0 & \cdots & 0 \\
S_{5} & S_{1}^{4} & S_{3} & S_{1}^{2} & S_{1} \cdots & 0 & \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
S_{2 t-1} & S_{2 t-2} & S_{2 t-3} & S_{2 t-4} & S_{2 t-5} & \therefore & S_{t}
\end{array}\right)
$$

is nondegenerate if the power symmetric functions $S_{j}$ depend on $t$ or $t+1$ field elements, it is singular if the $S_{j}$ depend on fewer than $(t-1)$ different field elements. In other words, to calculate $t$ it is necessary to calculate the determinant, $L_{t}$ in Galois field. The expressions for the determinants for $t=1 \div 3$ are given in table 2 .

## Table 2

| $l$ | $d e t L_{t}$ |
| :---: | :---: |
| 1 | $S_{1}$ |
| 2 | $S_{1}^{3}+S_{3}$ |
| 3 | $S_{1}^{6}+S_{1}^{3} S_{3}+S_{1} S_{5}+S_{3}^{2}$ |

We see that det $L_{t}$ can be zero or any field value. Therefore, the logic expressions for majority coincidence scheme (MCS) containing $n$ iuputs and $t$ outputs have the form. [6]

output $_{t}=$
$\operatorname{det} L_{t} \geq t$
If to the MCS described by Eqs. (1) we add simple schemes for analyzing determinants for 0 s and 1 s , we can also obtain rigorous equalities, as shown in fig.3. It should be noted that such devices can be realized in practice by using fast tabular methods. The circuit shown in fig. 3 was designated so that it can be realized for large numbers $t$ by using PROMs containing $2 m$ address inputs. Note that the length of a word and complexity of the error correcting layout essentially increase with increasing of $t$. It is the reason that we limited ourselves to the case when $t=2$. The simple and fast methods for searching for places of errors are well known for this case [11,12].


Figure 3: Circuit for calculating determinants in the field $\mathrm{GF}\left(2^{m}\right)$ for $t=1 \div 3$.

Example. We assume the code word (addresses of a receiver) in question to be $A=100000111100000$. With two errors occurring at the fifth and the tenth positions from the left, the received sequence takes the form 100010111000000. Computing $S_{j}$ for $j=1 \div 3$ it can be obtained $S_{1}=$ $a^{4}+a^{9}=a^{14} ; S_{3}=a^{12}+a^{27}=0 ; S_{5}=a^{5}+a^{0}=a^{10} . \operatorname{det} L_{1}=a^{14} ;$ det $L_{2}=a^{12} ; \operatorname{det} L_{3}=0$. The general form of the quadratic error is [12] $X^{2}+S_{1} X+\left(S_{1}^{3}+S_{3}\right) / S_{1}$. Transformation form $X+S_{1} \times Y$ yields $Y^{-2}+Y+d=0$, where $d=\left(S_{1}^{3}+S_{3}\right) / S_{1}$. The roots are find by only $d_{i}$. If roots corresponding to all possible $d_{i}$ 's are stored in memory as a table, they can be directly obtained. The root $X_{1}$ is $X_{1}=S_{1} \times Y$. Only $Y_{1}$ can be stored, however, since $X_{2}=S_{1}+X_{1}$. For our example $d=a^{0}$ and $Y_{1}=a^{5}$. Then $X_{1}=S_{1} Y_{1}=a^{4}$.

Thus the scheme of two errors correction and detection of the large number of errors work in accordance with the follows algorithm.
$d e t L_{1}=0$ - error are absent.
$\operatorname{det} L_{1} \neq 0$, but $\operatorname{det} L_{2}=0$. We have one error and $S_{1}$ is the coordinate of it.
det $L_{2} \neq 0$, but det $L_{3}=0$. We have two errors and their coordinates can be fast calculated through the table.
$d c t L_{3} \neq 0$. The solving is $t \geq 3$.

## 4 Conclusion

The nain difference of the switches described in this paper is that not int formation but addresses of an active source are switched. As a result, these switches have a simple modulo structure. The absence of a bus which requires high power current switches, the correcting possibility, small delays and advanced technology make it possible to construct effective switches with many inputs for multiprocessor systems and high-speed networks and communication with wide functional possibilities.
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## Коммутация информации в полях Галуа $G F\left(2^{m}\right)$

Предложен новый тип многоустой чивых полных коммутаторов с алгебраической структурой. Эти коммутаторы имеют маленькие временные за--держки и могут переключать одновременно поток данных с $n$ входов на $\dot{m}$ выходов. Представлены также коммутаторы, корректирующие ошибки. Коды Хэмминга и БЧХ-коды использовались для построения указанных коммутаторов. Предложена конкретная схема многоустойчивого полного коммутатора с кодом Хэмминга.
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Commutation Information in Galois Fields $G F\left(2^{m}\right)$
The new type of multipoint full crossbar switches with algebraic structure is suggested. Such switches have small delays and possibility of switching simultancously any $n$ inputs and $m$ outputs. The swiches with error-correcting possibilities are also supported. Hamming and BCH error-correcting codes were used for construction of such switches. The concrete sheme of $15 \times 15$ multipoint full crossbar switch with Hamming code is given.
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