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Rever51ble Ar1thmet1c — Addltlon Subtractlon Ll R
T,Multlphcatlon and D1v151on

,,,The standard anthmetlc operatlon of d1v151on is known to provxde the most }

_general representatlon of i integer numbers, n=g *'d +r. By a drastlc change in the

‘division algorithm the author deduced and tested the novel reversxble Induced‘-
AD1v151on (ID). a]gorlthm allowmg for “many speclﬂc versions and possessmg.
uncommon properties. -The decremented ID ver51on n Q@b @qb(n)ylelds e.g. for

‘n= 23 and b= 2 mduced quotlent (w1th r = O) 23 @2 @7 instead of the standard'
123:2 -,11 (w1th r=, 1) . The consecutlve use of the reversxblhty axiom allows to-
‘deduce the reversible operatlons of mduced multxphcatlon add1t10n and subtractxon

iy

thus formmg the ba51s of the novel rever51ble arlthmetlc
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Die ganze Zahl schuf der liebe Gott, .

alles uebrige ist Menschenwerk.

L.Kronecker ( 1823 - 1891 )

( The integer number was created by the beloved Lord,
the rest is a man’s work. - VIL. )

1 Introduction

The novel techniques developed for the general solution of unstable inverse prob-
lems [1] are based on the mathematical axiom of reversibility between the left—-
hand side, L, and the right-hand side, R, of any equivalence relation

L<=R , (D)
'The consistent implementation of this axiom (1), howcver seemingly quite

trivial, results in robust solution techniques of Systems of Linear Algebraic

Equations (SLAE) {2], robust Least SQuares (LSQ) techniques [3] etc.

Here we describe the first version of reversible arithmetic based on the above
reversibility axiom.

2 Standard Arithmetic

The basic four arithmetic operations — addition, subtraction, multiplication and

division — are known to be classified into two main categories. These correspond
to direct operations, i.e. addition and multiplication, and their inverse coun-

terparts, subtraction and division, respectively. On the other hand, addition

and subtraction can be called operations of the first order, while multiplication

and division, those of the second order. The last classification reflects the fact

that the arithmetic operations of the second order can be reduced, at least on

computer, to the arithmetic operations of the first order [4]. -

The basic properties of addition and multiplication are as follows [5].

2.1 Addltlon

1. a+ b is always a number or, in other words, the operation of addition is
always, without any exceptions, executable ( as opposed to subtraction bemg
not always executable in the domain of posmve numbers ).

2. The sum a + b is always defined in a unique way. .

3. There is valid an associative law: (a+ b)+c=a+(b+c)=a+b+ec.

4. There is valid a commutative law: a+b="b+a

" 5. There is vahd a law of monotomclty ifb>c, then a+ b >a+ec.

2.2 Multiplication

1. a b is always a number.
2. The product a * b is always unique.




3. The associativity law: g (brc)=(axbyxc=axbxc.
4. The commntativity law: ¢+ b= b s a

5. The monotonicity law: if 6> ¢, then a%b > a * c.

2.3 Distributivity etc

Finally, there is valid a combined distributivity law: a * (b+c)=axb+axec.

It is also important for our subsequent analysis that the standard arithmetic
deals only with the numbers of a certain single type, e.g. integers,n. Positive
integers are known to fortit the natural scale 0,1,2,..N, with N — co.

Another limportant point concerns the most general representation of nu-
bers. One can easily see that it is provided by division:

n=gxd+r (2)

where g — a quotient, d - a divisor and r - a residue. If r=0,¢=1and d=n,
then n is called a prime number, if »r =0, ¢ #£ 1 and d # n, then n is called a
composite number [6]. -

Generally, with » = 0, the inverse (divisibility) problemn cannot be solved for
a large scalar n composed of 100 and more digits even by means of the biggest
modern supercomputers. This simple fact forms the basis of the second absolute
cryptographic system, i.e. the so—called public-key ( RSA ) cryptography [7].

However, the operation of division was till now not used in information
coding, data compression and other similar scientific and technological domains
of interest.

3 Reversible Arithmetic

The standard operation of division is essentially a single-step one ~ we divide a
given dividend n by a given divisor d and obtain a quotient ¢ and a residue r,
eg. 23:1.1*2+1(n=23,q=11,d=2,r:1)0r23:7*3+2(n:23,
q=T,d=3,r=2).

3.1 Examples‘of Induced Division (ID)

Now we will drastically change the logic of division algorithm:

23:2 -to made n = 23 dividable by d=2

let us subtract from 23 a unity (1) -
11:2 -let us subtract from 11 a unity (1)
9:2 - let us subtract from'5 a unity (1)
2:2 - let us subtract from 2 a zero (0)

so that the final partial quotient ¢ = 1.
2 -

We call this algorithm the Decremented Induced Division (DID) to Pe writ-
ten down as 23 @ 2 <= 7 (where @ is the ID sign), i.e. to result in an induced -
DID quotient ( inquot ) g3(n) = (0111), = 7. )

Here d = b = 2 is called a dibasor so that n = 23 <= 7® 2 with r = 0 (
where ® is the Induced Multiplication (IM) sign). o )

In short, in the new arithmetic the Operatiqn of division becomes a !flultlstep
one to be specified by the final partial quotient ¢ = 1 and the final resu?ue r=
0. As a net result, the inverse IM operation of can be completely described by
the bit structure of the inquot, ga(n). | ~

The Incremented Induced Division (1ID) for the same n = 2andd=0b=

2 looks like: —
23:2 -to made n = 23 dividable by d = 2

let us add to 23 a unity )
12:2 -let us add a zero- (U]
6:2 - let us add a zero - (0)
3:2 - let us add a unity (1)
2:2 - let us add a zero 0)

so that the final partial quotient ¢ = 1.
Here again the induced quotient ( inquot ) Qs(n) =-(01001)2 =9. ‘

Now let us consider once again the patterns of binary DID,anfi IID inquots
by starting from below, i.e. the ciphers in the above r.h.s. parenthized columns.

For the DID algorithm we obtain o o _
23=2"4+ (0111)2 = 16+ 7 ‘ 3)
while for the IID algorithm we obtain
23 = 25 - (01001), = 32— 9 @

3.2 Genera]iz_ed formulations

The above induced division algorithm allows such versions as InterMittent In-
duced Division (IMID), Randomized Induced Division (RID) etc,'thus pr'oduc—
ing a series of cryptographic codes with the relevant‘ c.ryptographxc keys in the
form of specific division patterns (inquots). In addltlon,_ each sucl.x ?,l-gorlthm
can be iterated or recursed since input and output of the m@ucled division have
identical numerical forms. ) )
Furthermore, the above algorithms can be easily generalized for any dibasor
d = b. However, for b > 2 instead of BITs (Binary digilTs) we deal with DITs



(Decimal diglTs) forming the explicit digital structure of inquots, e.g. ¢3(23) =
B-F=n—z=(112)3= 14 (DID)or Q3(23)=3°-23=2—pn = (0Hl)3 =4
(ITD). v

The first scale limit, z, is called a lower zero, while the second scale limit, Z,
is called an upper zero, with R —= (Z—:) being an inquot range. Thus, instead of
the single natural scale N = 0,1,2, .-used in the standard arithmetic, liere we
have the quantized natural scale, Ny = Ny = 0,10, 1,2,3;0,1,2,3,4,5,6,7; ...
cte specified by many partial zeroes.

Thus, in the reversible arithmetic all numbers are quite naturally subdivided
into two fundamental classes corresponding to inquots and dibasors.

4 Induced Addition and Subtraction
4.1 Induced Subtraction (IS)

The reversible operation of division

n.b <= qy(n) (H)

can be considered as an equivalent of the reversible operation of subtraction

b1
T = a(n) . (6)
h ,

where -+ is the 1S sign.

4.2 Induced Addition (IA)

The reversible 1M operation

go{nt) b <= n (7}

where & s the 1M sign, can be used for deducing an exact form of reversible
addition.

However, the reversible operation of addition can be more siply dedueed
from the relevant operation of subtraction as

b—1
qe{n) 5 <n (%)

where & is the IA sign.

5 Conclusion

Thus, the novel arithmelic possesses Lhe following main properties within the
natural scale:

[ All integers are subdivided into two main classes - inquots and dibasors.

2. Reversible Induced Division allows a set of different. versions ( DID, 11D,
IMID ete ) to be formulated and specified by a common feature of ¢ = 1. where
¢ 1s a final partial quotient. '

As a net result, all integers become composite within the reversible arith-
metic - there is no primes at all. : '

3. The "continuons™ natural scale with the single zero point is changed for
a quantized natura) scale with maltiple zeroes. o :

4. As opposed to the standard arithmetic operations of addition and -
tiplication, their reversible counterparts do not possess such properties as com-
mutativity, associativity ete. o -

5.. The reversible arithmetic can be effectively used for information coding,
data compression, cryptographic applications. caleulations by means of comput-
ers ete. : :

6. The problems 1o be solved deal with extensions of (he reversible arithietic
into rational, irrational, transcendental ofe numerie domains as well as with
algebraic extensions of different kind, e.g. modular, polynomial ete.

7. 'The reversibility axiom results not ouly in a novel arithmetic hut also
in the robust techniques for solving LSQ. SLAE and many other fundamental
problemis of data processing.
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